ON CERTAIN DUAL INTEGRAL EQUATIONS
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1. In his book on Fourier Integrals, Titchmarsh[1] gave the solution of the dual integral
equations

f "I dE =S (0<p<D, W

f :w(c)Jvo:) dE=0 (p>1), @

for the case a >0, by some difficult analysis involving the theory of Mellin transforms. Sneddon
[2] has recently shown that, in the cases v = 0, a = +4, the problem can be reduced to an Abel
integral equation by making the substitution

¢(¢)=cf B cos @ dt (x= -
or
vE) = J :x(t) sin (@) dt, 7O =0 (z=3).

It is the purpose of this note to show that the general case can be dealt with just as simply by
putting '

1
Y=< L (D J,1o(ED) dt. 3

The analysis is formal: no attempt is made to supply details of rigour.

2. We need the following two lemmas.
LeMMA A, IfA>pu>—1,

0 (O<a<b),

" (a0 (bt 4= de = { bi(a? = pRyiAe1
fo H ?‘m) (0<b<a)-

This result is well known [3].

LemMA B. Let f(x), JS'(x) be continuous in0 < x < a. Let 0 < x < 1. Then the solution of

J:g(t)(xz—tz)"‘ dt=f(x) (0<x<a)

is g(x) =2 Si: L

de

This is a simple transformation of the solution of Abel’s integral equation [4].
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3. In order to determine the function ¢(f) in equation (3), we have to consider separately
the cases when a is positive and when « is negative. The case when a is zero obviously does not
arise, since then equations (1) and (2) reduce to a single integral equation in which the right-
hand side is zero when p > 1.

If a > 0, inversion of the order of integration gives

o 1 o0
f V(@ Ep) dE = J ¢(t)f £1-ay,, (E0J(Ep) dE di = 0,
0 0 0

when p > 1, by Lemma A, provided that v > —1. Thus (2) is satisfied.
To deal with equation (1), we modify (3) by integration by parts. For we have

1
e =gt f (O, 1o(&) dt
0
1 ) _
_ -c-"foqs(z)tm vy @) di

1 1
= —é_al:d’(t)-’wa-l(ft):l +¢_’f Q1) y+o-1(E0) dt,
0 0

where 0() = 117 (gt )

Hence lf lim tv+a—1¢(t) = 0’ (5)
t-+0

we obtain

1
Y(&) = 5-“.[ DOy 40-1ED) dt =% (1)J40-1(8)-
0

Substitution in (1) then gives

flo) = f:Q(t)J:E“J APy +a-1(E1) dE dt—¢(1)f:z“1v(§p)J vea—1(0) dt,

where 0 < p < 1. By Lemma A, this reduces to

a

flo)= T(l-2)

(4
p—vj tv+a—l (D(t)(pZ_tZ)—a dt,
0

provided that v+ 1 > v+a > 0, i.e. provided that v > —a, 0 <a < 1. But this is an integral
equation of the type given in Lemma B; its solution is

(D(p)pv+a—1 = 21_aifptv+1f(1)(p2_t2)a~l df,
L(@dp) o

it being assumed that #f(r) and its first derivative are continuous in 0 < 1< 1. If we substitute
for ®(p) from (4), integrate and use condition (5), we find that

vta—1 _2 pv+l 2_42ya-—-1
AR AR (a),[ot SO =17y dt, (6)
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a result which may also be written as

P+ (p) =

27" df v 2_42ya
F(l+a)dpjot S (p*—1* ) dt. )

The conditions on the parameters are0 <a < 1, v > —a.

When a = — 8, where B > 0, we start by integrating the integral in (3) by parts. This gives

¢©=8”£MNPM0M

= §BJ1¢(')tﬂ—'_l (% {777, _paa(ED} dt
[}

1 1
= ¢ [‘ﬁ(‘)h—nu(f')] "f{[ W(J,-p+1(E1) dt,
) 0
where Y1) = b+t ‘%{d)(t)t”'""}.
Hence

1
Y& = ¢(1)€”Jv-a+1(6)—5”f0‘1‘(1)1v-n+ 1(6) dt

provided that lim ¢ #*1¢(1) = 0.

t=>+0

It then follows from Lemma A that condition (2) is satisfied when0 < f <1, v> -1,

If we now substitute from (3) in (1) and invert the order of integration, we obtain

flo) = JI¢(t)fm§"”JV(CP)Jv-p(ét) dt dg
0 0

21 -8 P
= p“”j (0o -2y~ dt,

re 0
by Lemma A. Using Lemma B, we get
T — -ifﬂﬂvvxf—ﬂrﬁm ®
rA-pdplo

which is, in fact, equation (7) with o replaced by — f: but the conditions now are —1 <a <0,
v > —1. The limiting condition on ¢ is evidently satisfied.

4. Having obtained formulae for ¢(p), we can deduce the desired solution of (1) and (2).
The simplest form of the solution is given by using (7), viz.

- (Zé)l_a ! -v-a _il_ pv+1 2 42ya
w(é)—z———r(lﬂ)jop Jy+4(€P) dpjot f()(p*—t*) dt dp, ®

valid whenO0 <a < l,v> —aorwhen —1 <a<0,v> —1. From this, the results given by
Sneddon for v =0, a = +1 readily follow.
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To get the solution valid for 0 < « < 1, v> —a, in the form given by Titchmarsh, we use
(6), which gives

(26)1—‘x ! 1-v—a ° v+1 2 2ya-1
V(&) ==—1 Jv+llp)p '[ 7 f () (p*—1%)*" " dt dp. (10)
I'(@ Jo 0

Lastly, if in addition v+2a+2 > 0, we may integrate (9) by parts to get

o= | rwa-ira

r(14a)
1 3
+ éLp"‘“Jwﬁ l(ép)Lt”" Y()(p*—1*) dt dp}- (11)
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