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Abstract 

To achieve higher functionality in mechatronic systems, the management of disturbance factors plays a crucial 

role. For this purpose, a method was developed in prior works to address this management via the optimisation 

of product structures. However, this method lacks applicability due to the complexity of one step of the 

method. It is the goal of this paper to present a software tool, utilizing cluster-analysis to sort components into 

assemblies, with which this step is supported. Additionally, the method is generally adapted to address a wider 

spectrum of phenomena in mechatronic systems. 

Keywords: computational design methods, design tools, design optimisation, product architecture, 
decision making 

1. Introduction 
To achieve higher functionality in mechatronic products, the management of occurring disturbance 

factors is crucial, cf. Meyer zu Westerhausen et al. (2023). Disturbance factors can originate from either 

the environment of the product or the product itself (Taguchi et al. 2011). To achieve robustness against 

the influence of disturbance factors on the functionality of products, a number of methods and 

methodologies exist. One of these methods by Breimann et al. (2023a) focuses on the management of 

disturbance factors via the product structure. In this method, the relation between individual disturbance 

factors and components of the product is analysed. Components can either emit, be affected by or sense 

a disturbance factor. Additionally, if the relation is not relevant, it can be ignored. Based on this analysis, 

groups of components can be developed to create a product structure, which increases the robustness of 

the product, or enables the application of other strategies for the management of disturbance factors. 

However, there is a conflict in the application of the method. On the one hand, the application of the 

method is only worthwhile for complex products, as the ordering of components in assemblies is trivial 

in less complex systems. On the other hand, the manual sorting step in the method becomes challenging 

for more complex products. Therefore, it is the aim of this publication to provide a tool for the 

application of the method on complex systems, via the introduction of cluster analysis in the form of a 

software tool called Bacchus – (German: Baustruktur Auswahl durch computergestützte Clusteranalyse 

mithifle User-orientierter Software).  

2. State of the art  
In the following subsections, the relevant state of the art is presented. Firstly, an introduction into 

product architecture design is given to introduce the necessary terminology. Secondly, basics of robust 

design are explained, on which the method by Breimann et al. (2023a) is based. Finally, the method by 

Breimann et al. (2023a) is presented, for which a software tool has been developed for this publication.  
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2.1. Product architecture design 

In the context of this contribution, a product can be anything, offered to a person with the aim of 

fulfilling a specific wish or need. These products are either tangible goods, intangible services or energy 

services (Kotler et al. 2011). In accordance with Breimann et al. (2023a), for this contribution, the term 

product is restricted to a system with technical functions, which do not exclusively include sensory and 

actuator functions. These products consist of components, which are placed in assemblies, which again 

form the entire product. The placement of the components in their respective assemblies is referred to 

as the product structure of a product (Krause und Gebhardt 2018). The function of a product is fulfilled 

via a number of partial functions. The overall function and partial functions result in the functional 

structure. Since partial functions in a technical system are realised by components, corresponding 

connections can be drawn in. The connection of functional structure and product structure results in the 

product architecture as illustrated in Figure 1. Depending on which components are placed in assemblies 

with other components, the resulting synergies or negative interactions of components determine the 

functionality of the overall product (Krause und Gebhardt 2018). That is why a number of methods have 

already been developed, aiming to create specific synergies and avoiding specific negative interactions. 

These methods can address various aims, such as interactions between components, see Steward (1981), 

synergies over all life-phases, see Erixon et al. (1996), and the implementation of R-imperatives to 

promote circular economy, see Breimann et al. (2023b).  

 
Figure 1. Schematic representation of a product architecture, based on Krause und Gebhardt 

(2018) 

2.2. Robust design 

According to Taguchi et al., a process or product is considered robust, when it has limited or reduced 

functional variation, even in the case of occurring disturbance factors. The discipline in design aiming 

to create such robust systems, is called robust design. (Taguchi et al. 2011) In the context of robust 

design, a number of different methods have been developed, which are not explained further here. Based 

on the point at which the strategies prevent the influence of the disturbance factor on the system, three 

categories of strategies can be identified (Mathias et al. 2010): 

• Eliminate disturbance factor: The occurrence of the disturbance itself is prevented.  

• Reduce/eliminate disturbance factor influence: The disturbance factor occurs, but the system is 

designed in a way, that prevents the disturbance factor from affecting the product or process.  

• Eliminate/reduce disturbance factor impact: The existence of the disturbance factor and its 

influence on the system is inevitable, but the system is designed so that the impact of the 

disturbance factor does not limit the functionality of the process or product.  

According to Mathias et al. the effectiveness or feasibility of these strategies does not have to be present 

under any circumstances (Mathias et al. 2010). Breimann et al. state, that among other factors, the 

product structure determines whether these strategies can be applied and how laborious their application 
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is (Breimann et al. 2023a). The optimisation of the product structure to create robust products or enable 

robust design strategies is subject to the method presented in the next sub-section.  

2.3. Management of disturbance factors via the optimization product structures 

Breimann et al. (2023a) have stated, that a component can have either of four relations regarding a 

specific disturbance factor. These relations are as follows: 

• Emittor [E], which means that the component emits a disturbance factor,  

• Affector [A], which means that a disturbance factor has a negative effect on the component, 

• Sensor [S], which means that the component is used to detect a physical quantity which acts as 

a disturbance factor on other components, 

• Irrelevant [I], which means that the disturbance factor has no relevant impact on the component 

in this specific system. 

Based on these relations, Breimann et al. (2023a) developed a set of characteristics to group or separate 

components. These characteristics can be summarised by the following goal:  

Groups of components should be formed in a way, so that components in the same assembly have the 

same relation to the same disturbance factors. 

This goal leads Breimann et al. (2023a) to a method, consisting of six steps, which are explained using 

the example of a sensor-integrated timing belt. First, the system is divided into the individual 

components. These components are an acceleration sensor, a temperature sensor, a microcontroller, a 

bluetooth-transmitter, a battery, and a timing belt, see Figure 2 at the top. In the second step the 

disturbance factors are determined, which are heat, electric charge, vibration, and deformation, see 

Figure 2 on the left. Then, the components are classified according to their relation to the occurring 

disturbance factors, see above, and these relations are plotted into a matrix, see Figure 2 centre. In the 

resulting matrix, groups of components are identified, which have the same behaviour regarding the 

same disturbance factors. These groups of components then form the assemblies in the resulting product 

architecture. In the example of the timing belt, the first group of components forming an assembly are 

the acceleration sensor, the temperature sensor, the microcontroller, the battery and the bluetooth-

transmitter. These components are placed in one assembly because these are all affected by electric 

charge, vibration, and deformation. Additionally, the battery is affected by heat. The timing belt is the 

only component emitting disturbance factors, so it is also placed in its own assembly.   

Whether a component is classified as an Emittor or an Affector, or whether the relation can be ignored, 

is up to the discretion of the designer and is dependent on the specific system. Here, this method relies 

on support from other methods, which specialise on the evaluation of the criticality of individual 

disturbance factors, see Welzbacher et al. (2021; 2022; 2023). 

 
Figure 2. Component disturbance factor-relation matrix sorted for the optimisation of 

disturbance factor management 

Due to the subjectivity, it can be stated that the assignment of relationships between disturbances factors 

and components is not unambiguous. In addition, the example of the battery shows that a component 

can play several relations in a system, as a battery is damaged by heat that it emits itself. This means 

that the relationships between components and disturbance factors determined by Breimann et al. 

(2023a) are not complete.  
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2.4. Cluster analysis 

Clustering is essentially a method for finding groups in a set of objects, which have similar properties, 

e.g. colour, size etc., while each of these properties can have different characteristics, e.g. blue, green, 

yellow etc. While humans are able to find clusters in a set of objects intuitively, numerical approaches 

originated in biology and natural sciences, trying to provide objective and stable classifications of 

objects. (Everitt et al. 2011) 

In numerical approaches, these analyses can be based on similarity-, or dissimilarity-matrices, the latter 

also being called distance-matrices (Runkler 2015). These matrices contain information on how 

similar/dissimilar two objects are. The more similar two objects are, the higher the value of similarity 

or lower the value of dissimilarity. As similarity and dissimilarity-matrices have the same 

proportionality, they can be converted into each other. The specific similarities are calculated comparing 

the different properties of the objects. (Runkler 2015) In the case that a property can have several 

characteristics for different objects, calculations rules need to be defined for the different combinations 

of properties of two objects (Everitt et al. 2011). Finally, the individual properties can be weighted to 

focus the calculation of the similarity matrix and thus the cluster analysis (Everitt et al. 2011). 

Additionally to the calculation of similarity between individual objects to form clusters of two objects, 

cluster analysis also needs to consider which cluster to merge into bigger clusters. Common approaches 

to do so are inter-group proximity measures and an additional linkage method by Ward (1963). (Müller 

2004, Everitt et al. 2011) Inter-proximity measures calculate similarity of two clusters based on the 

similarities of the objects in the two clusters. Here, the highest occurring similarity can be used (Single 

linkage), the lowest occurring similarity can be used (complete linkage), all similarities can be used 

equally (group average linkage) or the different similarities can be weighted creating specific 

approaches. Finally, the method by Ward (1963) uses an error sum-of-squares criterion. The aim is to 

minimise the resulting error sum within a cluster when merging two clusters (Everitt et al. 2011). Based 

on the selected method, objects are combined to clusters and these resulting small clusters to bigger 

clusters until a specified termination condition is reached. This condition can e.g. be the number of 

clusters or the tolerated value of dissimilarity within a cluster. This approach forming clusters from 

single objects is called agglomerative. (Bacher 2010)  

When comparing the above mentioned linkage methods, it is apparent that the single linkage method 

will aggregate the data mostly around one cluster as it only considers the closest object without regard 

to the other objects in its cluster. Group average linkage has shown to only be best for special occasions, 

such as very uneven or over specified cluster sizes. The method by Ward has proven to be accurate in a 

number of studies, as none of the problems of other linkage methods occur. While complete linkage also 

performs well, it is overall outperformed by the Ward’s method. (Saraçli et al. 2013) 

The result from a hierarchical cluster analysis can be illustrated in a dendrogram, which is a graph 

showing all objects in the cluster analysis on the abscissa. The ordinate shows the value of dissimilarity 

tolerated to form that cluster. (Everitt et al. 2011) A dendrogram can be seen in Figure 5.   

Apart from hierarchical cluster analysis, there are also partitioning-based and density-based approaches. 

K-Means is a partitioning-based method which minimises the sum of squared distances between objects 

and cluster centroids, which are the focal points of a cluster. Instead of looking at the location of the 

centroids, the DBSCAN method separates clusters by receiving a maximum distance and minimum 

cluster size as input and then looking at the number of neighbours each object has, making it a density-

based approach. (Dudik et al. 2015) As these approaches are not implemented into the software, 

presented in section 5 at the present time, a more detailed explanation is not provided here.  

Common cluster analysis techniques can be found in online libraries. The specific code used for the 

development in this contribution is cited at a later point in the paper.  

3. Research gap 
The application of the method, presented by Breimann et al. (2023a), is only worthwhile when applied 

to complex systems, as the ordering of components in assemblies is trivial in less complex systems. 

However, with an increasing complexity in the system, the fifth step of the method becomes challenging. 

The resulting matrix, used for this step becomes unwieldy. This in turn leads to a conflict, since these 
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two findings in combination mean that the method can only be applied efficiently to systems with a 

specific complexity. Additionally, the method and the relations of components and disturbance factors, 

used for the method, do not cover all the relations a component can have to a specific disturbance factor. 

Specifically, there are components that emit disturbance factors by which they themselves are affected. 

Therefore the aim of this contribution is: 

First, to change the method in a way, that the list of possible relations between components and 

disturbance factors is more comprehensive and identified gaps are closed.  

Second, to present a tool that makes it possible to apply the method to systems of greater complexity.  

4. Alterations to the method  
In the existing method, the classification of components regarding the disturbance factors distinguishes 

between four different relations. However, this classification is not necessarily unambiguous for all 

components. That means a component, which is emitting a specific disturbance factor might also be 

affected by the same disturbance factor, resulting in a need for a fifth type of classification. 

Subsequently, this additional classification must be considered in the method and alterations to the 

method need to be identified. This need for an additional relation can be illustrated by the component 

battery from the example in section 2.3. Since a battery not only emits heat, but is also affected by heat, 

a battery can have the relation of an emittor as well as an affector at the same time. This new relation is 

called Emittor-Affector. To ensure robustness in the system, this component needs to be split from any 

component, being affected by, or emitting that specific disturbance factor. Whether a component needs 

to be classified as Emittor-Affector or a classification as Emittor or Affector is sufficient, is up to the 

discretion of the developer of the overall system and depends on that specific system. To illustrate the 

changes to the method, the example from section 2.3 is changed accordingly. The relation between the 

battery and the disturbance factor heat is changed to Emittor-Affector, see Figure 3. Subsequently, the 

assemblies are changed. In the new product structure, the battery is placed in an isolated assembly, since 

the heat emitted by the battery affects the acceleration sensor, the temperature sensor, the micro-

controller, and the Bluetooth-transmitter.  

 
Figure 3. Component disturbance factor-relation matrix considering the changed relation of the 

battery and the disturbance factor heat 

5. Development of Bacchus  
In the following, the development process is presented, with the help of which the software is developed. 

First, the requirements for the software are presented. Secondly, the sorting procedure is selected. 

Thirdly, the logic and mathematics on which the software is based is presented. Finally, the Graphical 

User Interface (GUI) is presented and the user application of the software is shown.  

5.1. Definition of requirements  

Prior to the development of the logic and the software, a set of requirements is established for the 

development process. The requirements focus on the usability of the software by the user. However, 

additional requirements are included, which address the accessibility of the code, the extension of the 

software, as well as the flexibility in the algorithms used. The most relevant requirements are presented 

in the following. First, the software must be automated in a way that no user interventions are required 
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during the sorting process. Second, the user needs to be able to weight the different disturbance factors 

in the Component Disturbance Factor-Relation Matrix differently when using the programme. Third, 

the user must be able to choose between different approaches to calculate the similarity matrix. Fourth, 

the user must be able to choose between different cluster analysis algorithms in the software. That is 

necessary, because the algorithms can change the outcome of the cluster analysis. Fifth, the software 

modules used must be stored locally. Furthermore, any code used must be inspected to ensure its desired 

functionality. Sixth, the interface must be understandable for the user. That means that the user does not 

need acquire any knowledge beyond the understanding of the method. Seventh, the results must be 

presented visually as well as in the form of text. Eigth, the reasons for clustering components into 

assemblies must be apparent from the GUI. 

5.2. Logic and mathematics of the software  

Before developing a logic for sorting components, the basic procedure for performing the sorting is 

selected. Optimisation algorithms and cluster analysis are identified as possible methods. Cluster 

analysis attempts to map intuitive sorting that can be carried out by humans using software. On the other 

hand, optimisation algorithms work by maximising or minimising an objective function considering 

given constraints. Since cluster analysis comes closest to the sorting step in the existing method, this 

procedure is chosen for the software. This also means that the requirement for comprehensibility of the 

software is better met, as the software only imitates the steps that would otherwise be carried out by 

humans. A comparison of the quality of results of cluster analysis and optimisation algorithms is 

postponed to subsequent research.  

5.2.1. Similarity matrix 

To perform the cluster analysis, the component disturbance factor-relation matrix has to be transformed 

into a similarity matrix first. To do so, the components are compared in pairs. When two different 

components are compared, the relationships between all disturbance factors and the components are 

considered. The goal is to increase the similarity of components which have the same relation to the 

same disturbance factors. If the relation of a disturbance factor with at least one of the two components 

is either “Sensor” (S) or “Irrelevant” (I), the similarity between these two components stays unchanged 

(-), see Table 1. Two “Emittors” (E), as well as two “Affectors” (A) of a disturbance factor each increase 

the two components similarity, indicated in Table 1 by an upward facing arrow. In the case of at least 

one component being “Emittor-Affector” (E-A), any comparison to E, A, or another E-A will decrease 

the similarity between the two components, indicated by a downwards faced arrow. Table 1 shows an 

overview of how the similarity of two components changes depending on the pairing of relations 

regarding disturbance factors.  

Table 1. Influence of specific disturbance factor-component relation on similarity 
between two components 

 
 

After the relations of the two components to all disturbance factors are compared, the overall similarity 

between these two is stored in the similarity matrix, which is a symmetric component-component matrix. 

The principal diagonal is set to zero, as that is the similarity of a component with itself that is of no 

relevance for the subsequent cluster analysis. The quantitative change of the similarity between two 

components depends on the weight of the disturbance factor that is being looked at. The default weight 

is 1.0, but can be increased or decreased depending on the relevance of that disturbance factor, which is 

at the discretion of the user. That allows the user to consider the varying relevance of different 
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disturbance factors for the design of the system. The specific values can be assigned based on experience 

or be defined iteratively. The three approaches, linear, quotient and squared quotient, chosen to calculate 

the similarities and respective matrices are as follows. These approaches are intuitively derived from 

the desired dependencies, shown in table 1. Si,j is the similarity between components i and j,  Si,j,k is the 

specific similarity between components i and j for disturbance factor k. 

• Linear, which means that the default similarity Si,j is zero and linearly increases or decreases by 

the weight of the current disturbance factor, see formula 1. That means, that when two 

components are either both Emittor or Affector, 𝑆𝑖,𝑗,𝑘 is the positive weight. If one of the 

components is Emittor and the other one is Affector or if any of the two is Emittor-Affector and 

the other one is Emittor, Affector or Emittor-Affector, 𝑆𝑖,𝑗,𝑘 is the negative weight. If any of the 

two components is Sensor or Ignore, 𝑆𝑖,𝑗,𝑘 is zero.  

𝑆𝑖,𝑗 = ∑ 𝑆𝑖,𝑗,𝑘𝑘  with 𝑆𝑖,𝑗,𝑘 = ± 𝑤𝑒𝑖𝑔ℎ𝑡 𝑜𝑟 𝑧𝑒𝑟𝑜  (1) 

• Quotient, which means that the default Si,j is 1.0, with both the numerator and denominator at 

1.0. An increase in similarity, see Table 1, increases the numerator by the disturbance weight, 

indicated by the index p. A decrease in similarity, see Table 1, increases the denominator by the 

disturbance weight, indicated by the index n, see formula 2. That means, that when two 

components are either both Emittor or Affector, 𝑆𝑖,𝑗,𝑘 is the positive weight and added to the 

numerator. If one of the components is Emittor and the other one is Affector or if any of the two 

is Emittor-Affector and the other one is Emittor, Affector or Emittor-Affector, 𝑆𝑖,𝑗,𝑘 is the 

positive weight and added to the denominator. If any of the two components is Sensor or Ignore, 

the quotient remains unchanged.   

𝑆𝑖,𝑗 =  
∑ 𝑆𝑖,𝑗,𝑘,𝑝𝑘

∑ 𝑆𝑖,𝑗,𝑘,𝑛𝑘
  (2) 

• Squared quotient, which follows the same principle as quotient, only that the denominator is 

squared in the end to create the overall similarity, see formula 3. 

𝑆𝑖,𝑗 =  
∑ 𝑆𝑖,𝑗,𝑘,𝑝𝑘

(∑ 𝑆𝑖,𝑗,𝑘,𝑛𝑘 )²
  (3) 

Figure 4 shows the exemplary calculation of the similarity of two components for the three different 

approaches presented earlier. The data used in the calculation is shown in the left in the form of weights 

and relationships between disturbance factors and components. The summands 𝑆𝑖,𝑗,𝑘 determined from 

this are shown in the centre. Finally, the resulting similarities are presented on the right as a function of 

the three possible approaches.  

 
Figure 4. Specific similarity calculation for two exemplary components 

As the test data required for a comparison of the different approaches is not available, a comparison and 

evaluation of the quality of the approaches is not conducted at this point.  

5.2.2. Cluster analysis 

The software modules on which Bacchus is based have not all been developed from the ground up. In 

order to make use of existing knowledge, online databases were used and the code taken from there was 
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revised according to the new application. Namely, code for the different cluster analysis methods was 

taken from Github (2023a, 2023b, 2023c) as well as software modules specific for hierarchical cluster 

analysis (Github 2023d).  

The three exemplary cluster analysis methods selected for implementation are the following (see 2.4): 

• Agglomerative 

• K-Means 

• DBSCAN 

The initial main approach focuses on agglomerative clustering, as it best meets the requirements of a 

comprehensible method. That is due to its hierarchical nature, since it allows the illustration of the results 

in form of a dendrogram, which neither the K-Means nor the DCSCAN method do. Initially, the linkage 

method used is the Ward’s method, as it is proven to be well performing (see 2.4). The option to select 

other linkage methods is not implemented yet. The provided code is here modified to be able to use the 

similarity matrix as input, as it originally requires a condensed distance matrix. To do so, the similarity 

matrix is first normalised to values between 0 and 1, and then transformed into a distance matrix by 

subtracting each value from 1, mirroring the values of similarity around the value of 0.5. This symmetric 

distance matrix is condensed, so no redundant entries are left. Afterwards, a base distance of 1 is set for 

the components with the highest similarity, shifting the normalisation to values between 1 and 2. The 

reason for that is that due to the normalisation, the highest similarity between components in the distance 

matrix equals a distance of zero. This however, is not the case, so a base distance is artificially added. 

That allows the comparability between applications, as the similarities are in the same number range, 

allowing users to gain experience with the software. Depending on the linkage method, that number 

range can shift upwards, as with higher dissimilarity, the distance can become higher than 2. This 

condensed distance matrix is then finally used as input for the cluster algorithm. This modified code 

was then tested using a test data set as described below. 

5.3. Development of the Graphical User Interface  

All functions of the software Bacchus are integrated into a Graphical User Interface (GUI) as seen in 

Figure 5. A CSV file containing the component disturbance factor-relation matrix can be uploaded (1) 

and then altered within the GUI if necessary. If the CSV file does not include the “Weights” (2) column,  

 
Figure 5. Graphical User Interface 

it will be automatically added upon uploading. All entries including weights, the components and 

disturbance factors and the relations can be edited. The new, edited CSV file can then be saved as a new 

CSV file (3). Afterwards, it can be chosen which approach (as described in 5.3.1) (4) should be used to 

calculate the similarity matrix (5). In this step, if there are any invalid entries in the component 

disturbance factor-relation matrix, a descriptive error appears in the text field (8). Following that, the 
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cluster analysis method is chosen (see 5.3.2) (6), including the number of clusters desired (7). The text 

field (8) shows the assemblies including the respective components that belong in that group. In case of 

hierarchical clustering, the dendrogram (9) showing the results is presented as well. The data use in the 

GUI are equivalent to the data from section 4. However, the components are numbered and therefore do 

not have their original names. It can be seen that the results of the cluster analysis from the GUI differ 

from the assemblies identified in section 4. This is due to the fact that the acceleration sensor has the 

same similarity to the temperature sensor, bluetooth transmitter and microcontroller as it does to the 

battery. Therefore, both variants are possible.  

6. Conclusion 
In this publication, significant weaknesses were identified in a published method for the management 

of disturbance factors. To remedy these weaknesses, the method was adapted in a first step by integrating 

further possibilities of how components and disturbance factors can relate to each other. In addition, a 

software was developed that allows a time-consuming step in the application of the method to be carried 

out computer-aided. For this purpose, different basic approaches of computer support were first 

identified, evaluated and then cluster analysis was selected, implemented and a GUI was developed. 

This tool significantly increases the applicability of the method by Breimann et al. (2023a).  

7. Outlook  
Following this publication, there are a number of opportunities to further develop the software. First, 

the software needs to be completed with the cluster analysis algorithms that have not yet been 

implemented.  Furthermore, the traceability of the steps of the cluster analysis can be improved by 

linking the individual branches in the dendrogram with information that shows why components are 

combined into a cluster. In addition, the software can be extended to include further methods of 

modularisation or general assembly design. This makes it possible to pursue several goals at the same 

time in the design of assemblies when using the software. Here, it must be examined whether the use of 

cluster analysis is more sensible than the use of optimisation algorithms or other approaches. For this, 

it must be first clarified whether the method on which the software is based can be supported by other 

methods, such as Axiomatic design, see Suh (2001). Furthermore, the software has so far been designed 

for use in a design if the assemblies are developed from scratch or a complete redesign of the assemblies 

is undertaken. It is necessary to examine how the software can be optimised so that systems can be 

redesigned with minimal effort to improve its properties under given objectives.  

Finally, the efficiency and effectiveness of the presented software and its potential extension must be 

validated. In terms of effectiveness, it must be checked whether the proposed cluster analysis is able to 

generate applicable solutions for the underlying design problem. If too many boundary conditions 

beyond robust design are ignored in the method and the software, this could mean that the solutions 

proposed by the software are not applicable, as conflicts arise that cannot be mapped by the method and 

the software and may not be easy to resolve. In terms of effectiveness, the extent to which the software 

is able to generate not only good quality solutions, but also to what extent this supports the developer in 

developing or iterating more quickly, must be checked. For both efficiency and effectiveness, however, 

a study that can only be realised after the software has been expanded as described above is required.  
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