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# MULTIOBJECTIVE FRACTIONAL DUALITY 

Richard R. Egudo

The concept of efficiency (Pareto optimum) is used to formulate duality for multiobjective fractional programming problems. We consider programs where the components of the objective function have non-negative and convex numerators while the denominators are concave and positive. For this case the Mond-Weir extension of Bector dual analogy is given. We also give the Schaible type vector dual. The case where functions are $\rho$-convex (weakly or strongly convex) is also considered.

## 1 Introduction and preliminaries

Consider the following multiobjective fractional programming problem:
(FP):

$$
\operatorname{Minimise}\left(\frac{f_{1}(x)}{g_{1}(x)}, \frac{f_{2}(x)}{g_{2}(x)}, \ldots, \frac{f_{p}(x)}{g_{p}(x)}\right),
$$

subject to

$$
\begin{equation*}
h(x) \leqq 0 \tag{1}
\end{equation*}
$$

where $f_{i}: \mathbf{R}^{\boldsymbol{n}} \rightarrow \mathbf{R}, g_{i}: \mathbf{R}^{\boldsymbol{n}} \rightarrow \mathbf{R}$ for $i=1,2, \ldots, \boldsymbol{p}$ and $h: \mathbf{R}^{\boldsymbol{n}} \rightarrow \mathbf{R}^{\boldsymbol{m}}$ are differentiable functions and minimisation entails obtaining efficient solutions.

Definition 1. A feasible solution $x^{0}$ for (FP) is an efficient solution for (FP) if there exists no other feasible solution $x$ for (FP) such that for some $i \in P=\{1,2, \ldots, p\}$, $\frac{f_{i}(x)}{g_{i}(x)}<\frac{f_{i}\left(x^{0}\right)}{g_{i}\left(x^{0}\right)}$ and $\frac{f_{j}(x)}{g_{j}(x)} \leqq \frac{f_{j}\left(x^{0}\right)}{g_{j}\left(x^{0}\right)}$ for all $j \in P$.

In the case of maximisation problems the signs in the above two inequalities are reversed.

In [11], Singh gave a duality result for a class of multiobjective fractional programs (FP), where he assumed that among the denominators $g_{1}, g_{2}, \ldots, g_{p}$, there is one which when multiplied by the other components (that is, $f_{i} / g_{i}, i=1,2, \ldots, p$ ) gives convex functions. Also Weir [15], considered a special class of (FP) whereby all the denominators are equal to $g(x)$. Recently Weir [14] used proper efficienty [5], to obtain a dual to (FP) when $f_{i}(x) \geqq 0$ and convex, and $g_{i}(x)>0$ and concave for each $i=1,2, \ldots, p$. Weir's dual [14], is simpler than Singh [11] in that it does away
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with the condition of identifying a denominator which produces convex functions when multiplied with the objective function components. It also generalises Singh [11] in the sense that a program which satisfies Weir conditions [14] may fail to satisfy conditions required by Singh [11]. Weir's dual [14] is an analogue of the Mond-Weir [8] extension of the Bector dual [2] in the single objective non-linear programming case.

In this paper we use the concept of efficiency (Pareto optimum) rather than proper efficiency to formulate duality between (FP) and the following two multiobjective nonlinear programming problems:

## Weir type dual.

(FD1):

$$
\underset{u, r, y}{\operatorname{Maximise}}\left(\frac{f_{1}(u)}{g_{1}(u)}, \frac{f_{2}(u)}{g_{2}(u)}, \ldots \frac{f_{p}(u)}{g_{p}(u)}\right),
$$

subject to

$$
\begin{equation*}
\sum_{i=1}^{p} \tau_{i} \nabla \frac{f_{i}(u)}{g_{i}(u)}+\nabla y^{t} h(u)=0 \tag{2}
\end{equation*}
$$

$$
\begin{align*}
y^{t} h(u) & \geqq 0  \tag{3}\\
y & \geqq 0  \tag{4}\\
\tau_{i} \geqq 0, \quad i=1,2, \ldots, p, \quad \sum_{i=1}^{p} \tau_{i} & =1 \tag{5}
\end{align*}
$$

and

## Schaible type dual.

(FD2):

$$
\underset{u, \tau, y}{\operatorname{Maximise}}\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{p}\right)
$$

subject to

$$
\begin{gather*}
\sum_{i=1}^{p} \tau_{i}\left(\nabla f_{i}(u)-\lambda_{i} g_{i}(u)\right)+\nabla y^{t} h(u)=0  \tag{6}\\
\frac{f_{i}(u)}{g_{i}(u)}=\lambda_{i}, \quad i=1,2, \ldots, p \tag{7}
\end{gather*}
$$

and (3) to (5).
The program (FD1) is slightly more general than Weir's dual [14] in that we no longer require all the objective component multipliers $\tau_{i}$ 's to be strictly positive but they should be non-negative with at least one of them strictly positive. This relaxation is possible because instead of using proper efficiency we use efficiency to formulate duality relations between (FP) and (FD1). The program (FD2) is our multiobjective analogue of the Mond-Weir [8] extension of the Schaible [9, 10] dual in a single objective optimisation.

The following result will be required in the proofs of strong duality results.

Lemma 1. $x^{0}$ is an efficient solution for (FP) if and only if $x^{0}$ solves

$$
\left(\operatorname{FP}_{k}\left(\varepsilon^{0}\right)\right): \quad \quad \text { Minimise } \frac{f_{k}(x)}{g_{k}(x)}
$$

subject to

$$
\begin{gathered}
\frac{f_{j}(x)}{g_{j}(x)} \leqq \varepsilon_{j}^{0} \text { for all } j \neq k \\
h(x) \leqq 0
\end{gathered}
$$

where $\varepsilon_{j}^{0}=f_{j}\left(x^{0}\right) / g_{j}\left(x^{0}\right)$; for each $k=1,2, \ldots, p$.
The proof of Lemma 1 is the same as the proof of Theorem 4.1 of Chankong and Haimes [3].

If $g_{j}(x)>0$, for each $j=1,2, \ldots, p$, then $\mathrm{FP}_{k}\left(\varepsilon^{0}\right)$ can be rewritten as

$$
\left(\operatorname{FP}_{k}^{\prime}\left(\varepsilon^{0}\right)\right): \quad \text { Minimise } \frac{f_{k}(x)}{g_{k}(x)}
$$

subject to

$$
\begin{gathered}
f_{j}(x)-\varepsilon_{j}^{0} g_{j}(x) \leqq 0 \text { for all } j \neq k, \\
h(x) \leqq 0
\end{gathered}
$$

Lemma 2. Assume that $g_{j}(x)>0$ for each $j=1,2, \ldots, p$ in (FP). Then $x^{0}$ is an efficient solution of (FP) if and only if $x^{0}$ solves $F P_{k}^{\prime}\left(\varepsilon^{0}\right)$ for each $k=1,2, \ldots, p$.

Proof: Let $x^{0}$ be an efficient solution for (FP) and suppose that $x^{0}$ does not solve $\operatorname{FP}_{k}^{\prime}\left(\varepsilon^{0}\right)$ for some $k \in P=\{1,2, \ldots, p\}$. Then there exists a feasible $x$ for (FP) such that

$$
\begin{equation*}
\frac{f_{k}(x)}{g_{k}(x)}<\frac{f_{k}\left(x^{0}\right)}{g_{k}\left(x^{0}\right)} \tag{8}
\end{equation*}
$$

and

$$
\begin{equation*}
f_{j}(x)-\varepsilon_{j}^{0} g_{j}(x) \leqq 0 \text { for all } j \neq k \tag{9}
\end{equation*}
$$

Since $g_{j}(x)>0$ for all $j=1,2, \ldots, p$, we rewrite (9) as

$$
\begin{equation*}
\frac{f_{j}(x)}{g_{j}(x)} \leqq \varepsilon_{j}^{0}=\frac{f_{j}\left(x^{0}\right)}{g_{j}\left(x^{0}\right)} \text { for all } j \neq k \tag{10}
\end{equation*}
$$

Now (8) and (10) contradict the efficiency of $x^{0}$ for (FP).
To show the converse, assume that $x^{0}$ solves $\mathrm{FP}_{k}^{\prime}\left(\varepsilon^{0}\right)$ for all $k \in P$. Then there is no feasible $x$ in (FP) such that for some $k \in P$

$$
\frac{f_{k}(x)}{g_{k}(x)}<\frac{f_{k}\left(x^{0}\right)}{g_{k}\left(x^{0}\right)}
$$

and

$$
\frac{f_{j}(x)}{g_{j}(x)} \leqq \frac{f_{j}\left(x^{0}\right)}{g_{j}\left(x^{0}\right)} \text { for all } j \in P
$$

which is the definition of efficieny of $x^{0}$ for (FP).

## 2 Weir type duality

In this section we prove weak and strong duality results between (FP) and (FD1).
Theorem 1 (weak duality). Assume that for all feasible $x$ in (FP) and all $(u, \tau, y)$ in (FD1), $f_{i}$ is non-negative and convex, $g_{i}$ is positive and concave for each $i=$ $1,2, \ldots, p$; and that $y^{t} h$ is quasiconvex at $u$. If also either of the following hypotheses holds:
(a) $\tau_{i}>0$ for all $i \in P=\{1,2, \ldots, p\}$,
(b) $\sum_{i=1}^{p} \tau_{i} \frac{f_{i}(\bullet)}{g_{i}(\bullet)}$ is strictly pseudoconvex at $u$;
then the following cannot hold:

$$
\begin{equation*}
\frac{f_{j}(x)}{g_{j}(x)} \leqq \frac{f_{j}(u)}{g_{j}(u)} \text { for all } j \in P \tag{11}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{f_{i}(x)}{g_{i}(x)}<\frac{f_{i}(u)}{g_{i}(u)} \text { for some } i \in P \tag{12}
\end{equation*}
$$

Proof: Since $x$ is feasible for (FP) and ( $u, \tau, y$ ) is feasible for (FD1) $y^{t} h(x)$ $y^{t} h(u) \leqq 0$; and since $y^{t} h$ is quasiconvex at $u$, this inequality implies

$$
\begin{equation*}
(x-u)^{t} \nabla y^{t} h(u) \leqq 0 \tag{13}
\end{equation*}
$$

Applying (13) to (2) we obtain

$$
\begin{equation*}
(x-u)^{t} \sum_{i=1}^{p} \tau_{i} \nabla \frac{f_{i}(u)}{g_{i}(u)} \geqq 0 \tag{14}
\end{equation*}
$$

Now suppose contrary to the result of the theorem, that (11) and (12) hold. From hypothesis (a) it follows that

$$
\begin{equation*}
\tau_{i} \frac{f_{i}(x)}{g_{i}(x)}<\tau_{i} \frac{f_{i}(u)}{g_{i}(u)} \text { for some } i \in P \tag{15}
\end{equation*}
$$

and

$$
\begin{equation*}
\tau_{j} \frac{f_{j}(x)}{g_{j}(x)} \leqq \tau_{j} \frac{f_{j}(u)}{g_{j}(u)} \text { for all } j \in P \tag{16}
\end{equation*}
$$

Also from $f_{j}(x) \geqq 0$ and $g_{j}(x)>0$ for all $j \in P$ it follows that $\tau_{j} \frac{f_{j}(x)}{g_{j}(x)}, j=1,2, \ldots, p$ are pseudoconvex (see $[\mathbf{1}, \boldsymbol{6}]$ for example).

Hence (15) and (16) imply

$$
(x-u)^{t} \sum_{i=1}^{p} \tau_{i} \nabla \frac{f_{i}(u)}{g_{i}(u)}<0
$$

which contradicts (14).
Applying $\tau_{i} \geqq 0, i=1,2, \ldots, p$ (since $\tau$ is feasible in (FD1)) to (11) and (12) we obtain

$$
\begin{equation*}
\sum_{i=1}^{p} \tau_{i} \frac{f_{i}(x)}{g_{i}(x)} \leqq \sum_{i=1}^{p} \tau_{i} \frac{f_{i}(u)}{g_{i}(u)} \tag{17}
\end{equation*}
$$

Hypothesis (b) and (17) now imply

$$
(x-u)^{t} \sum_{i=1}^{p} r_{i} \nabla \frac{f_{i}(u)}{g_{i}(u)}<0
$$

again contradicting (14).
Remark 1. Weir [14] proved a similar result but he considered the case where only hypothesis (a) holds.

Corollary 1. Let the conditions of weak duality (Theorem 1) hold. Then if $\left(u^{0}, \tau^{0}, y^{0}\right)$ is a feasible solution for (FD1) such that $u^{0}$ is also feasible for (FP), then $u^{0}$ is efficient for (FP) and ( $u^{0}, \tau^{0}, y^{0}$ ) is efficient for (FD1).

Proof: The proof is by contradiction. Suppose that $u^{0}$ is not efficient for (FP), then there exists a feasible $x$ in (FP) such that for some $i \in P=\{1,2, \ldots, p\}$

$$
\frac{f_{i}(x)}{g_{i}(x)}<\frac{f_{i}\left(u^{0}\right)}{g_{i}\left(u^{0}\right)}
$$

and

$$
\frac{f_{j}(x)}{g_{j}(x)} \leqq \frac{f_{j}\left(u^{0}\right)}{g_{j}\left(u^{0}\right)} \text { for all } j \in P
$$

Now since $\left(u^{0}, \tau^{0}, y^{0}\right)$ is feasible for (FD1), these inequalities contradict the weak duality (Theorem 1) result. Therefore $u^{0}$ must be an efficient solution for (FP). Similarly assuming that $\left(u^{0}, \tau^{0}, y^{0}\right)$ is not efficient for (FD1) leads to a contradiction; hence $\left(u^{0}, \tau^{0}, y^{0}\right)$ is efficient for (FD1).

Theorem 2 (Strong duality). Let $x^{0}$ be an efficient solution for (FP) and assume that $x^{0}$ satisfies a constraint qualification $[1,6]$ for $F_{k} P\left(\varepsilon^{0}\right)$ for at least one $k=1,2, \ldots, p$. Then there exists $\tau^{0} \in \mathbb{R}^{p}$ and $y^{0} \in \mathbb{R}^{m}$ such that $\left(x^{0}, \tau^{0}, y^{0}\right)$ is a feasible solution for (FD1). If also weak duality (Theorem 1) holds between (FD1) and (FP) then ( $x^{0}, \tau^{0}, y^{0}$ ) is an efficient solution for (FD1).

Proof: Since $x^{0}$ is efficient for (FP), from Lemma $1, x^{0}$ solves FP ${ }_{k}\left(\varepsilon^{0}\right)$ for each $k \in P=\{1,2, \ldots p\}$. By hypothesis there exists a $k \in P$ such that $x^{0}$ satisfies a constraint qualification for $\mathrm{FP}_{k}\left(\varepsilon^{0}\right)$. From the Kuhn-Tucker necessary conditions [1, 0] there exist $\tau_{i} \geqq 0$ for all $i \neq k$, and $y \geqq 0 \in \mathbf{R}^{\boldsymbol{m}}$ such that

$$
\begin{align*}
\nabla \frac{f_{k}\left(x^{0}\right)}{g_{k}\left(x^{0}\right)}+\sum_{i \neq k} \tau_{i} \nabla \frac{f_{i}\left(x^{0}\right)}{g_{i}\left(x^{0}\right)}+\nabla y^{t} h\left(x^{0}\right) & =0  \tag{18}\\
y^{t} h\left(x^{0}\right) & =0 \tag{19}
\end{align*}
$$

Dividing all terms in (18) and (19) by $1+\sum_{i \neq k} \tau_{i}$ and setting $\tau_{k}^{0}=\frac{1}{1+\sum_{i \neq k} \tau_{i}}>0$, $\tau_{j}^{0}=\frac{\tau_{j}}{1+\sum_{i \neq k} \tau_{i}} \geqq 0$, and $y^{0}=\frac{y}{1+\sum_{i \neq k} \tau_{i}} \geqq 0$, we conclude that $\left(x^{0}, \tau^{0}, y^{0}\right)$ is a feasible solution for (FD1). Since weak duality (Theorem 1) holds between (FP) and (FD1), efficiency of ( $x^{0}, \tau^{0}, y^{0}$ ) for (FD1) now follows from Corollary 1.

## 3 Scihaible type duality

In this section we prove weak and strong duality results between (FP) and (FD2). As in the previous section we assume that the numerators of the objective function components are non-negative and the denominators are strictly positive. The results will be given for convex, $\rho$-convex and quasiconvex functions.

Definition 2. A function $f: \mathbf{R}^{\boldsymbol{n}} \rightarrow \mathbf{R}$ is $\rho$-conv $\epsilon x,[12,13]$, if there exists a. real number $\rho$ such that for each $x, u \in \mathbf{R}^{n}$ and $0 \leqq \lambda \leqq 1$,

$$
f(\lambda x+(1-\lambda) u) \leqq \lambda f(x)+(1-\lambda) f(u)-\rho \lambda(1-\lambda)\|x-u\|^{2}
$$

For a differentiable function $f: \mathbf{R}^{\boldsymbol{n}} \rightarrow \mathbf{R}, f$ is $\rho$-convex [13] if and only if for each $x, u \in \mathbf{R}^{n}$

$$
f(x)-f(u) \geqq(x-u)^{t} \nabla f(u)+\rho\|x-u\|^{2}
$$

When $\rho$ is positive $f$ is said to be strongly convex [13] and if $\rho$ is negative it is said to be weakly convex; and of course $f$ is convex if $\rho=0$.

Theorem 3 (weak duality). Assume that for each feasible $x$ for (FP) and each feasible $(u, \tau, y)$ for (FD2); $f_{i}(x) \geqq 0$ and convex, $g_{i}(x)>0$ and concave for each $i=1,2, \ldots, p$; and that $y^{t} h$ is quasiconvex at $u$. If either of the following holds:
(a) $\tau_{i}>0$ for all $i \in P=\{1,2, \ldots, p\}$,
(b) $\sum_{i=1}^{p} \tau_{i}\left(f_{i}-\lambda_{i} g_{i}\right)$ is strictly convex at $u$;
then the following cannot hold:

$$
\begin{equation*}
\frac{f_{j}(x)}{g_{j}(x)} \leqq \frac{f_{j}(u)}{g_{j}(u)} \text { for all } j \in P \tag{20}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{f_{i}(x)}{g_{i}(x)}<\frac{f_{i}(u)}{g_{i}(u)} \text { for some } i \in P \tag{21}
\end{equation*}
$$

Proof: From the feasibility of $x$ and ( $u, \tau, y$ ) in (FP) and (FD2) respectively, we have $y^{t} h(x)-y^{t} h(u) \leqq 0$; and since $y^{t} h$ is quasiconvex at $u$, this inequality implies

$$
\begin{equation*}
(x-u)^{t} \nabla y^{t} h(u) \leqq 0 . \tag{22}
\end{equation*}
$$

Now suppose contrary to the result of the theorem, that (20) and (21) hold for some feasible $x$ for (FP) and ( $u, \tau, y$ ) for (FD2). But $\frac{f_{j}(u)}{g_{j}(u)}=\lambda_{j}$ and $g_{j}(x)>0$ for each $j=1,2, \ldots, p$. So that (20) and (21) can be rewritten as

$$
\begin{equation*}
f_{j}(x)-\lambda_{j} g_{j}(x) \leqq f_{j}(u)-\lambda_{j} g_{j}(u) \text { for all } j \in P \tag{23}
\end{equation*}
$$

and

$$
\begin{equation*}
f_{i}(x)-\lambda_{i} g_{i}(x)<f_{i}(u)-\lambda_{i} g_{i}(u) \text { for some } i \in P \tag{24}
\end{equation*}
$$

respectively. If hypothesis (a) holds, that is, $\tau_{j}>0$ for each $j \in P$ then (23) and (24) imply

$$
\begin{equation*}
\tau_{j}\left(f_{j}(x)-\lambda_{j} g_{j}(x)\right) \leqq \tau_{j}\left(f_{j}(u)-\lambda_{j} g_{j}(u)\right) \text { for all } j \in P \tag{25}
\end{equation*}
$$

and

$$
\begin{equation*}
\tau_{i}\left(f_{i}(x)-\lambda_{i} g_{i}(x)\right)<\tau_{i}\left(f_{i}(u)-\lambda_{i} g_{i}(u)\right) \text { for some } i \in P \tag{26}
\end{equation*}
$$

respectively. From $\lambda_{j} \geqq 0, \tau_{j}>0$ and the convexity of $f_{j}$ and $-g_{j}$ for each $j \in P$ we know that $\tau_{j}\left(f_{j}(\bullet)-\lambda_{j} g_{J}(\bullet)\right)$ is convex for each $j \in P$. Therefore inequalities (25) and (26) imply

$$
\begin{equation*}
(x-u)^{t} \sum_{i=1}^{p} \tau_{i} \nabla\left(f_{i}(u)-\lambda_{i} g_{i}(u)\right)<0 \tag{27}
\end{equation*}
$$

Adding (22) to (27) we obtain

$$
(x-u)^{t}\left(\sum \tau_{i} \nabla\left(f_{i}(u)-\lambda_{i} g(u)\right)+\nabla y^{t} h(u)\right)<0
$$

contradicting (6).
If hypothesis (b) holds, then we apply $\tau_{j} \geqq 0, j=1,2, \ldots, p$ (since $\tau$ is feasible in (FD2)) to (23) and (24) to obtain

$$
\begin{equation*}
\sum_{j=1}^{p} \tau_{j}\left(f_{j}(x)-\lambda_{j} g_{j}(x)\right) \leqq \sum_{j=1}^{p} \tau_{j}\left(f_{j}(u)-\lambda_{j} g_{j}(u)\right) \tag{28}
\end{equation*}
$$

Now a.pply the strict convexity of $\sum_{j=1}^{p} \tau_{j}\left(f_{j}(\bullet)-\lambda_{j} g_{j}(\bullet)\right)$ to (28) to obtain

$$
(x-u)^{t} \sum_{j=1}^{p} \tau_{j} \nabla\left(f_{j}(u)-\lambda_{j} g_{j}(u)\right)<0
$$

which when added to (22) contradicts (6).
Theorem 4 (weak duality). Assume that for all feasible $x$ for (FP) and all feasible $(u, \tau, y)$ for (FD2), $f_{i}(u) \geqq 0$ and $\rho_{i}$-convex and $-g_{i}(*)<0$ and $\sigma_{i}$-convex, for each $i=1,2, \ldots, p$; and that $h_{j}$ is $\gamma_{j}$-convex for $j=1,2, \ldots, m$. If also either of the following is satistied:
(a) $\tau_{i}>0$ for all $i \in P=\{1,2, \ldots, p\}$ and $\sum_{i=1}^{p} \tau_{i}\left(\rho_{i}+\lambda_{i} \sigma_{i}\right)+\sum_{j=1}^{m} y_{j} \gamma_{j} \geqq 0$,
(b) $\sum \tau_{i}\left(\rho_{i}+\lambda_{i} \sigma_{i}\right)+\sum_{j=1}^{n n} y_{j} \gamma_{j}>0 ;$
then the following cannot hold:

$$
\begin{equation*}
\frac{f_{j}(x)}{g_{j}(x)} \leqq \frac{f_{j}(u)}{g_{j}(u)}=\lambda_{j} \text { for all } j \in P \tag{29}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{f_{i}(x)}{g_{i}(x)}<\frac{f_{i}(u)}{g_{i}(u)}=\lambda_{i} \text { for some } i \in P \tag{30}
\end{equation*}
$$

Remark 2. Hypothesis (a) says that if the objective function component multipliers are strictly positive, then the positive linear combination of numerators minus the non-negative linear combination of the denominators plus the non-negative linear combination of the constraints should be either convex or strongly convex. Hypothesis (b) says that the non-negative linear combination of the numerators minus the non-negative linear combination of denominators plus the non-negative linear combination of constraints should be strongly convex. The convexity conditions here are weaker than those in Theorem 3 in the sense that some functions can be weakly convex provided that the resultant linear combination is convex or strongly convex.

Proof: Suppose contrary to the result, that (29) and (30) hold. Then if $\tau_{j}>0$ for all $j \in P,(29),(30)$ and $g_{j}(\cdot)>0$ imply

$$
\begin{equation*}
\sum_{j=1}^{p} \tau_{j}\left(f_{j}(x)-\lambda_{j} g_{j}(x)\right)<\sum_{j=1}^{p} \tau_{j}\left(f_{j}(u)-\lambda_{j} g_{j}(u)\right) . \tag{31}
\end{equation*}
$$

Also if $\tau_{j} \geqq 0$ for each $j \in P$ then again (29), (30) and $g_{j}(\bullet)>0$ imply

$$
\begin{equation*}
\sum_{j=1}^{p} \tau_{j}\left(f_{j}(x)-\lambda_{j} g_{j}(x)\right) \leqq \sum_{j=1}^{p} \tau_{j}\left(f_{j}(u)-\lambda_{j} g_{j}(u)\right) \tag{32}
\end{equation*}
$$

Now from $\tau_{j} \geqq 0, \lambda_{j} \geqq 0, f_{j}$ is $\rho_{j}$-convex and $-g_{j}$ is $\sigma_{j}$-convex for each $j \in P$ we know that $\sum_{j=1}^{p} \tau_{j}\left(f_{j}(\bullet)-\lambda_{j} g_{j}(\bullet)\right)$ is $\sum_{j=1}^{p} \tau_{j}\left(\rho_{j}+\lambda_{j} \sigma_{j}\right)$-convex. Hence (31) and (32) imply

$$
\begin{equation*}
(x-u)^{t} \sum_{j=1}^{p} \tau_{j} \nabla\left(f_{j}(u)-\lambda_{j} g_{j}(u)\right)+\sum_{j=1}^{p} \tau_{j}\left(\rho_{j}+\lambda_{j} \sigma_{j}\right)\|x-u\|^{2}<0 \tag{33}
\end{equation*}
$$

and

$$
\begin{equation*}
(x-u)^{t} \sum_{j=1}^{p} \tau_{j} \nabla\left(f_{j}(u)-\lambda_{j} g_{j}(u)\right)+\sum_{j=1}^{p} \tau_{j}\left(\rho_{j}+\lambda_{j} \sigma_{j}\right)\|x-u\|^{2} \leqq 0 \tag{34}
\end{equation*}
$$

Also since $x$ is feasible for (FP) and ( $u, \tau, y$ ) is feasible for (FD2), we have $y^{t} h(x)-$ $y^{t} h(u) \leqq 0$ and from the $\sum_{j=1}^{p} y_{j} \gamma_{j}$-convexity of $y^{t} h(\curvearrowleft)$ we obtain

$$
\begin{equation*}
(x-u)^{t} \nabla y^{t} h(u)+\sum_{j=1}^{m} y_{j} \gamma_{j}\|x-u\|^{2} \leqq 0 \tag{35}
\end{equation*}
$$

Adding (35) to (33) gives

$$
\begin{align*}
& (x-u)^{t}\left(\sum_{j=1}^{p} \tau_{j} \nabla\left(f_{j}(u)-\lambda_{j} g_{j}(u)\right)+\nabla y^{t} h(u)\right)+ \\
& \quad+\|x-u\|^{2}\left(\sum_{j=1}^{p} \tau_{j}\left(\rho_{j}+\lambda_{j} \sigma_{j}\right)+\sum_{i=1}^{m} y_{i} \gamma_{i}\right)<0 . \tag{36}
\end{align*}
$$

Adding (35) to (34) yields

$$
\begin{align*}
& (x-u)^{t}\left(\sum \tau_{j} \nabla\left(f_{j}(u)-\lambda_{j} g_{j}(u)\right)+\nabla y^{t} h(u)\right)+ \\
& \quad+\|x-u\|^{2}\left(\sum_{j=1}^{p} \tau_{j}\left(\rho_{j}+\rho_{j} \sigma_{j}\right)+\sum_{i=1}^{m} y_{i} \gamma_{i}\right) \leqq 0 . \tag{37}
\end{align*}
$$

Now applying hypothesis (a) to (36) and applying hypothesis (b) to (37) we obtain

$$
(x-u)^{t} \sum_{j=1}^{p} \tau_{j} \nabla\left(f_{j}(u)-\lambda_{j} g_{j}(u)\right)+\nabla y^{t} h(u)<0
$$

which contradicts (6).
Theorem 5 (weak duality). Let the conditions of Theorem 4 hold except that $y^{t} h$ be quasiconvex and hypothesis (a) and (b) become

$$
\begin{aligned}
& \text { (a') } \tau_{j}>0 \text { for all } j \in P \text { and } \sum \tau_{j}\left(\rho_{j}+\lambda_{j} \sigma_{j}\right) \geqq 0, \\
& \text { (b') } \sum_{j=1}^{p} \tau_{j}\left(\rho_{j}+\lambda_{j} \sigma_{j}\right)>0
\end{aligned}
$$

then the result of Theorem 4 holds.
Proof: The proof is similar to that of Theorem 4 except instead of using the $\sum_{j=1}^{m} y_{j} \gamma_{j}$-convexity of $y^{t} h$ we use its quasiconvexity and instead of hypotheses (a) and (b) we use hypotheses ( $a^{\prime}$ ) and ( $b^{\prime}$ ).

Corollary 2. Assume that weak duality (Theorem 3, 4 or 5) holds between (FP) and (FD2). If ( $u^{0}, \tau^{0}, y^{0}$ ) is a feasible solution of (FD2) such that $u^{0}$ is a feasible solution of (FP), then $u^{0}$ is an efficient solution of $(F P)$ and $\left(u^{0}, \tau^{0}, y^{0}\right)$ is an efficient solution of (FD2).

Proof: The proof is similar to that of Corollary 1.

Theorem 6 (Strong duality). Let $x^{0}$ be an efficient solution of (FP) and assume that $x^{0}$ satisfies a constraint qualification $[1,6]$ for $F P_{k}^{\prime}\left(\varepsilon^{0}\right)$ for at least one $k=1,2, \ldots, p$. Then there exist $\tau^{0} \in \mathbf{R}^{p}$ and $y^{0} \in \mathbf{R}^{m}$ such that $\left(x^{0}, \tau^{0}, y^{0}\right)$ is feasible in (FD2). If also weak duality (Theorem 3, 4 or 5) holds between (FP) and (FD2), then ( $x^{0}, \tau^{0}, y^{0}$ ) is efficient for (FD2).

Proof: Since $x^{0}$ is efficient for (FP), from Lemma 2 we know that $x^{0}$ solves $\mathrm{FP}_{k}^{\prime}\left(\varepsilon^{0}\right)$ for each $k=1,2, \ldots, p$. By hypothesis $x^{0}$ satisfies a constraint qualification $[\mathbf{1}, \boldsymbol{6}]$ for $\mathrm{FP}_{k}^{\prime}\left(\varepsilon^{0}\right)$ for some $k \in P=\{1,2, \ldots, p\}$. From Kuhn-Tucker necessary conditions $[\mathbf{1}, \mathbf{6}]$ there exist $y \geqq 0 \in \mathbf{R}^{m}$ and $\tau_{i} \geqq 0$ for all $i \neq k$ such that

$$
\begin{align*}
\nabla \frac{f_{k}\left(x^{0}\right)}{g_{k}\left(x^{0}\right)}+\sum_{i \neq k} \tau_{i} \nabla\left(f_{i}\left(x^{0}\right)-\varepsilon_{i}^{0} g_{i}\left(x^{0}\right)\right)+y^{t} \nabla h\left(x^{0}\right) & =0  \tag{38}\\
y^{t} h\left(x^{0}\right) & =0 . \tag{39}
\end{align*}
$$

Now we set $\lambda_{k}^{0}=\frac{f_{k}\left(x^{0}\right)}{g_{k}\left(x^{0}\right)}$ and $\lambda_{j}^{0}=\varepsilon_{j}^{0}=\frac{f_{j}\left(x^{0}\right)}{g_{j}\left(x^{0}\right)}, j \neq k$ and $\tau_{k}=\frac{1}{g_{k}\left(x^{0}\right)}$. Then $\sum_{j=1}^{p} \tau_{j}=\frac{1+g_{k}\left(x^{0}\right) \sum_{j \neq k} \tau_{j}}{g_{k}\left(x^{0}\right)}$.

Now dividing both sides of equations (38) and (39) by $\left(1+g_{k}\left(x^{0}\right) \sum_{j \neq k} \tau_{j}\right) / g_{k}\left(x^{0}\right)$ and setting

$$
\begin{aligned}
& \tau_{k}^{0}=\frac{1}{1+g_{k}\left(x^{0}\right) \sum_{j \neq k} \tau_{j}}>0, \\
& \tau_{i}^{0}=\frac{g_{k}\left(x^{0}\right) \tau_{i}}{1+g_{k}\left(x^{0}\right) \sum_{j \neq k} \tau_{j}} \geqq 0, \text { for all } i \neq k, \\
& y^{0}=\frac{g_{k}\left(x^{0}\right) y}{1+g_{k}\left(x^{0}\right) \sum_{j \neq k} \tau_{j}} \geqq 0 ;
\end{aligned}
$$

then $\left(x^{0}, \tau^{0}, y^{0}\right)$ is a feasible solution of (FD2). Efficiency of $\left(x^{0}, \tau^{0}, y^{0}\right)$ for (FD2) is now immediate from Corollary 2.
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