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1. The solution of a linear non-homogeneous differential 
equation whose non-homogeneous te rm is of the form k cat can 

t e 
be obtained by what is usually called the method of undetermined 
coefficients. The application of this method may be justified in 
severa l different ways (see for example [l , pp. 114- 117], [2, pp. 94-
99], [3]) . 

We shall consider the analogous problem for a system of 
differential equations. It turns out that we can solve this p ro 
blem using only elementary techniques of linear a lgebra . The 
solution has essential ly the same form as in the case of a single 
equation, but may contain te rms which would not be expected 
and may lack t e rms which would be expected in a straight
forward extension of the theory to sys tems . Our method of ob
taining the solution is constructive, in the sense that while our 
resu l t s give only the form of the solution, the solution itself may 
be found by substitution of this form into the sys tem of differ
ential equations. 

2. We wish to find a par t icular solution of the linear 
non-homogeneous system 

(1) x ! = Al + t e<* £ • 
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H e r e A i s a c o n s t a n t n X n m a t r i x , c. a c o n s t a n t n - d i m e n s i o n a l 
c o l u m n v e c t o r , k a n o n - n e g a t i v e i n t e g e r , and a a c o m p l e x con
s t a n t . The unknown funct ion _v_ is an n - d i m e n s i o n a l c o l u m n v e c 
t o r . 

We c o n s i d e r f i r s t the c a s e tha t a i s not an e igenva lue of 
the m a t r i x A. In th is c a s e , we a t t e m p t to find a so lu t ion of (1) 
of the f o r m 

t k 

(2) $ ( t ) = eal 2 £ . t j , 
j = 0 J 

w h e r e £ . (j = 0, 1, . . . , k) i s a c o n s t a n t n - d i m e n s i o n a l c o l u m n 

v e c t o r to be d e t e r m i n e d . D i f f e r en t i a t i on of (2) g ives 

k k 
c£! (t) = aeQt 2 £ . t3 + eat 2 j £ . t3' 

j=0 J j = 0 J 

k . k- 1 
= ea [ 2 aR t J + 2 ( j + l ) £ . , , t J ] . 

j=0 J j = 0 J + 1 

Now s u b s t i t u t i o n into (1) g ive s the condi t ion tha t c[ , a s r e p r e 

sen ted by (2), be a so lu t ion of (1), n a m e l y 

k k - 1 k 
(3) 2 a p . t J + 2 ( j + l ) p . ( , t J = 2 A p . t J + c t . 

j=0 J j=0 J + 1 j=0 J 

Equa t ing coef f ic ien ts of c o r r e s p o n d i n g p o w e r s of t, we ob ta in 
the s e q u e n c e of s y s t e m s of l i n e a r n o n - h o m o g e n e o u s a l g e b r a i c 
s y s t e m s 

A £ k - * £ k = ç 

(4) 

A % - l - * £ k - l = k £ k 

A % " aR± = aR2 

A £ Q - « £ Q = R± 

Since i t i s a s s u m e d tha t a i s no t an e igenva lue of A, e a c h of 
t h e s e s y s t e m s can be solved in tu rn , once the p r e c e d i n g s y s t e m 

482 

https://doi.org/10.4153/CMB-1966-059-7 Published online by Cambridge University Press

https://doi.org/10.4153/CMB-1966-059-7


has been solved to determine the non-homogeneous t e r m . We 
can write the solutions explicitly as 

. i 
£ = (A - a i ) _c 

-1 -2 
£ k - l = ( A " a I ) k £ k = M A - a I ) £ 

£ 0 = ki ( A - A I ) " ^ 1 ç 

or 

(5) £. = ^ ( A - a l ) " ( k " j + 1 ) c ' [ j = 0, 1, . . . , k ] . 
J J • 

Here I denotes the n X n identity ma t r ix . It is easy to 
verify that with JD. given by (5) (j = 0, 1, . . . , k), j£ is a 

solution of (1), and we have obtained the desired solution. This 
solution may be writ ten explicitly in the form 

(6) i ( t ) = e a t 2 { ^ ( A - . I ) - ( k - J + 1 ) ç } t J . 
j=0 J> 

We have thus proved the following resu l t . 

THEOREM 1. If a is not an eigenvalue of the m a t r i x 
A, then a par t icular solution of (1) is given by (6). 

If a is an eigenvalue of A, the above procedure cannot 
be used, since (A - ctl) is not invert ible . In this case we must 
seek a different form for the solution, as we would expect from 
the corresponding problem for a single differential equation. 

Now let us assume that a is an eigenvalue of A of 
multiplicity m, and let us assume that the degree of the cor
responding elementary divisor is d (d < m) . By making a 
linear t ransformation of the dependent variable in (1), we may 
replace A by any ma t r ix similar to A. Thus we may assume 
that A has the form 

(7) 

where a is not an eigenvalue of the (n-m) X (n-m) m a t r i x A , 
1 

and where ot is an eigenvalue of multiplicity m of the m X m 
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m a t r i x A . The ma t r ix (A - al ) is nilpotent, with 
<i d - 1 

(A - al ) = 0 , but (A - al ) ^ 0. Corresponding to this 
Ù £•> 

block decomposition of A, we have a decomposition of the 
sys tem (1) into uncoupled sub-sys tems 

(8) 1±' = A A + t k e a t
£ l 

1 k at 
(9) Z2 = A ^ + t e c 2 , 

where y , c a re (n-m)-dimensional column vectors , and 
"M —1 

v , c^ are m-dimensional column vec to r s . As the sub-sys tem 

(8) can be treated by Theorem 1, we need only examine the sub
system (9) to complete the solution of the problem. Thus we 
may assume that the ma t r ix A in (1) has only a single eigen
value a of multiplicity n, and that the minimal polynomial of 

A is m(z) = (z-a) , i . e . , that the corresponding elementary 

divisor has. degree d and (A - al ) = 0, (A - al ) 4 0. We 
now attempt to find a solution of (1) of the form 

k+d 
(10) 4 (t) = eat 2 £ . t J , 

j=k+l J 

where £ . (j = k+1, . . . , k+d) is a constant n-dimensional column 

vector to be determined. Differentiation of (10) gives 

, k+d . k+d 
4 ' ( t ) = oe a t 2 B . t J + e ^ 2 j £ . t J " d 

j=k+l J j=k+l J 

k+d . k+d-1 
= eat[ 2 aR t J + 2 ( j+ l>£ . + i t J ] . 

j=k+l J j=k J 

Substitution into (1) gives the condition that ^ , as represented 
by (10), is a solution of (1), namely 

k+d . k+d-1 . k + d . 
2 or£.t J + 2 (j+1) £ . t J = 2 A £ . t J l e t . 

j=k+l J j=k J j=k+l J 

Equating coefficients of corresponding powers of t , we obtain 
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the s e q u e n c e of s y s t e m s of equa t ions 

(11) 

( ^ l ) £ k + 1 - Ç 

A £ k + 1 - « E k + 1 = ( k + 2 ) £ k + 2 

A £ k + 2 - * £ k + 2 = ( k + 3 ) £ k + 3 

A%+d-l-^k+d-l = ( k + d ) £ k + d 

E a c h of t h e s e s y s t e m s can be solved in tu rn , once the p r e c e d i n g 
s y s t e m has b e e n so lved , and we can w r i t e the so lu t ions ex
p l i c i t l y as 

*k+l = k ï ï * ' £k+2 = k« {A-aI) *k+l = (k+lHk+2) (A-alï± • 

-< d - 1 
(A-f fI ) c , ' * " ^k+d (k+l) . . . (k+d) 

or 

< 1 2 ) £ j = ( k + l ) ( k 1
+ 2 ) . . . j ( A - ^ ^ ' 1 ^ 

= ^ - ( A - a l ^ ^ " 1 £ (j=k+l k+d) . 

The l a s t s y s t e m in (11) i s then sa t i s f ied s ince ( A - a l ) p, , = 

1 d ^ 
' , , x /, , ,v (A-orl) c = 0. It i s e a s y to ve r i fy that with p . 

( k + l ) . . . (k+d) - J 
given by (12) ( j=k+l, . . . , k+d), j is a so lu t ion of (1) . We m a y 
now w r i t e th is so lu t ion exp l i c i t ly in the f o r m 

k+d 
(13) i ( t ) = e f f t 2 { ^ ( A - a l ) ^ " 1 c } t J . 

j=k+l J ' 

Thus we have p roved the following c o m p l e m e n t to t h e o r e m 1, 
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THEOREM 2. If the ma t r ix A has only a single eigen
value a , and if the degree of the corresponding e lementary 
divisor is d , then a par t icular solution of (1) is given by (13). 

As we have already remarked , we can now obtain a par 
ticular solution of (1) in all cases , using the decomposition (7) 
and theorems 1 and 2. 

3. The solution of a single differential equation of arbit
r a r y order in the case covered by theorem 2 in general contains 

j at 
t e rms t e (j = d, d+1, . . . , k+d). It might appear, therefore, 
that if k + 1 < d , theorem 2 is not the best possible resu l t . 
Consider, however, the example 

1 k 
y = y^ + t y i y2 

1 k 
y 2 - t , 

which is of the form (1) with a = 0, d = 2. Integrating this 
sys tem directly, we obtain the solution 

k+1 k+1 k+2 
t A ,jX t , t * i < t , = w « V t ) = i k+1 (k+l)(k+2) 

If k = 0 , both components of this solution contain a t e rm in t, 
and since a fundamental m a t r i x for the corresponding homo-

i t 

geneous system y = y , y = 0 is 

1 t 

0 1 

it is easy to verify that these t e rms can not be t ransferred to the 
homo ge neous solution. Thus we must expect, in general , to ob
tain all the t e rms indicated in (13), even though they may not 
enter into the solution of a single equation. 

Another difference between sys tems and single equations is 
that for a system the solution may not include a t e rm of the 
highest possible degree (k+d). An example of this situation is 
given by the system 
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' k 
y l = y 2 + t 

1 
which is of the form (1) with a - 0, d = 2, jc = ( ). The formula 

k+1 
t k+2 

(13) gives the par t icular solution -7 _c , the t e rm in t 
k1. 

having coefficient . ' A _c = 0 , since A _c = 0. 
\ K "TÙ J • 

For a single differential equation, the multiplicity of a 
root of the charac te r i s t ic equation is always equal to the degree 
of the corresponding elementary divisor, i . e . , m = d , but 
beyond this there appears to be no convenient way of specializing 
theorems 1 and 2 to obtain the p rec i se resu l t s for a single 
equation. The possible forms of the solution for a system are 
more general than those for a single equation, even though the 
actual determinat ion of the solution is no more difficult. 
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