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THE ASCENDING AND DESCENDING VARIETAL 
CHAINS OF A VARIETY 

B. JÔNSSON, G. McNULTY, AND R. QUACKENBUSH 

1. I n t r o d u c t i o n . Let F be a var ie ty (equational class) of algebras. For 
n ^ 0, Vn is the var ie ty generated by the F-free algebra on n free generators 
while Vn is the var ie ty of all algebras satisfying each ident i ty of V which has 
no more than n variables. (Equivalently, Vn is the class of all algebras, 31, such 
t h a t every ^-generated subalgebra of 21 is in V.) Note t ha t unless nullary 
operation symbols are specified by the similarity type of F, V0 is the var ie ty of 
all one element algebras while V° is the var ie ty of all algebras. Clearly F 0 ÇI 
F i Ç F 2 Ç . . . Ç F Ç . . . Ç F Ç F 1 Ç P ; F is generated by U M " ^ 
and V = D î=o°° Vi. The chain F 0 £ Fi Ç . . . is called the ascending varietal 
chain of V wrhile F° 2 F 1 3 F 2 ^ . . . is called the descending varietal chain of 
V. These chains of varieties were first introduced in the s tudy of varieties of 
groups; see [5]. A natural question to ask is what pa t te rns of proper inclusion 
are possible in these chains. This problem wras pointed out to us by G. Gratzer 
and N. Gupta . After we proved Theorem 2, N. Gupta and F . Levin modified 
our a rgument to show tha t for groups any pa t te rn with finitely many proper 
inclusions is possible for the descending varietal chain (with the necessary re
striction, of course, t ha t F° ^ F 1 ^ F 2 9^ Vs). For a discussion of the ascend
ing and descending varietal chains of some particular varieties of groups see [2] 
and [3] while for a discussion of the ascending varietal chain of a part icular 
var ie ty of commutat ive Moufang loops see [1]. 

T H E O R E M 1. For any set S of non-negative integers there is a variety V with 
finitely many operations such that for every n ^ 0 Vn = Vn+i if and only if n G S. 

T H E O R E M 2. For any set S of integers greater than 2 there is a variety V of semi
groups such that: 

(i) For any n ^ 0 Vn = Vn+1 if and only if n £ S. 
(ii) F is finitely based if and only if S is cofinite. 

(iii) The equational theory of V is recursive if and only if S is recursive. 

2. T h e a s c e n d i n g varietal c h a i n of a variety . T h e similarity type used 
to establish Theorem 1 is (0, 0, 2, 2, 3, 3, 2, 1) and the corresponding algebras 
will be denoted 51 = (A ; a, b, A , V, F, G, H, f). 

Received March 22, 1973 and in revised form, October 16, 1974. The work of the first author 
was supported in part by NSF grant GP-29129 ; the work of the last two authors was supported 
by a grant from the National Research Council of Canada. 

25 

https://doi.org/10.4153/CJM-1975-004-2 Published online by Cambridge University Press

https://doi.org/10.4153/CJM-1975-004-2


26 B. JÔNSSON, G. MCNULTY, AND R. QUACKENBUSH 

For n ^ 0 let An = {0, 1, . . . , n + 1} and define 

a n = (An; 0, n + 1, A , V , Fn, Gn, Hn, fn) 

as follows: 

x A y = min ( x j j j x V ^ max {x, y] ;fn(x) = 0; 

iy iî x 9e n -\- 1 and s = 3/ + 1, p , (y \î x ^ n + I &i\ 
*n(x,y,z) - \ n + 1 otherwise; 

z if x 9^ 0 and s = y + 1, 
G„ (x ,y , z ) i 0 o t h e r w i s e 

ff-(*'y)=\0othc 

_ /?z + 1 if x = 0 and y = n + 1, 
lerwise. 

Next we define the following polynomials: 

P0O0, fli) = F(a, VQ, VI) ; (?o(>o, vi) = G(6, i>0, fli) ; 

P*+i(»o, . . . , ^+2) = F(Pk(vu . . . , ^ + 2 ) , vo, wi); 

Qk+i(v0, . . . , ^+2) = G(ôtOo, . • . , vk+i), vk+1, vk+2); 

Rk(v0, . . . , vk+i) = H(Pk(v0, . . . , i^+i), ft(^o, • • . , ^+1) ) . 

Claim 1. i?* n(x0 , . . . , x^+i) = 0 except when k = n and xt = i for 0 ^ i ^ 
& + 1. 

Proof. In ^4n let x < 3/ mean t h a t 3/ = x + 1. An easy induction on k shows 
t h a t 

p u n , v r x _ ho if x0 < xi < . . . < tfjt+i, 
(w + 1 otherwise. 

Similarly, 

^ u n / x hk+i if ^0 < #i < . . . < xA+i, 
(0 otherwise. 

Consequently, the claim follows from the definition of Hn. 

Notice t ha t the following equat ion (1^) holds in all %n for n 5^ k, t h a t it fails 
in 31*. bu t t h a t it holds in every proper subalgebra of 2U: 

(1*) P*(v0, • • • ,vk+i) = a. 

L e t S b e the set of integers mentioned in Theorem 1; let se = {tytn\n - 1 (? 5) 
and let Y = HSP{s/). For any class X let Sn(X) be all algebras in S(X ) 
generated by n or fewer elements. Since V is a var ie ty of latt ices with certain 
addit ional operat ions and hence congruence dis t r ibut ive, we have V = 
PsHSPpi^f) (see [4]). Consequently, 

Sn(V) cz PsHSnPP{^) = PsHSnPPSn{stf). 

Note t h a t every subset of Am containing 0 and n + 1 is a subuniverse of §lw 

so t ha t no member of Sn(&/) has more than n + 2 elements. Hence Sn(s/) 
has only finitely m a n y members . T h u s Sn(V) Ç PsHSn(s/) = Vn

f. There 
fore the identities which hold in Vn

f are exactly the identit ies t h a t hold in 
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Sn(j/). From this we infer t ha t (1A) holds in Vn' if and only if l\k G Sn(o/). 
But SÎ  g Sn(&/) if and only if fe > n or fe — 1 G 5 . T h u s every ident i ty of the 
form (I*.) t ha t holds in p y will hold in Vn+i except t ha t if n G S then (lw+i) 
holds in Vn

r bu t not in Vn+i. Consequently the identities (1^) distinguish be
tween V^ and Vn+i just in the case t ha t n Q S. 

However, there may be other identities t ha t distinguish between Vn
f and 

Vn+i even when » G 5 ; thus we cannot claim tha t V is the var ie ty called for 
by Theorem 1. Let V" be the variety of algebras of the same type as V such 
t ha t for any 3t G V", (A ; a, b, A , V ) is a lattice with zero a and uni t b, and 
such t h a t (1A) holds in V" for every jfe ^ 1. Let F = V V F " . Since F has 
distr ibutive congruences, every subdirectly irreducible member of V belongs to 
either V or V" and so Vn = Vn

f V Vn". 

Claim 2. F 0 " = V". 

Proof. Let g D e the free algebra in V" with free generators x0, Xi, . . . and 
let £ = q be an identi ty not true in V"'; we need only show tha t p = q is not 
true in Fo". By assumption, p$(xo, . . .) ^ g^(x0, . . . ) . Since only finitely 
many elements of % are used in building up p^(x0, . . .) and g^(x0, . . .) from 
Xo, . . . , we can choose n > 0 such t h a t / m ( a ) , / m ( x 0 ) , / w ( x i ) , . . . are not used 
in forming p^(xo, . . .) or g^(x0, . . .) for any m ^ n — 1. Notice t ha t / ( a ) , 
f2(a), . . . ,f(x0), . . . ,f(xi), . . . are all distinct. Since the defining identities of 
V" contain no occurrence of/, V" has the following proper ty: If 31 G F " and 

/ is arbitrari ly redefined on A to yield 31' then 31' G F " . Thus we redef ine / in 
5 to get g ' as follows: x0 = P'if"-1^)), **+i = / ^ ' C P 1 " 1 ^ ) ) for i è 0 and 
o t h e r w i s e / 3 ' = / 3 . Thus g ' G F " . Bu t we now have x{ = (P')n«+1)(a) in 
g ' and p^'(XQ, . . .) J* q^'(xo, . . . ) . Hence 

pZ'((J S'Y (a),...) ^ ^ ' ( ( / ^ i C a ) , . . . ) -

Let 8 " be the constant subalgebra of g ' . Since g ' G F " , g " G F 0 " . On the 
other hand, p^" ((f^")n(a), ...)?*• q^" ((f^")n(a), . . .) and so p = q does not 
hold in Fo". T h u s V0" = V" as claimed. 

Claim. 3. For every n ^ 0, Vn = Vn+i if and only if n G S. 

Proof. By Claim 2, Vn" = V" and so Vn = Vn' V V". If n G 5 then ( l n + 1 ) 
holds in I V bu t not in Vn+i ; since (lra+i) holds in V" we have t h a t (ln+i) holds 
in Vn bu t not in Vn+\ so Vn 9^ Vn+i. Conversely, if n G S then every member of 
Sn+i(&f) belongs to either Sn($/) or V"'; this is so because 3ïw+i G ^ / and every 
proper subalgebra of every 3Im belongs to V". T h u s Vn+i Ç F / V F 7 / so 
Vn+1 = Fw + 1 ' V 7 " ç 7 n ' V 7 " = Vn and so Fw + 1 = Vn. 

COROLLARY. If S is cofinite and 0 ([ S then there is a finitely based V satisfying 
Vn = Vn+i if and only ifn G S for all n ^ 0. 

Proof. Define V as above and note t ha t s/ is finite. Let 33 = S(&/) — se, 
I t is easily seen t ha t each 3I„, is simple; thus every subdirectly irreducible 
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member of V belongs to either se or H(3$). Consequently, for any n Ç_ o>, 
Vn' * Vn+1' if and only if n (2 S or Vn' C\ R{38) 5* Vn+1' Pi 11(08). 

Let S3 be a direct product of all algebras in 38 and let fè = 33 X 33. T h e 
diagonal subalgebra of S is isomorphic to 33 and so has all the members of 38 
as homomorphic images. Rede f ine / on S to get E' by h a v i n g / cyclically per
mute the non-diagonal elements among themselves and m a p the diagonal 
elements as in 6 . I t is easily seen t h a t 6 ' is generated by any non-diagonal 
element (since for any b G 33, (b, b) = (0, b) V (6, 0) ) and t h a t 33 is still 
isomorphic to the diagonal subalgebra of E' . T h u s let V" be generated by S ' ; 
since (£' is 1-generated, V" = Vx". Finally let V = V V V" \ as above, 
Vn = Vn+i if and only if n G 5 . Since V is generated by finitely many finite 
algebras (i.e., se U {£ '}) and is congruence dist ibutive, it is finitely based 
by a result of Ki rby Baker. 

Note t h a t I V 7e V". This is because a 0-generated algebra has no proper 
subalgebras. In an earlier version of this paper, Theorem 1 was proved using 
countably many operations. In the case when S is cofinite this earlier construc
tion could be trivially modified to yield the corollary wi thout the restriction 
on 0. Unfortunately the number of operations needed, a l though finite, depends 
on the number of positive integers not in S. 

Problem 1. W h a t pa t te rns of proper inclusion are possible in the ascending 
chain of a var ie ty of groupoids? 

3. T h e d e s c e n d i n g varietal c h a i n of a var ie ty . If r VJ {<? = \f/\ is a set 
of identities then <p = \p is derivable from T (in symbols, T \— <p = \p), jus t in 
case there is a finite sequence, 0O, . . . , 0n, of terms such t h a t <p is 0O, ^ is 6n and, 
for every i < n, 6i+\ can be obtained from 6t by replacing some occurrence of 
one side of a subst i tut ion instance of an ident i ty in T by the other side. Such 
a sequence of terms is called a derivation. [V] denotes the set of all identit ies 
derivable from T, i.e. the equational theory based on T, while [T]n denotes the 
set of all identities derivable from all subst i tut ion instances in a t most n 
variables of identities in F, for each natura l number n. If W is the var ie ty of all 
algebras satisfying T then [T] is the set of identit ies holding in W and, for 
each n, [T]n is the set of identit ies holding in Wn. 

Consider the following set, A, of groupoid identi t ies: 
(1) x(yz) = (xy)z 
(2) %{%%) = y(z(zz)) 
(3) x(xx) = x(y(xx)) 
(4) x(xx) = x(x(yx)) 
(5) x(xx) = x(x(xy)) 
(6) x(xx) = x(y(x(wx))). 
Any model of A is a semigroup with zero in which the cube of every element 

is zero. A term (word), <p, will be called trivial if some variable occurs a t least 
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three times in <p; an identi ty, <p = xp, is trivial if both <p and \p are trivial. Every 
trivial ident i ty is derivable from A. 

Since the associative law is present in every equational theory mentioned in 
this section, parentheses will usually be omit ted. 

For n > 2, let en be the following n + 1 variable ident i ty: 

%A/Q»A/X • • • "Vftyvfi • • • fV l*^*0 "^Ti • • • *v l * v 0 * ^ 0 * ^ 1 • • • *^"f%* 

Claim 4. Let M be any set of natural numbers greater than 2, <p be any non-
trivial term of length k, and \f/ be any term. If A U {en : n G M} \- cp = \p then: 

(i) \p is non-trivial. 
(ii) Each variable occurs exactly the same number of times in ç as in \p. 

(iii) {x(yz) = (xy)z\ U {en : n G M and 2n + 2 g k] \- <p = \p. 

Proof. Let 4̂ be the set of natural numbers which are either 0 or never 
divisible by a perfect cube. Define 

jab if ab G A, 
(0 otherwise, 

for every a, & G A. Let 21 = (A, ® ). 21 is a model of A U {en : n Ç M). In 21, 
every trivial term is interpreted by some function with range {0} while every 
non-trivial term is interpreted as a function with an infinite range. Conse
quently, ^ must be non-trivial and (i) is established. By considering subst i tu
tion instances of (p = \py (ii) follows from (i). Likewise, (iii) follows from (i) 
and (ii) by the definition of derivation. T h u s the proof is complete. 

Claim 5. Let n > 2. Then en is not derivable from A \J {ek : k ^ n and k > 2}. 

Proof. Since en is non-trivial, it is only necessary to establish t ha t en is not 
derivable from {x(yz) = (xy)z) U {e^ : 2 < k < n). The following s ta tement 
will be established by induction on derivations: 

If {x(yz) = (xy)z} KJ {ek : 2 < k < n} \- XQXI . . . xnxn . . . X\XQ = <p then 
(Ç XQX ii . . . X inX in . . . XÎ^XQ where (ii, . . . , in) is a permutat ion of 

i i , . . . , » } . 

By permut ing the names of the variables Xi, . . . , xn it is clear t ha t we need 
only consider derivations of length 2. But the only subterm of 

Xo • • • Xn2Cn . . . Xo 

of the form do . . . 6k6k . . . do for k < n is xn-k . . . xnxn . . . xn-k and so <p is 
Xo • • • xn—k—\Xnxn—\ . . . xn—kxn—k . . . xn—\xnxn—k—i . . . Xo lor some k <C n. I hus Xo 
is both the leftmost and r ightmost variable in <p. This is clearly the case if the 
derivation sequence is only one symbol long (since then <p l o XoX 1 . . . X^X^ • • . X iXo) . 

Suppose the s ta tement is true for derivations of length m and t h a t x0Xi . . . 
xnxn . . . XiXo = (f can be derived in m + 1 steps. Then there is a term ^ (the 
one occurring a t step m) such t ha t x0 is both the leftmost and the r ightmost 
variable in \f/, the variables xo» x*i, . . . , Xfi are exactly the variables appearing 
in \p (by Claim 4) and each of these appears twice, \j/ is non-trivial, and there 
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is an identity ek, 2 < k < n, so that cp is obtained from \{/ by replacing one side 
of a subst i tut ion instance of ek by the other side. Suppose d0di . . . 6k6k . . . #i0o 

is a subterm of \j/. Then 60di . . . 6k6k . . . 0i0o is non-trivial . Hence, each 6t is 
a variable and the whole string then is of length 2k. Since 2n > 2k, x0 cannot 
occur in 0o0i • . • 0k0k . . . Oido and therefore x0 is both the leftmost and the 
r ightmost variable in <p as it was in \j/. T h e induction is complete and the claim 
follows. 

Let 5 be any set of natura l numbers greater than two. Define T = 
A\J {en: n ({ S and n > 2}. For n > 2, let Tn = A \J {em : m G S and 
2 < m < n). 

Claim 6. For n > 2, [7^] = |T] r e 

Proof. Clearly [Tw] Ç [T]w. On the other hand, if m ^ ^ then any subst i tu
tion instance of em with no more than n variables mus t be trivial and therefore 
derivable from A. Consequently, [T]n Ç [Tn], establishing Claim 6. 

Claim 7. [T]n = [T]n+i if and only if n G S 

Proof, lin £ S then [Tn] = [Tn+l] and, by Claim 6, [T]n = [T]n+1. If n G S 
and n > 2, then en G |T n + 1 ] = [T]n+i bu t en G [Tn] = [T]n by Claim 5. There
fore [7"]w p^ [T]n+i. H n = 0, x(xx) = (xx)x is in [T]i bu t not in [T]0. Hence 
[T]o ^ [T]i. If n = 1, x ( jx ) = (x^)x is in [T]2 bu t not in [7"]i. Hence [T]i ^ 
[T]2. If n = 2, x(^z) = (Vy)z is in [T]3 bu t not in [T]2 . Hence [ r~|2 ^ | Z"]3. 

Claim S. [T] is finitely based if and only if S is cofinite. 

Proof. This is immediate from Claim 5. 

Claim 9. [T] is recursive if and only if S is recursive. 

Proof. Suppose [T] is recursive. By Claim 5, n G S if and only if en G [7']. 
So 5 is recursive. 

Now suppose 6* is recursive. Then T is recursive and hence the set of finite 
sequences of terms which are derivat ions from T is also recursive. Suppose <p 
and \p are both non-trivial and every variable occurs exactly the same number 
of times in p as in \p. Now there are only finitely many terms, d, so t h a t every 
variable occurs exactly the same number of times in <p as in 6. Consequent ly , 
there are only finitely many sequences of such terms which begin with <p and 
end with \p and in which no term appears twice — in fact the number of such 
sequence is computable from <p. <p = \p G [7'] if and only if one of these se
quences is a derivation from T. T h e only other identit ies in [T] are the trivial 
identities and all of them are in [T]. So [7'] is recursive. 

Now let V be the var ie ty of algebras satisfying T. V has all the properties 
demanded by Theorem 2, as Claims 7, 8, and 9 assert. 

Problem 2. W h a t pa t te rns of proper inclusion in descending chains are 
possible wi thout the restriction t ha t V° ^ V1 ^ V2 ^ V3? 
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Problem 3. What patterns of proper inclusion are possible in ascending 
(descending) varietal chains of variety of groups? lattices? rings? 

Problem 4. What patterns of proper inclusion along both ascending and 
descending chains of a single variety are possible? 

Problem 5. What patterns of proper inclusion are possible for descending 
varietal chains of minimal (equationally complete) varieties? 

Problem 6. For any fixed pattern of proper inclusions along the descending 
(ascending or both simultaneously) chain how many varieties can realize it? 
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