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Abstract
Low-income women are the group with the highest levels of obesity worldwide. In low-income settings, the use of predictive equations, which
yield a measure of the individuals’ BMR, is a feasible approach to estimate the individuals’ total energy expenditure (TEE), using the factorial
method (calculated-TEE= BMR × physical activity level), an important step of the obesity nutritional care. The present study aimed to identify
the predictive equation that, in conjunction with metabolic equivalents of tasks (MET) data from accelerometers, yields the calculated-TEE with
better agreement compared with the TEE measured by doubly labelled water (TEE-DLW). Forty-five women aged 19–45 years, with excess
weight andmothers of undernourished children, were included. They receivedDLW to determine TEE (14 d); at the same time, they used triaxial
accelerometers (7 d) to estimate their MET. The Bland–Altman method, paired-sample t tests, concordance correlation coefficient and root-
mean-square error were used to assess the agreement. Maximum allowed differences were defined as 24 %, based on the within-variance coef-
ficient of the energy intake of the sample. Eleven equationswere studied. The calculated-TEE obtained by five equations showed non-significant
bias: Dietary Reference Intake (Institute of Medicine (2005) Dietary Reference Intakes for Energy, Carbohydrate, Fiber, Fat, Fatty Acids,
Cholesterol, Protein, and Amino Acids), FAO/WHO/UNU ((2001) Food and Nutrition Technical Report Series), Harris & Benedict ((1919)
Proc Natl Acad Sci USA 4, 370–373), Henry & Rees ((1991) Eur J Clin Nutr 45, 177–185) and Schofield ((1985) Hum Nutr Clin Nutr 39,
5–41). The mean percentage differences were –1·5, –0·8, 2·2, –2·2 and 2·0 %, respectively. Considering all parameters, FAO/WHO/UNU
((2001) Food and Nutrition Technical Report Series) equation performed slightly better than the others; nevertheless, no equation in conjunction
with the estimated-MET showed a calculated-TEE with its CI for the Bland–Altman limits of agreement inside the pre-defined acceptable range.
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Estimates indicate that by the year 2013, 62 % of the obese popu-
lation of the world lived in low- and middle-income countries(1).
It is also known that young adult women are the group with the
highest increase in excess weight prevalence in these countries(2).
In Brazil, national surveys indicate that there is an interaction
between formal education levels, a proxy of income and excess
weight prevalence in women. Those women with fewer years
of formal education present the highest and still increasing preva-
lence of excess weight, whereas those with more years of formal
education show the lowest and stagnated prevalence(3).

It is considered that weight gain arises from an energy imbal-
ance, defined as when the energy intake of an individual
exceeds his/her total energy expenditure (TEE). TEE is com-
posed of the sum of the BMR, the physical activity (PA) energy
expenditure and the thermic effect of food. Hence, it is a pivotal
step of the nutritional care to adequately estimate the TEE of any
individual seeking to lose weight, so that an energy deficit may
be established(4,5).

There is a myriad of methods available to assess TEE, being
the doubly labelled water (DLW) usually considered the ‘gold

Abbreviations: CCC, concordance correlation coefficient; DLW, doubly labelled water; DRI, Dietary Reference Intakes; MET, metabolic equivalents of tasks; PA,
physical activity; PAL, PA level; TEE, total energy expenditure.
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standard’ one(6). Nonetheless, this method has a high opera-
tional cost, turning its use in large studies and clinical practice
prohibitive(7). Hence, clinicians and researchers frequently use
other methods that yield an estimate of the TEE in order to esti-
mate the daily energy requirement of individuals. The use of
predictive equations is rapid and smooth, with no associated
costs, being the most feasible method to be used with outpa-
tients, especially in low-income settings. However, its results
are often discrepant, given that different equations were built
using diverse populations and methods. In addition, few stud-
ies have validated the use of these equations in low-income
populations.

Furthermore, these equations donot estimate the TEE itself, but
rather, it usually estimates the BMR or the RMR(8,9). Briefly, the
BMR is the rate of energy expenditure that occurs while the indi-
vidual is at rest, in the post-absorptive state (12–14 h after food
intake), thus, without the influence of recent food intake and
PA(5). In turn, RMR tends to be somewhat higher (10–20%)
than the BMR since it is affected by recent food intake and recent
PA(5). Predictive equations usually extrapolate the resulting BMR
or RMR to a 24-h period, expressed in kJ/24-h, to be more mean-
ingful, referred to as the basal energy expenditure or the resting
energy expenditure, respectively(5). Noteworthy, these terms are
often used interchangeably in the literature; hence, studies may
state that the same predictive equation yields an estimate of the
BMR(10) or the RMR(11) or of the resting energy expenditure(12),
making it challenging to maintain a constant nomenclature use.

Nevertheless, in clinical practice, it is more useful to estimate
the TEE and not the BMR, since the energy deficit, as already
pointed out, must be calculated considering the TEE(13).
Hence, clinicians and researchers need to multiply the result
of such an equation by a factor that represents the PA energy
expenditure of the individuals. This factor is also known as
the PA level (PAL), which is the ratio between TEE and BMR,
expressed as multiples of BMR. Nevertheless, it is also a chal-
lenge to estimate PA energy expenditure, and consequently
PAL, in clinical practice, since it is difficult to be objectively mea-
sured. Given that the use of accurate methods, such as triaxial
accelerometers, is also expensive, the use of questionnaires,
which are usually imprecise, is common(14).

Hence, the objective of the present studywas to determine, in
low-income women with excess weight, which calculated-TEE,
obtained through the multiplication of the BMR resulting from
different predictive equations by themetabolic equivalent of task
(MET) obtained with triaxial accelerometers, shows higher
agreement compared with the TEE obtained with the use of
DLW (TEE-DLW).

Methods

Ethical aspects

The human experimental procedures conducted were all
approved by the Ethical in Research Committee of the Centro
de Estudos Superiores de Maceió, under protocol number
1588/12. All women provided written consent to participate in
the study.

Population and sample

Low-income women with excess weight (BMI > 25 and
< 40 kg/m2), aged 19–45 years, were included, using a non-
probabilistic, convenience sampling approach. These women
are mothers of undernourished children treated at the Centre
for Nutrition Education and Recovery, a non-governmental
institution, which aims to nutritionally recover undernour-
ished children, located in a shantytown on the outskirts of
Maceió-AL, a city with approximately 1 million inhabitants
and a homicide rate of sixty-four per 100 000 per year in
2017. In the specific region of the shantytown, Human
Development index is lower than 0·600, with a severe lack
of infrastructure. Individuals living there usually come from
the countryside, with an almost complete absence of a social
network, since they do not bring any family or friend
with them.

Allmotherswere invited to a screening at the centre. Pregnant
and lactating women, those with physical impairment that inter-
fered with anthropometric evaluation, those who self-reported
to be dieting or presented with weight change in the previous
month or during the 14 d of DLW assessment, and those who
reported doing upper-bodyweight-resisted exercise, which can-
not be detected by the triaxial accelerometers, were not
included. All women underwent blood collection to determine
concentrations of thyroid hormones, fasting blood glucose
and insulin, and those with altered parameters were not
included. Those who reported using antidiabetic or diuretic
drugs or were doing thyroid hormones replacement were also
not included.

Socio-economic and demographic data

A structured questionnaire was used to assess primary socio-
economic and demographic data, such as age, years of formal
schooling, number of children, the household crowding index
(the number of individuals living in the household divided by
the number of rooms in the household), labour situation and
if the household receives financial aid from the government(15).

Anthropometric measurements

Body weight was measured using a digital scale (Filizola), and
height was measured using a portable stadiometer(16). BMI
was calculated and classified according to the WHO cut-off
points(16).

Dietary intake data

Energy intake was estimated through the application of three
24-h dietary recalls in each participant, one of which at weekend
day, with the aid of a photo book to assist in the quantification of
food portions(17). In order to take into account the within-subject
variance in the multiple 24-h dietary recalls, the de-attenuation
method was used(5). The same nutritionist undertook all the
24-h dietary recalls via in-person interviews and performed
the coding and analysis of dietary assessments. More details
can be found in another publication of the present study(18).
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Doubly labelled water analysis

The TEE of the participants was estimated using the multiple-
point DLW (2H2

18O) technique, according to the recommenda-
tions of the International Dietary Energy Consultancy Group(19).
In order to receive the DLW dosage, the volunteers could not be
febrile, present oedema, should neither have practised intense
exercises the day before nor have received intravenous fluids
the week before the study. Also, they could not travel outside
the State of Alagoas within 14 d after the administration, as this
would cause a change in the source of drinking water. Initially, a
10-h fasting urine sample of all participants was collected to
serve as isotope-free basal urine. Then, all women received a sin-
gle dose of DLW. The dose of DLW was formulated considering
the estimated total body water of the included women and was
composed of 0·12 g of 99·8 % 2H-labelled water and 2 g of 10 %
18O-labelled water/kg of estimated body water. Body water was
assumed to be 50 % of the women’s body weight(20). Next, urine
samples of each volunteer were collected on the 1st, 2nd, 3rd,
7th, 12th, 13th and 14th day after dose administration.

Isotopic analysis of the samples by isotope ratio MS for 18O
(ANCA 20-20; Europe Scientific) and for 2H (ANCA 20-22;
Sercon) was performed at the Mass Spectrometry Laboratory
of the School of Medicine of Ribeirão Preto, which is accredited
by the International Atomic Energy Agency. The 2H and 18O
elimination rates were calculated according to Speakman(21).
Tap water was collected and analysed, and all calculations were
adjusted for the content of isotopes in the drinking water. The
rate of carbon dioxide production was calculated according to
Coward et al.(19). The isotope dilution spaces and TEE were cal-
culated by the comparison of the enrichment of the baseline
sample with that of the 1st, 2nd, 3rd, 7th, 12th, 13th and 14th
day samples when a plateau of enrichment must have been
reached. The enrichment of samples collected 14 d after dosing
was used to draw the 2H and 18O elimination rate. A respiratory
quotient of 0·85 was assumed to calculate TEE. The following
criteria were established for the measurements: the ratio
between the 2H dilution space and the 18O dilution space should
be from 1·01 to 1·07 and the differences in the sample triplicates
should be 5 deltas for 2H and 0·5 deltas for 18O(15,17).

Physical activity level

In order to estimate the PAL of the participants, triaxial accelerom-
eter motion sensors (ActivPAL®) were used. The participants used
the equipment for seven consecutive days, in the anterior portion
of their thigh, with the aid of an impermeable medical dressing
(TegaDerm®, 3M), during the DLW period, and were advised
not to withdraw it until the end of the specified period.
ActivPAL® has been thoroughly validated in adults. It is a reliable
measure during everyday physical activities of posture and
motion(22), and of walking, with an absolute percentage error of
approximately 1% for step number and cadence, regardless
of walking speed(23). It also accurately classifies activity intensity
categories in healthy adults(24), and it has been used as the criterion
validity measure in studies of occupational sitting and standing(25),
sedentary behaviour(26) and light-intensity PA(27). Considering that
mostly sedentary women composed our sample, we believe that
ActivPAL® would be a reliable way of measuring their PAL.

ActivPAL® computes the time that the individuals spend lying/
sitting, standing, walking and running at every tenth of a second
and thenprovides aMETestimate for thewholeperiodof usebased
on default values for sitting/lying (1·25 MET), standing (1·40 MET)
and stepping at a cadence of 120 steps per min (four MET). These
MET values are taken from the WHO report(28) and James &
Schofield(29). The software analysis of the accelerometers’ data pro-
vides the MET value for the entire period that the individuals wore
them bymultiplying theMET value for each activity by the duration
of the activity. For cadences that differ from 120 steps per min, the
following equation is used to compute the MET estimate:
MET.h= (1·4× d)þ (4− 1·4)× (c/120)× d, where c is the cadence
(steps per min) and d is the activity duration (in h). The ActivPAL®

internal equation performed reasonably well in estimating energy
expenditure during treadmill walking in females aged 15–25 years,
especially in lower intensities’ activities, which is the case of the
sample from the present study(30).

The MET value yielded by the accelerometer analysis is
closely related to the physical activity ratio concept, which is
used to estimate the PAL of an individual when using question-
naires of PA(31). When one estimate PAL through questionnaires,
it is necessary to record the time allocated (in h) to different activ-
ities performed by the individual in a day (from time spent
working in a sedentary job to physical exercise such as jogging
or swimming) andmultiply it by the reference values for MET for
each of these activities. The result of this multiplication is then
divided by the total hours (usually 24 h) to yield the mean
PAL of the individual, as a multiple of the 24-h BMR(31).
Proceeding in a similar way, in the present study, the total
MET value obtained in the 7-d period of the accelerometer analy-
sis was divided by the total amount of hours that the individuals
used the accelerometer (168 h), yielding a proxy of the individ-
ual’s PAL (estimated PAL), as a multiple of the 24-h BMR.

MET has a widely accepted definition of the amount of
O2 consumed while sitting at rest and is equal to 3·5 ml
O2 per kg body weight × min, or as 4·184 kJ/kg per h, and
is roughly equal to the cost of sitting quietly(32). It is a simple
concept that may express the energy cost of PA as a multiple of
the RMR, regardless of individual characteristics and type of
activity(33). Nevertheless, there are several critiques regarding
the adoption of this value for every individual, since it was
obtained in a sitting 40-year-old male adult(34). More recently,
the use of corrected MET values has been suggested, which
would better represent the BMR of individuals, usually
obtained as a multiple of supine RMR rather than seated
RMR. Corrected MET values are systematically lower than
the standard MET values(35). In a similar sample of obese
women from the same population of the present study, we
found a mean amount of O2 consumption of 2·82 ml/kg body
weight ×min, which is roughly equal to 3·52 kJ/kg per h, con-
sidering 1 ml of O2 consumed yields 20·92 kJ, similar to the
values reported by Byrne et al.(34). These values were used
in the present study in order to assess the accuracy and pre-
cision of the estimates of energy expenditure based on the
MET values obtained from the accelerometry analysis; in other
words, the estimated PAL obtained for each woman was multi-
plied by her body weight (in kg), by 3·52 (kJ) and
by 24 (h).
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Calculation of estimated total energy expenditure

In their seminal paper, Harris & Benedict(36) stated that BMR should
be measured with the individual ‘in a state of complete muscular
repose 12–14 hours after the last meal’. Hence, in the present study,
when the seminal paper of an equation reported that it was derived
from indirect calorimetrymeasures conducted in individualswith at
least 12-h fasting, the equation was considered to yield an estima-
tion of the BMR. The only exception was the equation provided by
the Dietary Reference Intake (DRI)(5).

The following eleven predictive equations of the BMR of the
participants were used in the present study, after a review of
the recent literature of studies using equations to assess energy
expenditure in female Brazilian populations: Anjos et al.(37),
DRI(5), FAO/WHO/UNU(31), Harris & Benedict(36), Henry &
Rees(38), Mifflin et al.(39), Owen(40), Oxford(8), Rodrigues et al.(41),
Schofield(42) and Siervo et al.(43). The formulae for these equations
are found in Table 1. As the present investigation is intended to aid
low-income settings, equations that use parameters that are not
easily collected, such as lean mass and fat mass, were
not included. The equation by Rodrigues et al.(41) does not clearly
state if individuals were in 12-h fasting in the indirect calorimetry
measurements. However, as it was conducted with a female
Brazilian population, we included it in the present analysis.

The calculated-TEE of each participant was calculated
using the factorial approach (i.e. TEE = BMR × PAL)(13).
First, each predictive equation was calculated for each partici-
pant, yielding an estimated measure of the individuals’ BMR.
The equations that yielded results in kcal were transformed
into kJ, by multiplying it by 4·184. Then, this estimated BMR
was multiplied by the estimated PAL yielded by the acceler-
ometry analysis, for each participant, to yield the calcu-
lated-TEE. According to the FAO/WHO/UNU joint report(31),
thermic effect of food is already accounted for in the PAL
when TEE is estimated using the factorial approach. The
factorial method was not applied to the DRI equation.
This equation contains a PA coefficient, which is based on
the PAL, and predicts the estimated energy requirements of

the individuals, which is already a proxy of the TEE.
According to the equation instructions, the PA coefficient
was equal to 1·00 if PAL was estimated to be ≥ 1·0 < 1·4, equal
to 1·12 if PAL was estimated ≥ 1·4 < 1·6, equal to 1·27 if PAL
was estimated to be ≥ 1·6 < 1·9 and equal to 1·45 if PAL was
estimated to be ≥ 1·9 < 2·5(5).

Statistical analyses

Three different methods assessed the agreement between the
calculated-TEE obtained with the predictive equations and
accelerometry analysis and the TEE-DLW. Firstly, the method
of Bland andAltman, using the percentage differences,was used,
since it diminishes the proportionality bias in the analysis(44).
Limits of agreement and its 95 % CI were calculated. In order
to assess which calculated-TEE yielded by the equations did
not present significant bias compared with the TEE-DLW, a
paired-sample ‘t’ test between the calculated-TEE and the TEE-
DLW was conducted. Those equations that did not show signifi-
cant differences between calculated-TEE and TEE-DLW were
considered to present a non-significant bias. To determine the
maximum allowed difference between methods in the Bland
and Altman analysis, the within-subject variance coefficient of
the energy dietary intake of the sample obtained with the use
of three 24-h food records was used as a proxy, considering that,
if the energy intake of an individual with stable body weight
varies from day to day, the estimation of the TEE may also vary.
This coefficient was 23·9 %(18), so a maximum allowed difference
of 24 % was defined as acceptable.

Secondly, the root-mean-square error between each calcu-
lated-TEE and the TEE-DLW was calculated, in which the lowest
values show better agreement between methods. Thirdly, the
concordance correlation coefficient (CCC), which considers both
the precision (the Pearson correlation coefficient) and the accu-
racy (using a bias correction factor that measures how far the
best-fit line deviates from the 45° line) for each pair of measure-
ments, was also analysed(45). The CCC equation is as follows:

Table 1. Predictive equations used to estimate energy expenditure in female populations found in the literature review (n 11)

Equation Year Formulae*

Anjos et al.(37) 2014 (8·95 ×weight)þ (8·87 × height)− (0·70 × age)− 814·3
DRI(5) 2005 448 − (7·95 × age) × physical activityþ (11·4 ×weightþ 619 × height)
FAO/WHO/UNU(31) 2001 a. 18–30 years: (14·818 ×weight)þ 486·6

b. 31–60 years: (8·126 ×weight)þ 845·6
Harris & Benedict(36) 1919 655·0955þ 9·5634 × (weightþ 1·8496) × (height− 4·6756) × age
Henry & Rees(38) 1991 a. 18–30 years: (0·048 ×weight)þ (2·562 × 239)

b. 31–60 years: (0·048 ×weight)þ (2·448 × 239)
Mifflin et al.(39) 1990 (9·99 ×weight)þ (6·25 × height)− (4·92 × age)− 161
Owen et al.(40) 1986 795þ (7·18 ×weight)
Oxford(8) 2005 a. 18–30 years: (10·4 ×weight)þ (615 × height) − 282

b. 31–60 years: (8·18 ×weight)þ (502 × height)− 11·6
Rodrigues et al.(41) 2010 a. BMI< 35 kg/m2: 407·57þ (9·58 ×weight)þ (2·05 × height)− (1·74 × age)

b. BMI> 35 kg/m2: 172·19þ (10·93 ×weight)þ (3·10 × height)− (2·55 × age)
Schofield(42) 1985 a. 18–30 years: (0·062 ×weightþ 2·036) × 239

b. 31–60 years: (0·034 ×weightþ 3·538) × 239
Siervo et al.(43) 2003 (11·5 ×weight)þ 542·2

DRI, Dietary Reference Intakes.
* The unit of measurement for weight is kg, for height is cm, for age is years. For DRI and Oxford, the height was in metres.
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CCC ¼ 2SXY
Sx þ Sy þ x̄ � ȳÞ2ð

where SXY= covariance(X, Y), Sx= var(X), Sy= var(Y). The
Spearman rank correlation was used to explore the relationship
between the PAL estimated with the accelerometers and the bias
in the calculated-TEE using the predictive equations.

Sample size was determined according to the method of Lu
et al.(46). Based on the study by Raveli et al.(47), where the two
best equations showed a mean difference of 2·5 % compared
with the TEE-DLW, and considering the mean TEE-DLW of
our sample (8983 kJ), the expected mean of the differences
for the present studywould be 222 kJ. In order to obtain a sample
that yielded an α value of 5 % and a β value of 20 %, considering
an expected standard deviation of three times the mean differ-
ence (666 kJ) and a maximum allowed difference of 24 %
(2154 kJ), the minimum required number of pairs for the
Bland and Altman analysis would be thirty-one.

All analyses were conducted using the statistical package
MedCalc Statistical Software version 18.11.3 (MedCalc Software
bvba) and an α value of 5 % was adopted.

Results

From the sixty-seven women who were mothers or relatives to
the undernourished children treated at the centre and received a
DLWdose in the study, nineteenwere excluded from the present
analysis due to being in the normal BMI range. From forty-eight
remaining women, three were excluded due to presenting less
than 7 d of accelerometer data, resulting in forty-five women
included in the present investigation. Descriptive characteristics

of the women are shown in Table 2. Regarding their estimated
PAL, the lowest value was 1·35 and the highest value was
1·65. PAL categories were distributed as follows: Three women
(6·6 %)< 1·4; forty women (88·9 %)≥ 1·4 and < 1·6 and two
women (4·4 %)≥ 1·6. The agreement between the calculated-
TEE yielded by the equations’ results multiplied by the
estimated-PAL yielded by the accelerometry analysis and the
TEE-DLW is found in Table 3, which also shows the agreement
between the estimates of energy expenditure based on the esti-
mated PAL yielded by the accelerometer analysis and the
TEE-DLW.

Accelerometry derived estimates of energy expenditure
showed good agreement with the TEE-DLW, with a bias of
–1·2 % and a CCC of 0·60. Considering all eleven equations,
only five provided a calculated-TEE that did not present a sig-
nificant bias compared with the TEE-DLW: DRI(5), FAO/WHO/
UNU(31), Harris & Benedict(36), Henry & Rees(38) and
Schofield(42). The mean percentage difference and limits of
agreement between the calculated-TEE of each of these equa-
tions and the TEE-DLWwere 1·57 (–21·1, 24·3) %; 0·81 (–21·0,
22·6); –2·28 (–23·8, 19·3) %; 2·21 (–18·8, 23·2) % and –2·05
(–25·7, 21·6) %, respectively. From these, DRI(5) and
Schofield(42) showed wider limits of agreement than the pre-
defined maximum allowed difference of 24 % and lower
CCC. Root-mean-square error was roughly equal between
the three remaining equations. Nevertheless, no equation pre-
sented the CI of the limits of agreement within the pre-defined
maximum allowed difference range. The Bland–Altman scat-
terplots for the five equations are found in Fig. 1. Table 4
shows the Spearman rank correlation coefficients for the bias,
in percentage, from each calculated-TEE and the estimated
PAL. All coefficients were equal to or lower than 0·10, except
for DRI equation, which was equal to 0·27.

Discussion

The present study demonstrated that, in low-income women
with excess weight, the calculated-TEE derived from the com-
bination between the estimated PAL and estimated BMR from
five out of eleven studied predictive equations did not show
significant bias when compared with the TEE-DLW. Three cal-
culated-TEE presented its limits of agreement within the pre-
defined maximum allowed difference range, with roughly
equal root-mean-square error. Considering all parameters,
the calculated-TEE obtained with the BMR yielded by the
FAO/WHO/UNU(31) equation performed slightly better than
the others. Nevertheless, it is noteworthy that all calculated-
TEE showed the CI of the limits of agreement wider than
the pre-defined maximum allowed difference range of 24 %,
indicating that none of the calculated-TEE satisfactorily esti-
mates the TEE-DLW in the present sample. Furthermore, esti-
mates of energy expenditure yielded by the accelerometry
analysis showed good agreement with the TEE-DLW, present-
ing a considerably low bias and the highest CCC when com-
pared with the calculated-TEE.

The majority of studies validate predictive equations against
data derived from indirect calorimetry, including in Brazilian

Table 2. Characteristics of the included women (n 45)
(Mean values and standard deviations; frequencies and percentages)

Variables Mean SD

Age (years) 31·0 5·0
Height (cm) 155·3 7·3
Weight (kg) 71·3 9·6
BMI (kg/m2) 29·6 3·2
Formal schooling (years) 6·9 3·6
Number of children 2·8 1·5
Household crowding index 1·2 0·8
Estimated PAL (24 h-multiple of BMR) 1·47 0·06
Steps/d 11 443·1 4204·7
Lying/sitting (h/d) 15·0 1·9
Standing (h/d) 6·5 1·6
Walking/running (h/d) 2·5 0·8

Frequency %

Labour situation
Housewife 27 60·0
Informal working 18 40·0
Household with uncovered floor 22 48·9
Household receiving financial aid

from the government
37 82·2

BMI classification
Overweight (25·0–29·9 kg/m2) 29 64·5
Obesity class I (30·0–34·9 kg/m2) 13 28·8
Obesity class II (35·0–39·9 kg/m2) 3 6·7

PAL, physical activity level.
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Table 3. Assessment of the agreement between the calculated total energy requirements yielded by the predictive equations multiplied by the estimated physical activity level (PAL) and the total energy
expenditure (TEE) measured with doubly labelled water (DLW) in low-income women with excess weight (n 45)
(Mean values and standard deviations and 95% confidence intervals)

Equation

TEE (kJ)* Root-mean-
square
error (kJ) Bias (kJ)

LoA

Bias† (%)

LoA LoA LL LoA UL t test Concordance
correlation
coefficient

Maximum
positive
error (%)

Maximum
negative
error (%)Mean SD LL , UL‡ (kJ) LL, UL‡ (%) 95% CI 95% CI P§

TEE-DLW
(kJ/d)

8986·8 1119·9 – – – – – – – – –

Energy intake
(kJ/d)

7522·4 1676·5 – – – – – – – – –

Accelerometry|| 8875·5 1178·4 1053·4 −111·1 −2187·4, 1965·2 −1·2 −23·9, 21·5 −30·0, −17·9 15·5, 27·5 0·48 0·60 24 −23
Anjos(37) 7307·4 821·3 1948·9 −1679·0 −3640·4, 282·2 −20·3 −42·5, 1·8 −48·3, −36·6 −4·0, 7·7 <0·01 0·22 2 −33
DRI(5) 8796·0 682·0 1065·2 −190·0 −2267·6, 1887·5 −1·5 −24·3, 21·2 −30·3, −18·3 15·2, 27·2 0·53 0·40 26 −22
FAO(31) 8854·2 542·7 1011·7 −132·6 −2120·7, 1855·7 −0·8 −22·7, 21·0 −28·4, −16·9 15·3, 26·8 0·90 0·41 23 −24
Harris(36) 9138·7 654·8 1003·7 151·9 −1815·1, 2119·5 2·2 −19·3, 23·9 −25·0, −13·6 18·2, 29·6 0·09 0·45 26 −19
Henry(38) 8740·0 689·1 997·0 −246·9 −2162·1, 1668·5 −2·2 −23·3, 18·9 −28·9, −17·7 13·3, 24·4 0·30 0·48 19 −23
Mifflin(39) 8463·4 802·1 1132·6 −523·4 −2514·8, 1468·4 −5·5 −27·5, 16·4 −33·3, −21·7 10·6, 22·2 <0·01 0·44 20 −23
Owen(40) 8074·7 487·4 1353·5 −912·1 −2894·7, 1070·6 −9·9 −31·6, 11·6 −37·3, −25·9 5·9, 17·3 <0·01 0·25 13 −30
Oxford(8) 8528·7 703·3 1114·6 −457·7 −2473·1, 1557·5 −4·6 −26·8, 17·4 −32·6, −21·0 11·6, 23·3 0·02 0·40 20 −24
Rodrigues(41) 8377·6 660·7 1137·6 −608·8 −2514·5, 1297·0 −6·4 −27·3, 14·5 −32·8, −21·8 8·9, 20·0 <0·01 0·41 14 −26
Schofield(42) 9119·9 672·4 1109·2 133·5 −2049·4, 2316·1 2·0 −21·7, 25·8 −27·9, −15·4 19·5, 32·1 0·14 0·34 30 −19
Siervo(43) 8413·6 699·6 1110·0 −572·8 −2457·6, 1311·8 −6·0 −26·8, 14·7 −32·3, −21·3 9·2, 20·2 <0·01 0·44 15 −27

LoA, limits of agreement; UL, upper limit; LL, lower limit; DRI, Dietary Reference Intakes.
* Mean calculated-TEE. Obtained from the multiplication of the BMR resulting from each equation by the estimated PAL, for each woman.
† Bland–Altman percentage mean differences. Calculated by dividing the difference between the calculated-TEE and TEE-DLW by the mean between the calculated-TEE and TEE-DLW, multiplied by 100.
‡ Lower limit and upper limit of the Bland–Altman LoA, where 95% of the differences is expected to lie between.
§ P value for a ‘t’ test for paired samples, comparing the mean calculated-TEE with the mean TEE-DLW.
|| Estimates of energy expenditure based on the estimated PAL given by the accelerometry.
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populations, which is because equations are usually built to esti-
mate BMR(48–50). Nevertheless, as pointed by Madden
et al.(51), in clinical practice, it is arguably more critical to use
equations to estimate TEE rather than to estimate BMR, since
energy deficit must be calculated considering the former and
not the latter. In their recent systematic review, Madden
et al.(51) report that only four studies comparing the agreement
between calculated-TEE that uses the BMR derived from predic-
tive equations and TEE-DLW in overweight/obese adults met
their inclusion criteria regarding the quality of the assessment,
as compared with twenty-one studies comparing results of the
equations against measured BMR.

The four studies above(52–55) were all conducted in US pop-
ulations, with diverse backgrounds. Blanc et al.(52) studied
seventy-three obese individuals aged 70–79 years, whereas
Mahabir et al.(53) evaluated forty-four post-menopausal women
with excess weight. Das et al.(54), in turn, assessed the agreement
in a group of twenty severely obese women, with a mean
age approximately 37 years old. At last, Tooze et al.(55) evaluated
314 adults with excess weight, aged 40–69 years. Hence, the
comparability of our results with the studies available in the
literature is somewhat complex.

More recently, Ravelli et al.(47) investigated the agreement
between the calculated-TEE obtained using the factorial method

Fig. 1. Bland and Altman plots for the five equations that did not show significant bias when compared with the total energy expenditure measured with the doubly
labelled water method (TEE-DLW).
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(i.e. multiplying equations-derived BMR by the estimated PAL)
and the TEE-DLW in twenty severely obese Brazilian women
before and after bariatric surgery. Although the population studied
in their investigation differs from ours, since their study was con-
ducted in the Brazilian southeast, the wealthiest region in the
country, they also found that none of the investigated equations
had a high accuracywhen estimating the TEE-DLWof thewomen,
especially after the weight loss induced by the bariatric surgery.
Considering before-surgery values, Harris & Benedict(36) and
DRI(5) equationswere indicated by the authors as themost suitable
equations that could be used in the absence of specific equations
to the target population.

It is noteworthy that two of the equations analysed in the
present study, the one proposed by Anjos et al.(37) and the other
proposed by Rodrigues et al.(41), were both specifically devel-
oped in Brazilian studies and included women with excess
weight in their samples. Nevertheless, the calculated-TEE
derived using the BMR yielded by both of thempresented signifi-
cant bias in our investigation, being the calculated-TEE obtained
using Anjos et al.(37), the one with the highest bias of all eleven
calculated-TEE. Indeed, these two equations are not very used in
clinical practice, maybe due to the almost inexistent number of
validation studies, like the present one, investigating these equa-
tions for Brazilian populations. Although it is a usual concern that
one should only use an equation for a specific population if that
equation was developed for similar populations, in the present
study, the most well-known equations, such as Harris &
Benedict(36), FAO/WHO/UNU(31) and Henry & Rees(38), which
were not developed in similar populations to ours, presented
a lower bias than the equations developed explicitly for
Brazilian populations. This may indicate that the fact that an
equation was developed using a specific population does not
necessarily turn that equation the most suitable one for similar
populations. At last, several studies have shown that one of
the most accurate equations to predict BMR in obese individuals
is proposed by Mifflin et al.(11,39,53), which did show significant
bias (5·5 %) and poor overall agreement in our study. Similar
findings were also reported by Ravelli et al.(47), which may pre-
vent the counselling of using this equation in Brazilian popula-
tions, at least if the objective is to estimate TEE, through the
factorial method, in excess weight women.

As expected in a group of obese women, the self-reported
energy intake was considerably lower than the TEE-DLW.

Given that the women were weight stable, it may be concluded
that there was a critical underreporting of energy intake, which is
a long-discussed issue(56), and a common phenomenon, espe-
cially in obese individuals(57). It has also been demonstrated in
Brazilian women(58). This issue is thoroughly discussed else-
where, with regard to the present sample(18).

Some authors opt to include a factor to represent thermic
effect of food in the calculations of the factorial method, usually
10 % of the individuals’ calculated-TEE(47). In our data, this
approach led to a worse overall agreement between calcu-
lated-TEE and TEE-DLW, overestimating the bias in the equa-
tions (data not shown). This overestimation may be explained
by the fact that, by definition, the TEE is the result of the multi-
plication of the BMRby the PAL(31). Consequently, we opted only
to discuss the analysis that did not include the 10 % addition of
thermic effect of food in the calculated-TEE.

Regarding the estimated PAL of our sample, it indicates that
the vast majority of women are sedentary and few of them are
light-active. Although comparison of this data with other
Brazilian women population is difficult, since few studies report
it using the same data that were reported here, it is possible to
conclude that our sample is much less active than other
Brazilian samples. Raveli et al.(47) found an estimated PAL of
1·65 in twenty severely obese women before bariatric surgery,
which is substantially higher than that found in the present study.
As already outlined, Raveli et al.(47) studied a significantly differ-
ent population when compared with ours. Fassini et al.(59) study-
ing Brazilian individuals with short bowel syndrome found an
estimated PAL of 1·4 for those with the disease and of 1·75 for
the sex-, age- and BMI-matched controls. Vasconcellos
et al.(60), using data from 267 000 Brazilian individuals, suggested
a PAL of 1·53 for Brazilian women aged 20–44 years, which was
substantially lower than the recommended PAL of 1·67 and close
to the PAL found in the present study. It is noteworthy that the
estimated PAL found in our sample is compatible with the def-
inition given by the FAO/WHO/UNU report(31), which states,
as an example of sedentary or light activity lifestyle ‘[ : : : ] rural
women living in villages that have electricity, piped water and
nearby paved roads, who spendmost of the time selling produce
at home or in the marketplace, or doing light household chores
and caring for children in or around their houses’. This definition
matches the setting of the present study, except for the fact that
our study was conducted in a metropolitan region, rather than in
a rural area. Nevertheless, the benefits that a regular metropoli-
tan area may offer in terms of PA are possibly not seen by the
women in our sample, given the extremely violent setting and
severe lack of infrastructure they are inserted, which makes a
walk around the streets, or doing some jogging, often not a fea-
sible option. Hence, we believe that for this population of low-
income women with excess weight, the mean PAL of 1·47 may
be initially used to estimate the TEE using the factorial method.

Our study presents two crucial limitations. The first is the lack of
data regarding the BMR of the sample, which could be an enriching
information for the comparisons with the predictive equations.
However, as the study aimed to compare the calculated-TEE
obtained by the factorial method using results of the equations
and accelerometers’ analysis, with the TEE-DLW, and not with
the BMR, the DLW method was sufficient for the analyses.

Table 4. Correlation matrix between the estimated physical activity level
and bias (in %) yielded by each calculated-total energy expenditure

Equation (bias in %)
Spearman correlation

coefficient P

Anjos et al.(37) –0·06 0·70
Dietary Reference Intake(5) –0·27 0·07
FAO/WHO/ONU(31) 0·10 0·53
Harris & Benedict(36) 0·07 0·66
Henry & Rees(38) 0·08 0·60
Mifflin et al.(39) 0·01 0·99
Owen(40) 0·11 0·44
Oxford(8) –0·01 0·93
Rodrigues et al.(41) 0·08 0·60
Schofield(42) –0·07 0·67
Siervo et al.(43) 0·07 0·67
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The second limitation is that it is pivotal to consider that all of our
calculations are severely dependent on the reliability of the esti-
mated PAL; hence, if PALwas not reasonably estimated in the sam-
ple, all calculated-TEE are negatively affected. Estimates of energy
expenditure based on the estimated PAL and a suitable MET value
for the present sample (3·52 kJ/kg per h) were calculated in order
to quantify the accuracy and precision of the accelerometry analy-
sis comparedwith the TEE-DLW.Although it performedbetter than
all calculated-TEE, based on the considerably higher CCC and
roughly equal bias and root-mean-square error, it is only possible
to say that the accelerometry estimates of energy expenditure
agreement with the TEE-DLW are moderate at best, in the present
sample. Besides, the estimation of PALwith the use of triaxial accel-
erometry data, which yield MET values, may have some concerns,
given that the basal O2 volume consumption varies among individ-
uals, which reduces the precision of MET usage(34). As already
pointed out, corrected MET values could better represent the
BMR of individuals; however, ActivPAL does not make it clear in
its manual, which MET values it, uses, although it suggests the
use of standard MET values (i.e. 1 kcal/kg per h or 4·184 kJ/kg
per h) which may introduce important bias in our analysis.

Nevertheless, in clinical practice, the estimation of PAL is much
less precise, since the practitioner relies on the reported physical
activities done by the individuals, who also need to specify the
amount of time they spent in each activity, and then, thepractitioner
matches these activities with pre-specified MET values available in
the literature. Hence, although the use of accelerometersmay show
some imprecision, in this context, it surely may be considered a
more reliable way to estimate the PAL of the individuals, supported
by several studies, as outlined in the methods section(22–26) espe-
cially in this sample of sedentary and light-physically active
adults(27). Furthermore, the correlation analysis showed that there
were no associations between the estimated PAL and the bias
between each calculated-TEE and the TEE-DLW. Indeed, the equa-
tion that showed the higher correlation coefficient, but still a weak
coefficient, was the DRI equation(5), precisely the one that asks to
categorize the PAL into a PA coefficient.

Conclusion

In conclusion, none of the eleven calculated-TEE, estimated
using the factorial method, showed the CI of the limits of agree-
ment within the pre-defined maximum acceptable difference
range of 24 %. This indicates that the use of these equations
may not be sufficiently precise to estimate TEE using the factorial
method in the context of the present study. Nevertheless, in the
absence of specific equations for this population of low-income
women with excess weight, the use of the equations of FAO/
WHO/UNU(31) may be considered in conjunction with a mean
PAL of 1·47 to estimate the TEE, using the factorial method.
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