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1. Introduction. Let SDÎ be a compact complex analytic variety of the 
complex dimension n with a positive definite Kâhlerian metric [4] ; the local 
analytic coordinates on SD? will be denoted by z = (z\ 22, . . . , zn). Now, sup
pose a meromorphic function f(z) defined on Wl as given. Then the poles and 
zero-points of f{z) constitute an analytic surface1 in 99? consisting of a finite 
number of irreducible closed analytic surfaces Ti, r2 , . . . , rK, each of which 
is a polar or a zero-point variety of f{z). The formal sum D = ZmkTjc of these 
varieties multiplied respectively by the multiplicity m^ of r& is called the divisor 
of f(z), where the multiplicities of the polar varieties are to be associated with 
the negative sign. The divisor D olf(z) can be also defined in case/(s) is a many-
valued meromorphic function, if the absolute value \f(z)\ is one-valued. Such 
a function f(z) will be called multiplicative, since, if one prolongsf(z) analytically 
along a closed continuous curve f, then/(s) is multiplied by a constant factor x(f ) 
of modulus 1 depending only on the homology class of f on 2ft. From the topo
logical viewpoint, the divisor D is a (2n — 2)-cycle on 93?. It can be readily 
verified that the divisor D of an arbitrary multiplicative meromorphic function 
must be a bounding cycle.2 Obviously a multiplicative meromorphic function 
is determined by its divisor uniquely up to a non-vanishing multiplicative con
stant. Now, assume conversely that a bounding (2w — 2)-cycle D = 2mkTk 
consisting of a finite number of irreducible closed analytic surfaces Ti, T2, . . . , 
Tk is given. Then, does a multiplicative meromorphic function having D as its 
divisor exist? This question of fundamental importance was solved affirma
tively by A. Weil in a more general form.3 His skilful method of proof of 
the existence is based on the theory of harmonic integrals but entirely differs 
from the classical potential theoretical treatment of the problem in the case of 
Riemann surfaces. 

In the present paper we shall prove the existence of the multiplicative mero
morphic function with the given divisor by a potential-theoretical method and 
give simultaneously an explicit expression of the multiplicative meromorphic 
function in terms of the integral of the Green1 s form extending over the given divisor 
[10, pp. 140-143]. In order to explain our main idea more explicitly, let us first 

Received December 9, 1949. 
1By an analytic surface we shall mean a (n — 1)-dimensional analytic subvariety of 2)?. 
2By a bounding cycle we shall mean a cycle which is the boundary of a chain with real 

coefficients. 
3Weil [12]. As to the special case n — 2, this question was solved also by the author in Japan 

independently of the results of A. Weil; see Kodaira [6]. 
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GREEN'S FORMS AND MEROMORPHIC FUNCTIONS 109 

consider a compact Riemann surface 9? with the metric ds2 = g* \dz\2, where 
z = x + iy denote local uniformization variables on 9Î. Choose two different 
points p, q on 9î arbitrarily and suppose that p or q carries respectively unit 
"charge" of positive or negative sign. The "electric potential" y(z, p, q) pro
duced by these two charges is a harmonic function of z having logarithmic 
singularities at p and q, whose existence is proved by the Dirichlet principle [13]. 
Now, let a divisor b = ^mk% of total order 0 be given, and consider the sum 

y[b](z) = Vmky(z, p*, q) 

of the potential 7(2, p, q) extending over the divisor b. Then, denoting by *dy 
the dual form yydx — yxdy of dy = yxdx + yydy, the multiplicative mero
morphic function with the divisor b is given by the formula 

(1.1) /(*) = c. exp { - y[b](z) + i *dy[b)(z)} 

where c means a non-vanishing constant [13, §17]. In the above construction 
of f(z), the negative charge at q plays merely the role of compensating term in 
order to make the total sum of the charges over 9î equal to zero and is 
cancelled in making the sum 7[b](z). Hence, replacing it by the charge of the 
total magnitude —1 distributed uniformly over the whole space 9Î, we can 
eliminate the auxiliary point q from our whole construction. This leads to 
replacing 7(3, p, q) by its mean 

7(2, p) 7(2, p, q)d(rq, 

where daq denotes the surface element g*dxdy and a is the total area of 9î. 
7(2, p) thus obtained will be called the Green's function for the compact Riemann 
surface 9Î. The Green's function is not harmonic but satisfies the inhomogeneous 
Laplace equation 

A7(s, p) = 2wg*<T~1 

and has the typical singularity — log j z—zp\ at p. By using the Green's function, 
the sum y[b](z) is represented as 

(1.2) y[b](z) = S m ^ O , p*), 

and thus the auxiliary point q has been eliminated. 
Now we turn to the compact analytic variety 2)? of an arbitrary dimension n 

with a positive definite Kàhlerian metric. Considering 9W as a Riemannian 
variety, we have, in 9ft, the Green's form yp(z, p) of any rank p, 0 ̂  p ^ 2w, intro
duced by G. de Rahm [10, pp. 140-143], which can be considered as a general
ization of the Green's function mentioned above. Indeed, the Green's form 
yp(z, p) is defined as a solution of the inhomogeneous Laplace equation having 
the typical singularity at p, and, in the simplest case of compact Riemann 
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surfaces, the Green's form y°(z, p) of the rank 0 coincides with the Green's 
function y(z, p) defined above. We may expect therefore that the Green's form 
y2n~2(z> p) of the rank 2n — 2 acts in 9ft just as the Green's function in the case 
of Riemann surfaces so that the multiplicative meromorphic function with the 
divisor D is given by such a formula as (1.1) in terms of the integral 

y[D]{z) y2n~\z, ) 

of y2n~2(z, p) extending over the divisor D, which corresponds to the sum 7[b](s) 
defined in (1.2). According to this idea, we shall first examine, in §2, the pro
perties of the integral 7[Z](s) of the Green's form extending over an arbitrary 
cycle Z, and then, in §3, we shall deduce a formula representing the Picard 
integral of the third kind with the logarithmic polar cycle D in terms of the 
integral y[D](z). The formula representing the multiplicative meromorphic 
function with the given divisor D in terms of y[D](z) will be obtained in the 
last §4. Finally we shall prove a theorem concerning the necessary and sufficient 
condition for D in order that D is the divisor of a one-valued meromorphic 
function, which can be considered as a generalization of Abel's theorem in the 
classical theory of algebraic functions [13, pp. 126-127]. 

2. Green's forms. Let SDt be a w-dimensional (topologically 2w-dimen-
sional) compact analytic variety with a positive definite Kàhlerian metric 

ds2= 2g«hdzadz* 

where zl, z2, . . . , zn denote local analytic coordinates on 5DÎ. Putting 

za= xa+ ixn+a (a = 1, 2, . . . , n)\ 

we introduce the real coordinates x1, x2, . . . , x2n on 5DÎ ; then 3D? becomes a 
2w-dimensional compact orientable Riemannian variety with the positive 
definite metric 

ds2 = 2gapdzadzP = gjkdxjdxk 

(in what follows Latin subscripts j , fe, etc., take values ranging from 1 to 2n 
and Greek subscripts a, fi denote 1, 2, . . . , n — 1 or n). Now we shall consider 
differential forms 

/ i \ 
ypjic. . . i[dx3dxk. . . dxl] - - G ) 

defined on 5DÎ, where p denotes the rank of \p. A differential form of rank p will 
be called simply a p-form. A p-form \[/ is said to be measurable, to have continuous 
derivatives or to be regular, if the coefficients $& . . . i are measurable, have 
continuous derivatives or are regular analytic functions of the real local 
coordinates X , X , t t » , X • We denote the derived form of >p by dtp and the dual 
form of \[/ by *^ or x//*; as is well known, they are defined respectively by 
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# ' = ( — ) Wjk . . . idxjdxk. . . dxl], 

where g = \gjk\- The dual derivation 8 and the Laplacian A are defined as4 

8 = *d*f 

A = - d8 - 8d. 

Again, we introduce the "contraction product" 

i p . ^ = p.fp = ( - ^——) fa. . . . . . . m*z ' • ' m\dx{dxK . . dxk] (<r$ p), 
\ (p — o-)! arl/ 

and the "inner product" 

GK 0P)G = yPp-<t>pg^dG (dG = dx*dx2. . . dx2n), 
G " 

where G means an arbitrary subdomain of SDÎ; especially in case G = 9ft, we 
write5 (\f/, 4>) for (\p, </>)gjj. Then we have the Green's formula 

(2.1) (i0p, ^>+i)G-(0p, O ^ + 1 ) G = {<t>-yp)jg^doh 
B 

where 5 is the boundary of the domain G and day denotes the surface element 
(—îy^ldx1. . . dxj~ldxj+l. . . Jx2n]. We introduce furthermore the "absolute 
value" 

IM)I = l*oo. w = I Q Î ) fe... «(*»*»• • •'(*>) I* 

of ^ at a point p in 9ft and, by its means, define the norm \\^\\G as 

> ( P ) | g*dGp. 

In case G = 9ft, we write | |^|| for |M|gft. Incidentally, by a chain or a cycle will 
be meant a chain or a cycle with real coefficients; the boundary of a chain C 
will be denoted by dC. Again, if Z is a bounding cycle in 9ft, we write Z ~ 0. 

A form ^ is said to be regular harmonic in a subdomain G of 2)?, if ^ is regular 
and satisfies the differential equations d\f/ = 0, 8$ = 0 everywhere in G. By 
a harmonic form in 9ft we shall mean a form \f/ which is regular harmonic in 9ft 
except for a nowhere dense compact subset S of 9ft ; then xf/ is said to be regular 

4Cf. de Rahm [10], Kodaira [5], Our use of the notations d, 8 coincides with that of de Rham 
[10], while our *^p à\pp correspond to ( - l)p*^p, - ù*pp of de Rham [10]. In Kodaira [5], we 
write t*, t, b for d, 5, *, respectively. 

5In the present paper we do not use the well known "outer product". 
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112 KUNIHIKO KODAIRA 

in 9DÎ — S and to be singular on 5. In case $ is regular harmonic everywhere in 
9JÎ, \p is called a harmonic form of the first kind. The linear space consisting of 
all real harmonic p-forms of the first kind will be denoted by &. Then Sp con
stitutes a finite dimensional Euclidean vector space with respect to the inner 
product introduced above.6 Choose a normalized orthogonal base [e\p, e2

p, • • • , 
e&p} of the space dn arbitrarily and put 

W(x, £) = S,e/(x)e/(?). 

The double harmonic p-form wp(x, £) thus defined is obviously independent 
of the choice of the base {e/} and therefore determined uniquely by 99Î. Now 
we associate with every differentiable p-cycle Z on 9JÏ the harmonic p-form. 

wp(x, ). 
z 

w[Z](x) = 

Then a famous theorem of W. V. D. Hodge can be stated as follows: 

THEOREM 1 (HODGE).7 The mapping Z—>w[Z] gives an isomorphism be
tween the p-Betti group {over the real field) of SSR and the space ©p of all real 
harmonic p-forms of the first kind attached to 9ft. 

In what follows this theorem will be cited as Hodgës Theorem. The character 
of the isomorphism Z —> w[Z] will become more clear if we notice that the 
relation8 

(2.2) jtw*[Z] = J(f, Z) 

holds for an arbitrary (2n — p)-cycle f, where /(f, Z) means the intersection 
number of f and Z. 

Now we put 

w[4>"](t) = O p ( , £), <f>p) = 2,(4>p, ev
p) • «/(£) 

for an arbitrary p-form <f>p with (<£p, $p) < + °°. Then we have 

THEOREM 2 (DE RHAM [10 pp. 140-143]). For each p, 0 ^ p ^ 2w, there 
exists on $1 one and only one real double p-form 

7P(*, Q = ( - T Y T ; * . . . IXM . . . *(*, 0[d**kfc. . . dxl][d?dp. . . dp] 

satisfying the following three conditions: 

(i) for every fixed £ on 5DÎ, yp(x, £) w regular with respect to x1, x2,. . . , x2n 

except for x — £ and satisfies 

(2.3) A*7P(*, £) = w'(* 0 ; 
6The fact that the space (Sp has a finite dimension can be proved independently of a famous 

theorem of Hodge. See de Rham [10, p. 138]. 
7Hodge [3, chap, in], Weyl [15]; see also Kodaira [5, §5]. 
8de Rham [10, p. 147]; see also Kodaira [5, p. 640, Theorem 17]. 
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(ii) in some neighbourhood N(£) of £, yp(x, f ) is represented as 

(2.4) yp(x, £) = E'(xt S)+pt(x), 

where ^ is regular in iV(£), and Ep(x, £) means an elementary solution [5, §7] 0/ 
Laplace's equation AE = 0 having typical singularities at £ {therefore we have 

I|T'( , «)l| < + »); 
(iii) 7P( , J) is orthogonal to all harmonic p-forms of the first kind, i.e. we have 

(2.5) (yp( ,{) , e) = 0, for allet &. 

The double p-form yp(x, £) w symmetric: 

(2.6) 7
p (^ f ) = 7'(*,*); 

/A«5, /0r arbitrary fixed x, yp(x, £) w regular with respect to £\ . . . , £2n except 
for £ = x. We have the identities 

(2.7) to'fo É) = ^T""1^, 0, 

(2.8) ***!Y'(*, I) = y2n~p(x, S). 

As a function of An variables 00 00 j * • • j 00 
2n, ê1, • • • , %2n,yp(x, £) admits continuous 

derivatives of arbitrary orders except for x = £. Furthermore the norms \\dyp( , £)||, 
||57p( , £)|| 0/ /fte derived forms dxy

p(x, £), ô«7p(^, £) #re uniformly bounded with 
respect to £ and, for an arbitrary form \f/p with continuous first derivatives, the 
identity9 

(2.9) iK$) - «#']({) = (#y'( , {), # ' ) + (*/'( , O, W ) 

holds. 
The double p-form YP(X, £) is called the Green's form of rank p. 
Incidentally, we shall mean by ^ C G that the closure of the subset {p; 

|^(p)| + 0 } of SDÎ is contained in G, G being an arbitrary subdomain of 9JÎ. 
Then the principle of the method of orthogonal projections can be stated as 
follows : 

THEOREM 3 (PRINCIPLE OF ORTHOGONAL PROJECTIONS).10 Let G be an open 
subset of 5DÎ and \// be a measurable p-form defined in G with 11 |̂ |G < + °° • Then, 
if \f/ satisfies the integral equation 

(*, AV)G = 0 

for all p-forms r\ C G having continuous third derivatives, \p is regular in G and 
satisfies A\f/ = 0. Again, if \f/ satisfies the integral equations 

(*, d\)G= 0, (*, ôrj)G = 0 
9This formula is an immediate consequence of the formula (4.5) in de Rham [10]. 
10Kodaira [5, pp. 608-609]. The method of orthogonal projections was first introduced by 

H. Weyl [14]. 

https://doi.org/10.4153/CJM-1951-014-1 Published online by Cambridge University Press

https://doi.org/10.4153/CJM-1951-014-1


114 KUNIHIKO KODAIRA 

for arbitrary (p — 1)- and (p + 1)-forms A, rj C G with continuous second deri
vatives, then \p is regular harmonic in G. 

Now we introduce for an arbitrary differentiate p-cycle Z, 0 ^ p ^ 2n — 1, 
the p-form 

(2.10) y[Z](x)= fz 7 ' ( * , ), 

which will play a fundamental role in our theory. Then, denoting the support11 

of Z by | z | , we have 

THEOREM 4. y[Z] is regular in 2ft — \Z\ and satisfies the differential equations 

(2.11) by[Z]{x) = 0, 

(2.12) ôdy[Z](x) = - w[Z](x). 

The derived form dy[Z] of y[Z] is regular harmonic in $ft — \z\ if and only if Z 
is a bounding cycle on W. Furthermore dy[Z] has the finite norm : | | ^ T [ Z ] | | < + °° 
and satisfies the integral equations 

(2.13) (dy[Z],d4,) = J z { * - * ] j , 

(2.14) (dy[Z], T) = 0 (or = 0), 

where \[/ means an arbitrary p-form having continuous first derivatives and r an 
arbitrary (p + V)-form with continuous first derivatives satisfying or = 0. 

Proof. It is obvious that y[Z] is regular in SO? — \Z\. Now, using (2.7), we get 

8y[Z](x)-

proving (2.11). Again, we obtain, using (2.3) and (2.11), 

z 
dap~l{x, 0 

z 
y»-\x, £) = 0, 

a2 

MT[Z](X) = àxdxy
p{x, £) = 

z 
[dxôxy'(x, £) + w'(tf, {)} 

dô7[Z](x) - w[Z](x) = - w[Z](*)f 

proving (2.12). Combined with the trivial relation ddy[Z](x) = 0, (2.12) shows 
that dy[Z] is regular harmonic in %Jl — \z\ if and only if Z ~ 0 since, by virtue 
of Hodge's Theorem, w[Z](x) vanishes identically if and only if Z = 0. The 
inequality ||^7[Z]|| < + c° follows immediately from the fact that the norm 
\\dyp( , £)|| is uniformly bounded with respect to £. Now, integrating the 
identity (2.9) over the cycle Z and using (2.11), we get immediately (2.13), 
while we have 

(dy[Z]y r) = (7[Z], Or) = 0, 
proving (2.14). 

UZ is a formal sumZm&Jfc of a finite number of differentiable simplexes Tk lying in 3D? assoc
iated with real coefficients mk9^0; then the support \z\ is, by definition, the set theoretical sum 
ST/c of these simplexes. 
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In case Z is a bounding cycle: Z = dC, Cbeing a differentiable (p + l)-chain 
in 5DÎ, we have the formula [10, p. 143] 

(2.15) *dy[dC] = J ( f l C ) + ( - l ) ' w*[f], c 

where 7 (f, C) denotes the intersection number of f and C. 

REMARK. The Green's forms yp(x, £) are closely related to the double 
harmonic forms e(x, £), e**(x, £) introduced in a recent paper of the author 
[5, §§14, 17]. Indeed, we have the relations 

e(x, Z) = - ôxdzyr(x, {) = - M*YP+1(*, £), 

***(*, *) = - <U*7p(x, É) = " dxda
p-l(x, £). 

3. Picard integrals of the third kind. Now we introduce 2n formally inde
pendent variables z1, z2, . . . , zn, z1, . . . , zw instead of x1, . . . , xn

t xn+1, . . . , x2n 

and rewrite p-forms $ as 

^ = 2 ( — J t̂ a/3. . . 7ô. . . * [dzadzP. . . dz? dzs. dz']. 

Again, we introduce as usual the formal partial differentiation operators 

d 

dza 2 2 \ dxa dxn+a / 

:a 2 \ dxa dxn+a / • 

As is well known, a function/(a;1, x2, . . . , x2w) of real variables x1, x2, . . . , x2n 

with continuous first derivatives is regular analytic with respect to complex 
variables z1, z2, . . . , zn if and only if df/dz1, df/dz2, . . . , df/dzn vanish iden
tically. Incidentally, a p-form \[/ of the type 

* = ("1 / ^- "y ldzadza- • • ^7]> (o ^ p ^ «> 
will be called regular analytic in a domain G, if the coefficients \l/ap. . . y are 
regular analytic functions of complex variables z1, z2, . . . , zn (whereas by a 
regular p-form we mean a p-form with coefficients which are regular analytic 
functions of real coordinates x1, x2, . . . , x2n). 

Since, by hypothesis, the metric ds2 — 2gapdzadz~P is Kâhlerian, the 2-form 

o) = ga'pldz'dzP] 

is a harmonic form of the first kind [3, pp. 168-171]. Now we define two linear 
operators Ë, A acting on differential forms as follows12: Ë is the operator which 

12These two operators were first introduced by W. V. D. Hodge [3, p. 171]. The simple defi
nitions of (5, A employed here are due to Weil [12]. 
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transforms dza, dza into i dza
y — i dza

} respectively; A is the operator which 
transforms ^ into ico • i/s where "•" means the contraction product introduced 
in §2. In tensor notations, 6, A are therefore defined as 

(ma 
Then we have 

(3.1) 

(3.2) 

(3.3) 

(3.4) 

(3.5) 

(3.6) 

and 

(3 .7) A*1"1**1 = - ( - i ) * ( » + D / 2 ( w - l ) ! g^ i . 

The formulae (3.1), (3.2), (3.3), (3.6) were proved by W. V. D. Hodge [3, pp. 
165-168, 171] by straightforward calculations, while (3.4) can be readily veri
fied. The formula (3.5) is due to A. Weil [12]. The formula (3.7) can be proved 
also by a mere calculation, so the proof might be omitted. But, because of the 
importance of that formula, we shall give here a brief sketch of the calculation. 
By the definition of the operator A, we have 

n - l 
__ i 

( A » - W X ) X = (-*)"~1««»#; • • • g^*vy°- • • * •* 

= ( - l){n-l)n/Hn-lgaKg»r . . . gyiW* • • • •>* • • • i 

= ( - l ) < » - 0 » / « » » - i ( n - 1 ) ! 2 „ ( - l)r-iGii(#py • • • «i • • • M-i i+ i • • • » 
n-l 

(Ar^#py= -(-»)""1 £&&• • • g-,***1)* • • • "'"^ 

= ( _ l ) « ( « - i ) / 2 ( - j ) « - i g a ; g ^ , . . gyi(*W • • • ™ » • • • ' 

= ( _ i)«(»-o/*(_,-)—i(» - 1)! 2 X ( - l^GxiC**1)1 • ' ' x _ 1 x+1 • ' ' ni • • • ". 

where these GxA mean minor determinants \ga(\, while * ^ is given by 

( ^ l ) l . . . »i • • • i - lA+l • • • n = g - i ( _ l ) l+M(2 /« )»^; , 

W- • • • x-i x+i • • • «i • • - » = g-i (- l)^+«-i(2/i)V1x-

Using the relations 

Sxgx^Gx;= M g ^ l . S ^ G , ; = 8x,\gai>\, g* = 2re|ga/s| , 

• M . . . i = « " ^ . . . . > i . . . i , 

. 0 7 • • • « = * g ^ x i a . . . 3 7 • • • 8 • 

A(S = (SA, 

AA = AA, 

ÔA = AÔ, 

A6 = 6A, 

Ad - dA = e-1 
86, 

(£&/"> = ( - f ) ^ , 
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we get therefore 

(A"-1*^1); = ( - 1)"(W+1V2(„ - 1)! i ^i;, 

(A»-1**1)* = - ( - l)n(n+1)/2(w - l ) ! i ^ x , 

proving (3.7). Furthermore we have 

(3.8) w* = e#, 
(3.9) (<S 0, TO = (*, J). 

As is well known, from the formula 

- (A*, *) = ( # , # ) + («*, «*) 

it follows that a form ^ m/^ continuous second derivatives is a harmonic form of 
the first kind if and only if $ satisfies A^ = 0 everywhere in 2)?. Combined with 
this fact, (3.1) shows that, if e is a harmonic form of the first kind, Ê0 is also a 
harmonic form of the first kind. Whence we conclude, using (3.8) and (3.9), 
that E0ip, fëe2

p, • . . , &ebp constitute a normalized orthogonal base of the space @p\ 
where {eip> e2

p, . . . , e&p} is a normalized orthogonal base of (§p introduced in §2. 
We get therefore 

2,<&/(*)e*/(£) = 2ve/(x)e/(£), 
or 

(3.10) 6 » 6 ^ ( x , Q = w>(x, £). 

LEMMA. We have 

(3.11) e.eryp(*, & = yp(x, {). 

JV00/. Put, for simplicity's sake, y(x, £) = EXSEYP(*> f), E(#, £) = (Ŝ Eg 
E(#, J). We fix the point £ and consider yp, f, Ep, Ê as functions of x. The 
"highest term" of the elementary solution Ep(#, £) is given by 

[(2« - 2) 02B]-M*f £)2~2WX 

s ( - r i ) *«• • • ̂  &V- • • W W- • • à* <%y... d#\[dr... <*$*#* . . . dp], 
, + T = = p \ ( T ! T ! / > , — - , ' 

a T 

where ga\ = gai(£), za = xa+ixn+a, fx = £x+ i£n+x, fi2n is the surface area of a 
2w-dimensional unit sphere, and r(x, £) means the geodesic distance from x to 
£ [5 §7]. It is obvious that this highest term remains unchanged by simul
taneous application of the operators Êar, E$. Hence we have 

E(*, f) - Ep(x, {) = r2"2wO(r)+ log (1/r). 0(1) (r = r(*, {)), 

where 0(r), 0(1) mean holomorphic functions of x1— £\ . . . , x2n — £2n having 
the orders 0(r), 0(1), respectively. On the other hand, it is obvious by (3.1) 
that E(#, f) satisfies also AÉ(x, £) = 0. Let iV(|) be a sufficiently small neigh
bourhood of £. Then we have therefore 
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(E( , {) - Ep( , £), Arj)N^) = (AË - AE, rj)Nœ= 0 

for an arbitrary p-form rj C N(£) with continuous second derivatives, and 

11 EC ,£) - Ep( , 5 ) | U Ô < + » . 

Hence, by virtue of the principle of orthogonal projections, E( , £) — Ep( , £) 
is regular everywhere in N(£). Now, using (3.1) and (3.10) we get from (2.3) 

(3.12) A,7(*, £) = wp(x, £), (* ^ 0 

while from (2.4) follows 

(3.13) y(x, f) = E(x, £) + fi(x), fi is regular in N(£). 

Comparing (3.12), (3.13) with (2.3), (2.4), we infer from the above result that 
f( > £) — 7P( » £) is regular everywhere in SDÎ and satisfies 

A{T( ,É) - 7P( ,*)} = 0; 

hence y( , f) — 7P( , J) is a harmonic form of the first kind. On the other hand, 
from (2.5) and (3.9) follows 

(f( . 0 . <&) = 0, forall«G<g'f 

while the mapping e —•» Se maps (§p isometrically on itself. Hence f( , £) — 
7P( , £) is orthogonal to all harmonic p-forms of the first kind and therefore 
y( , £) - 7P( , 0 = 0 , q.e.d. 

A compact subset r of 2JÎ will be called a c/flsed analytic surface, if, for every 
point p Ç 9DÎ, there exists a regular analytic function f$(z) of complex coor
dinates 21, JS2, . . . , zn defined in a neighbourhood N(p) of p such that T coin
cides in N(fi) with the zero-point variety oîf$(z); then 

/»>(*) = 0 

will be called a local equation of T at p. Choose the local coordinates z1, z2, . . . , 
zn so that p coincides with the origin (0, 0, . . . . 0). Then the set of all regular 
analytic functions 

h(z) = C0+ 2CaZ
a+ — ZCafiZ'Z^ 2c«072a2fls* + . . . 

2! 3! 

defined in some (not fixed) neighbourhoods of p = (0, 0, . . . , 0) constitutes a 
ring op without null divisor, in which every h(z) with h(0) ^0 is considered as a 
unit. As an element of op,/p(s) can be decomposed into the power product 

/„(*) = u(z). ny{/„G>(s)}"v (Z7(0) ̂  o) 
of irreducible factors /p(i)(s)> where the decomposition is unique up to the unit13 

U{z). In accordance with this T is decomposed in a neighbourhood of p into 
the sum 

13Cf. Bochner and Martin [1, chap. ix]. 
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r'pU r"pU . . . u Tp^u . . . 
of the branches Tp^, each of which is the zero-point variety of the corresponding 
factor/p ( ; ) (2). Obviously the local equation /p(z) = 0 of T at p is equivalent to 

/„*(*) = W>(s) = 0, 
which will be called a minimal local equation of T at p. The minimal local 
equation is characterized by the following property: Iffp*(z) is represented as 
the product 

/„*(*) = q(z)h(z) 

of two functions in op and q(z) vanishes on T in some neighbourhood N(p) of p, 
then h(z) is a unit in op, i.e., h(0)^ 0. In case, in a sufficiently small neigh
bourhood N(p) of p, T consists of a single branch r 'p and (at least) one of the 
partial derivatives dfp/dza (a = 1, 2, . . . , n) does not vanish at p, then p is 
called a simple point of r ; otherwise p is a singular point. If p is a simple point 
of r , we can choose the system of local coordinates with the origin p so that the 
minimal local equation of T at p becomes the simple form zl = 0. The set S of all 
singular points of T is an analytic subvariety of T of the complex dimension 
^ n — 2, which is called the singular locus of T. In case T — 5 is a connected 
set, T is called irreducible; otherwise V is said to be reducible. A reducible closed 
analytic surface can be decomposed uniquely into the sum of a finite number 
of irreducible ones. From the topological viewpoint, an irreducible closed 
analytic surface r is an orientable (2n — 2)-pseudo-manifold with respect to 
the "natural" orientation induced by local analytic parameter systems on 
T — 5, and thus r is a (2n — 2)-cycle. 

Now, suppose a bounding (2n — 2)-cycle D = Sm^I^ on 9JZ with real co
efficients mjc consisting of a finite number of irreducible closed analytic surfaces 
r* as given and consider the (2n — 2)-form 

(3.14) y[D](x)= JD72n-a(x, ) 

associated with D. It is to be noted here that the cycle D is not necessarily 
differentiate in the usual sense. We assume, as usual, that the variety SDÎ is 
triangulated with its subvarieties Tk into uanalytic simplexes" so that 9W becomes 
a finite simplicial complex K containing Yk as its subcomplexes.14 Then, on each 
p-simplex T of K, we can choose a real parameter system {t1, t2, . . . , tp] de
scribing every point p on T as p = p (tl, t2, . . . , tp) so that the coordinates 
xJ(p(t)) of p(/) have continuous first derivatives with respect to Z1, t2,. . . , tp in 
every inner point p of T, but the differentiability of xJ(p(t)) might break down 
on the boundary of T; while, in the usual definition of the "differentiable 
simplex," we request the existence of a parameter system {t1, . . . , tp) such 
that xj{p{t)) admit continuous derivatives with respect to 21, . . . tp everywhere 

14As to the possibility of triangulation, see Koopman and Brown [71, Lefschetz and Whitehead 
[91; cf. also van der Waerden [11], Lefschetz [8, pp. 362-369]. 
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in the simplex including the boundary. Thus, the cycle D might not be differ-
entiable. But, as one readily infers, each p-simplex T of K has a finite (p-
dimensional) area, and therefore the integral 

<j>p = +ih... ,(*) d{pc3xK - •%l) dut\ .. dt* 

converges absolutely for an arbitrary continuous p-form <t> defined in a neighbour
hood of T. This asserts the absolute convergence of the integral in (3.14). 
Furthermore, if we take for granted, as usual, the validity of the Green-Stokes' 
formula 

df = 
dC 

for an arbitrary chain C of K, the arguments expounded in §2 can be applied 
to arbitrary cycles of K, and thus Theorem 4 is valid also for y[D]. By virtue 
of Theorem 4, dy[D] is a real harmonic (2n — l)-form. Hence, putting 

(3.15) 4?ri *dy[D](x) = c/>adza - $adza 

we can introduce a 1-form <j>adza. Now we shall prove that j<t>adza is the Picard 
integral of the third kind having D as its ulogarithmic polar cycle."16 Since D 
consists of analytic surfaces, the "surface elements" of the types 

[dzHz2. . . dzn dz\ . . dzv], 
n-2 

[dsfi. . . dzy dzldz\ . . dzn] 

vanish identically on D; consequently y[D](x) has the form 

y[D](x) 1 
(2n - 2)! 

7as. . . yii . . . ;(*, &[d!Tdp. . . dr d^d'r. . . dp], 

where f«= £<•+ i £n+». Hence we get, using (3.6) and (3.11), 

<£y[D](x) = 

or 

(3.16) 

&xy(x, £) = ®*E*6t7(*> f) = 

&y[DKx) = y[D](x). 

&a(x, $ y(x, £), 

Keeping the relations SA = AË, ôA = Aô in mind, we can readily deduce from 
(3.16) and (3.5) the formula 

(3.17) Amdy[D](x) = dAmy[D](x) (m = 1, 2, . . . , n - 1). 

Indeed, if one assumes that (3.17) were already proved for m = k, then we get 
15Cf. Weil [12]. 
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Ak+1dy[D] - dAk+1y[D] = (Ad - dA)Aky[D] 

= S - ^ S A ^ P ] = S-'AH^ylD] = (SrWtylD] = 0, 

since, by (2.11), ôy[D](x) — 0. Thus (3.17) is proved by induction on m. 
Now, using (3.7) and (3.17), we get from (3.15) 

<t>Jz«+ 4>j& = d\ 4 ? r \ i ; ^ t A«-*y[D](x)\ ; 
I (» — l ) ! ; 

hence we obtain 

( 2ir(— lW»+i>/2 ) 
(3.18) 0«<fo«=<K ^ 1 ; An->y[D](x) } + 2ri *dy[D](x). 

( (n — 1) ! ; 
From (3.18) follows first that the coefficients <f>a are regular with respect to 
ff1, x2, . . . , x2n in 9ft —|-D|, where \D\ means the support of Dy i.e. \D\ = W IV 
Again, since dy[D](x) is regular harmonic in 9ft — |l>|, (3.18) yields immediately 

(3.19) d(<t>adza) = 0, 

îfMcA implies d<t>a/dP = 0 (a, 0 = 1, 2, . . . , n). Hence <t>a are regular analytic 
with respect to complex coordinates z1, z2, . . . , zn in 9ft — \D\. Moreover (3.19) 
shows that the integral jZ(t>adza is locally univalent in 9K — \D\. Thus, putting 

Hz) <j>adza+ const., 

we obtain a many valued analytic function $(z) on 9ft which is regular in%R — \D\. 
Furthermore, since, as one readily infers, the formula 

~Â4> = A ^ 

holds, the 0-form An~1y[D](x) is real and therefore the real part qf$(s) is given by 

»»(*) = 2TT{( - 1)"<W+1>/2/(W - lyjA^ylD^x) + const. 

Thus 9î$(s) is one-valued on 9ft. 
Our next task is to determine the singularities of 3>(z) on \D\. For that pur

pose, denoting the minimal local equation of each irreducible component T* 
of \D\ at p € \D\ by fk$(z) = 0, we shall compare $(*) with *Zkmk log/&p(:s) in a 
sufficiently small neighbourhood N(p) of p and show that the difference 

$(3) - 2kmk log fkp(z) 

is regular analytic in N($). Assume first p to be a simple point of16 |JD|. Then, 
in iV(p), IDI consists of a single component, say Ti, and, after a suitable choice 
of the local coordinates with the origin p, the minimal local equation of Ti at p 
has the simple form 

16Remember that \D\ is a closed analytic surface consisting of irreducible components Ti, 

rs r*. 
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fip(z) = s1 = 0. 

Now it can be readily verified that the 1-form $d log / i * satisfies the integral 
equations 

(3.20) 

(3.21) (Sdlogfq,dk)N = 0, 

where N = N(p) and rj or X means respectively an arbitrary 2- or 0-form C 
N(p) having continuous first derivatives. In fact, denoting by G(e) the cylin
drical domain js1! < e, by T(e) the cylindrical surface (JS1! = €, and putting 

1 J_ n /rw+l : S1 = X1 + i #'' 2«,' (g = ki), 
we have 

3 d log/ ip= d0 = qr2(xldxn+l- xn+ldxl) 

and therefore, by virtue of the Green's formula (2.1), 

(3W log/ip, ÔT7)AT= lim (dd, 8rj)N_Gie)= lim Jr(e)(d0 . y)jg^doj 

= lim 
e-»0 J 

2 - 2 ( x y n + 1 - x n + V 1 ) g ^ y = lim 
r(«) <-»oJ r(6) 

g - y »+ig*(x1rfo1+xn+1^n+i), 

since 
r(«) 

x'dok vanishes for j 41 k. Whence we get 

(3d log f^, ÔV)N= lim ( - l )*" 1 

r(€) 
T?1 n+1g*[d0dx2. . . dxndxn+2. . . dx2n] 

(-l^-^TT 
Vi 

vi n+igh[dx2. . . dxndxn+\ . . dx2n] = 2TT 

proving (3.20). Again we have 

(3d log/nj, d\)N= lim (d0, d\)N-GU)= ~ lim 
€ - * 0 €-+0 J rc«) 

{uey^doj 

• l im 
e-0 J rre)' 

g - 2 ( x n + l g i l _ x y n+l)Xg*^ y = l i m q~2gl n+l\g*(xn+ldon+1 - xHox) 

= lim ( - l ) n 

T(e) 

e - 0 J T(e) 

g1 n+1Xg* (cos2/? - sm2d)[dddx2. . . dxndxn+2. . . dx2n] 

proving (3.21). On the other hand, we infer from (2.13) and (2.14) that the 
1-form *dy[D] satisfies 

{*dy[Dl 8V) TJ*= mi 
r i 

1*, (*dy[D], d\) = 0. 
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Combined with (3.20), (3.21), these formulae yield 

(2r*dy[D] - 3*M log/ip, ôrj)N = 0, 

(2r*dy[D] - 3ro*J log/ip, dA)iv = 0, 
while we have 

|| 2**dy[D] - Smtd log f^ \\N$ 2TT || dy[D] \\ + \tm\ \\ dO \\N< + «>. 

Hence by virtue of the principle of orthogonal projections, the difference 

2w*dy[D] - 3mid log / ip= 3 {<j>adza- mxd log/ip} 

is regular harmonic in iV = iV(p). This implies that the difference <j>adza — rax 

d log/ip is regular with respect to real coordinates x1, 
everywhere in iV(p), while, in N(p) — T\, <f>adza and d log/ip are regular analytic 
with respect to complex coordinates z1, z2, . . . , zn. Hence 0 a ^ a — mid log/ip 
is regular analytic with respect to complex variables s1, s2, . . . , zn everywhere 
in iV(p), and therefore the difference 

<f>adza - 2mkdlogfk)p 

is regular analytic with respect to complex coordinates z1, . . . , zn everywhere in 
N(fi), since, by hypothesis,/^(z) (k = 2, 3, . . . , K) do not vanish in iV(p). 

Consider now the case that p is a singular point of | D | . Denoting the singular 
locus of \D\ by 5, we infer from the above result that <j>adza— Xmkd log fk$ is 
regular analytic with respect to complex coordinates z1, . . . , zn in every point 
q 6 iV(p) — 5, iV(p) being a sufficiently small neighbourhood of p such that 
the local equations fkp(z) —0 of Tk are available in the whole of N(p). Indeed, 
denoting for each k the minimal local equation of Tk at q by fkp(z) — 0, fkq(z) 
can be written, in a sufficiently small neighbourhood N(oi) of q, as 

/*p(s) = Uk(z)fkq(z), 

where Uk(z) is a non-vanishing regular analytic function in iV(q) ; hence we get 

<f)adza — Swarf log /*p = <t>adza — 2 w ^ log fkq — 2mkd log Uk 

proving that ^adz? — *Lmkd log fk$ is regular analytic in N(q). Thus <t>adza — 
H»mkd log /ftp is regular analytic in iV(p) excepting at most the analytic sub-
variety S C\ N(p) of the complex dimension ^ n — 2, while, by a theorem of 
Hartogs [2], an analytic variety containing all singular points of an analytic 
function of n complex variables must have the complex dimension n — 1. Hence 
(t>adza— Xmkd logfkç is regular analytic everywhere in N(p). Thus we see that, 
for every point p Ç \D\, the integral $(z) = §z<j>adza can be written as 

$(z) = 2kmk logfk$(z) + regular part, in N(p). 

Finally we shall evaluate the period 

[*t = <j)adza 

r 
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of the integral $(JS) on an arbitrary 1-cycle f. Denote by C a (2n — 1)-chain 
such that dC — D. Then, using (2.15), we get from (3.18) the formula 

(3.22) [*], = 2*i {/(f, O + J>*[f ]} . 

Thus we have proved the following 

THEOREM 5. Let D = 2kmkTk be a bounding (2n — 2)-cycle on 9JÎ consisting 
of a finite number of closed analytic surfaces Yk with minimal local equations 
fkp(z) = 0 (k = 1, 2, . . . , K). Then the integral 

2<ir(— i W » H - i ) / 2 

*D(*) = \ ' t An-17[D](x)+ 2*i 
(n - 1) ! 

*dy[D](x) + const. 

is the Picard integral of the third kind with the logarithmic polar cycle D> i.e. $D(z) 
is a many valued analytic function on 90? which is regular in 9)? — \D\ and, for 
every p Ç \D\, $D(Z) has> ^n a sufficiently small neighbourhood N(p) of p, the form 

$D(z) = Sw* log/jbp(z) + regular part, 

where y[D](x) means the integral of the Green's form y2n~~2(x, £) over the cycle D: 

y[D](x) = [ y^(x, )• 
J D 

The real part 

mD(z) = 2T { ( - 1)»^+1>/V(» - 1)! } A ^ W K * ) 

0/ ^D(Z) is one-valued on SDÎ. r&e period [3>p]$- 0/ /&e integral $D(Z) over an arbi
trary 1-cycle f is g w n fry 

[*z>]r = 2« {7(f, O + J>*[?]} (dC = P), 

where C is a (2n — 1)-chain with dC = D and w [f] means the harmonic 1-form 
of the first kind associated with the 1-cycle f in the sense of Hodge's Theorem. 

4. Multiplicative meromorphic functions. Now it is obvious how to con
struct a multiplicative meromorphic function having the given divisor D. 
Assume that a bounding (2n — 2)-cycle D = 2mkTk on 9W with integral coeffi
cients mk consisting of a finite number of closed analytic surfaces Tk is given. 
Then, constructing the Picard integral $D(Z) of the third kind as above and 
putting 

FD(z) = exp ( $ D ( S ) } , 

we get the multiplicative meromorphic function FD(Z) having D as its divisor. 
Thus we obtain the following 

THEOREM 6. Let D = XmkTk be a bounding (2n — 2)-cycle on 2)? with in
tegral coefficients mk consisting of a finite number of closed analytic surfaces Tk 

with minimal local equations fk$(z) = 0 (k = 1, 2, . . . , K). Then 
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FD(z) = c. exp 2T\\ } An^y[D](x)+i 
K (n — 1)! 

*dy[D](x)> (C9*0) 

is a meromorphic function having D as its divisor, i.e. FD(Z) is a many valued 
analytic function on W which is regular in 9JÎ — \D\ and, for every point p £ |Z?|, 
FD(Z) is represented in a sufficiently small neighbourhood N(p) of p as 

FD{z)= U(z)nk{fk$(z)}™k (U(z)j*0), 

where U{z) is a non-vanishing regular analytic function defined in iV(p). The 
absolute value 

\FD(z)\ = |c| exp 2TT { ( - l)n^y*/(n - l)\] Kn~ly[D]{x) 

of FD(Z) is one-valued on 5DÎ; thus FD(Z) is multiplicative. If one prolongs FD(Z) 
along an arbitrary closed curve f, then FD{Z) is multiplied by the factor 

(4.1) XDG") = exp 2 « {/(f, C) + / c io*[f]} (dC = D), 

where C is a (2n — I)-chain with dC = D and w[Ç\ means the harmonic 1-form 
of the first kind associated with the 1-cycle f in the sense of Hodge's Theorem. 

As was already mentioned in §1, a multiplicative meromorphic function is 
determined by its divisor uniquely up to a multiplicative constant. Hence we 
get, as a corollary of the above theorem, the following 

THEOREM 7. A meromorphic function F(z) with the divisor D = dC is one-
valued if and only if the congruence 

/(r, c) + w*[f] s 0 (mod 1) 
c 

holds for every 1-cycle f with integral coefficients. 

This theorem can be considered as a generalization of Abel's Theorem [13, 
pp. 126-127] in the classical theory of Riemann surfaces. 

Considered as a functional of 1-cycles f with integral coefficients, XD = XD(£) 
is a character of the 1-homology group IPÇM) of 5DÎ over the additive group 
of all integers. Then %D will be called the integral character [13, p. 125] assoc
iated with the divisor D. 

As a simplest example, let us consider a "torus" X obtained from the n-
dimensional complex vector space {z; z = (z1, z2, . . . , zn)} by identifying 
points which are congruent to each other with respect to the discrete subgroup 
generated by 2n linearly independent vectors 7r& = (7rfca) (k = 1, 2, . . . , 2n). 
The Kâhlerian metric 

ds2 = X=Mz*\2 

denned in the vector space is invariant under every translation 

Tv: za —• za+ va; 
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hence it can be considered as a Kâhlerian metric attached to X. Putting 

irk* = Trk
j + iirk

n+j (j = a; a = 1, 2, . . . n)% 

*ha = I TTka = \ (*kj ~ i 7Tfc
W+i) (j = a), 

we introduce real components TTJJ and covariant components 7r&a of Tot. Again, 
for simplicity's sake, we assume that |TTA/| = 1, so that the volume of X with 
respect to the metric ds2 is equal to 1. The point twk describes a closed curve 
in X when the real parameter / moves from 0 to 1 which will be denoted by f &. 
Then {f i, f 2, . . . , f2n} constitutes a base of the 1-homology group IP(X) of J . 
A base of the space (S1 of all harmonic 1-forms of the first kind is given simply 
by {dx1, dx2, . . . dx2n} ; hence we have 

w^x, £) = 7%Z1dxhdZk. 

The harmonic 1-form w[Çk] associated with fk is therefore represented as 

Now, suppose an irreducible closed analytic surface r in X to be given and 
consider the (2n — 2)-cycle 

D = mTv- mT, Tv= TVT, 

m being a positive integer. Obviously D is homologous to zero; moreover, 
constructing the "cylinder" 

c(v, r) = {tv + z-, o^ K i, ze r} 
over the surface T, we have 

D = mdC(vf T). 

From (4.1) follows therefore 

Xz>(f) = exp 2iri { m w*[f]} . 
Jc(».r) 

By a simple calculation, we obtain 

(4.2) W*[f*] = i X Aap(TtkaVfi - Vkffl>
a), 

C(î>, T) a, 0=1 

where 

,4a/3 = r ± Y 1 j (_l)»+«+*[<fei. . . dz*~Hz«+\ . . d s W . . . dp-WP+K . . dzn\. 

C(TJ, r ) is a (2w —l)-cycle which is homologous to the direct product fyX I \ 
Hence, putting 

n 
(4 .3) (?;*= i S ^a/9(7r*/97lVa- 7Tfca7T/), 

a,0=1 
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we get by (4.2) 

Qjk = [ w*[rd = /(fyX r, u) = /(r, f,x r*); 
J C(«y. r) 

thus Qjk are integers. Finally, putting 

5j being real numbers, we get from (4.2) and (4.3) 

I w*[h] = SyGi**" 
J C(v, D 

and thus obtain the formula 

(4.4) XD(f*) = exp 2iri {^Q^mV), 

where &•* = 7(r, frX J"*)-
From this formula we can deduce several conclusions concerning mero

morphic functions on %. First, since Qjk are integers, we can choose, for given T, 
the vector v and the integer m so that Yv^ Y and 2jQjkmôj= 0 (mod 1). 
Hence if X contains an irreducible closed analytic surface Y then there exists on 
X a one-valued meromorphic function with the divisor of the type D, — mYv — mT. 
As is well known, we can choose the periods -wk so that there exists on X no 
one-valued meromorphic function other than constants. Such X contains there
fore no closed analytic surface. On the other hand, in case Y is not a "cylindrical 
surface,"17 we have 

\Qjk\ = \A«\* * 0, 

and therefore we can choose v and m so that Yv y* Y and that XD coincides with 
an arbitrarily preassigned character x of IP(X). Thus, if X contains an irre
ducible closed analytic surface Y which is not cylindrical, then there exists on X 
a multiplicative meromorphic function with the divisor of the type D = mYv — mT 
whose "multiplier" XD coincides with an arbitrarily preassigned x of IP(X). 
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