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THE DICHROMATE AND ORIENTATIONS OF A GRAPH 

GERALD BERMAN 

Internal and external activities are defined for any orientation of a graph ^ 
relative to a fixed labelling of its edges. I t is shown tha t the number of such 
orientations of & having internal act ivi ty r and external act ivi ty s is 2r+sxrs 

where Xrs is the coefficient of xrys in the dichromate x ( ^ ; x, j)- I t follows tha t 
the number of orientations of & in which the resulting digraph 2) is acyclic 
is given by \P{@ ; —1)| , where P(& ; X) is the chromatic polynomial associated 
with ^ . This result was obtained by Stanley [5] using enumeration techniques. 
In case & is planar the number of orientations of *@ in which 3) is strongly 
connected is equal to \P(&', —1)| where (3' is the planar dual of &. 

1. I n t r o d u c t i o n . Let ^ be a connected finite graph (possibly with loops 
and multiple edges). We shall use the following notat ion: E the set of edges, 
m = \E\ the cardinality of E, V the set of vertices, n = \V\, p the cycle rank 
(or cyclomaiic number), p the cocycle rank (or coboundary rank), T a spanning 
tree, T' = E — T the corresponding spanning coiree, RTe the unique circuit 
determined by e Ç Tf, RT'e the unique cocircuit (or bond) determined by 
e e T. If e e T,RTe = 0 and if e G T\ RT'e = 0. 

Let ei, e2, ... . , em, m = \E\ be any labelling of the edges of &. An edge 
e G T' is externally active with respect to 7" if e is the first edge of RTe in the 
ordering determined by the labelling. An edge e d T is internally active if g 
is the first edge of i ^ ' e . We adopt the convention used in [2; 9] ra ther than 
tha t used by T u t t e [6] in which the last edges are used to define the activities. 

Let Xrs denote the number of trees for which & has r internally active edges 
and ^ externally active edges. The dichromate of ^ is then given by 

( l . l ) x(&;x,y) = E xrfiY. 
r,s 

I t can be shown {2; 6] tha t this polynomial is independent of the labelling used 
in the definition of internal and external activities. 

The dichromatic polynomial Q(& ; x, y) [8; 9] associated with ^ is related 
to the dichromate by the equation 

Q(&\x,y) = xx(^;x + l,y + 1) 

and satisfies the identi ty 

xnQ(&;x, x-1) = (x + l ) w . 
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948 GERALD BERMAN 

It follows that the dichromate satisfies the identity 

(1.2) x"- 1
x(^;x- 1 + l,x + 1) = (x + \)m. 

The chromatic polynomial P (G; X) is related to the dichromate by the equation 

(1.3) P{&;\) = X( - l ) " - 1 x(^ ; l - X , 0 ) . 

With each edge e (including loops) there is associated two orientations. An 
orientation o of & is a selection of an orientation for each e Ç E. The set of 
directed edges determined by o will be denoted by A = E(o). The correspond­
ing digraph @ = @(o) = (A, V) is an oriented graph. Although different 
orientations can lead to isomorphic oriented graphs [3] we have labelled the 
edges so that the 2n orientations can be distinguished. 

When referring to a digraph Q we shall use the terms cycle, circuit, cocircuit, 
elementary circuit, etc. as in Berge [1] instead of the words directed cycle, 
directed bond, directed elementary circuit, etc. There is no ambiguity with these 
terms, with a different meaning, when used for @. Following Berge a directed 
edge will be called an arc. Vector spaces A, A' called the cycle space and cocycle 
space are associated with the cycles and cocycles. 

It was shown by Tutte [6] that every arc of A belongs to either a (directed) 
circuit or a (directed) cocircuit of Ql, but no arc belongs to both. This theorem 
also follows from a theorem of Alinty [1 ; 4] on three-coloring the arcs of a di­

graph and can be restated as follows. 

T H E O R E M 1.1. There exists a unique partition A = AC\J Ac' into disjoint 
subsets, and a corresponding partition E = ECVJ Ec' of the edges of @ such that 
the arcs of Ac belong to circuits and the arcs of Ac' to cocircuits. In particular,if 2 
is strongly connected, then A = AC} E = Ec and if Ql is acyclic, then A = Ac', 
E =EC'. 

Let 3)c = (Acj V) denote the digraph obtained from Ql by deleting the 
edges of Ac' and let S)c' = (Ac

f, I V ) denote the digraph obtained from 2) 
by contracting the edges of Ac. &c is the union of the strongly connected 
components of 2 and 2 c' is an acyclic graph which represents the cocircuit 
s t ructures of 3 . Let ^ c = (Ec, V), &V = (Ec\ TV) denote the correspond­
ing graphs. I t is shown in [1] tha t for a strongly connected digraph Jf7 the 
corresponding cycle space has a basis consisting of p circuits where p = p(^f) 
is the cycle rank of ^ (or of the corresponding g raph) . I t follows tha t Ac 

the cycle space of 2)c has a basis consisting of p(£iïc) circuits. Similarly the 
cocycle space Kc' of 2lc' has a basis consisting of p (3tc') cocircuits. In view 
of Theorem 1.1 these are the numbers of independent circuits and cocircuits 
of Q. T h e vector spaces Ac, Ac' will be called the circuit space and cocircuit 
space of 2 . 

T H E O R E M 1.2. The digraph 2 has p(3tc) independent circuits in Ac which 
is a basis for Ac and p'(2c') independent cocircuits in Ac' which is a basis for 
Ac ' . 
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Let 0{&) denote the set of 2m orientations of ^ . Each orientation o (j O(^) 
can be represented uniquely by one of the 2m vectors 

(1.4) o = (ei, €2, . . . , cm), €,- = ± 1 , i = 1, 2, . . . , m 

where e< represents the orientation of et Ç £ in 0. For each i the numbers +1 , 
— 1 are associated arbitrari ly with the two orientations of et. 

Let Siï = (A, V) correspond to any orientation 0 Ç O(S^). Every cycle of A 
can be represented by one of the vectors. 

(1.5) U = (Ui, U2, . • • , Um), Ut = 0, zb 1, t = 1, 2, . . . , M 

where ut = 0 if the arc e2(tf) (oriented arc corresponding to et £ E) is not 
in the cycle, ux — 1 if the direction of e^o) coincides with the direction in which 
the cycle is traversed and ut = — 1 otherwise. In particular, u represents a 
circuit (of @) if every nonzero entry is the same. Every cocycle is associated 
with a nonempty subset 5 C V and is also represented by one of the vectors 
(1.5), where ut = + 1 if et(o) has only its initial endpoint in S; u{ = — 1 if 
et(o) has only its terminal endpoint in S, and ut = 0 otherwise. In particular 
a cocircuit is represented by a vector u in which every nonzero entry is the 
same. 

I t follows tha t the circuits and cocircuits of 2) (0), which are bases for 
A c(0), Ac'(o), can be obtained from an enumeration of the cycles and cocycles 
by selecting those cycles and cocycles whose representation (1.5) has all non­
zero entries 1. The enumeration of all the cycles and cocycles of £iï (0) for any 
0 G O(â^) can easily be obtained from the enumeration for any one orientation, 
say 0i = (1, 1, . . . , 1). For, let 3)\ = @{o\) and let u denote a cycle of Ql\ 
then ou = (eiWi, 62^2, . . . , emum) is a cycle of &, where 0 is represented by 
(1.4) and u by (1.5). Similarly in case u represents a cocycle. 

In Section 2 orderings are defined for the sets of circuits and cocircuits of 
2) = 2){p). This leads to a nest of subspaces of Ac, A</ and a corresponding 
part i t ioning of Ac, Ac\ This in turn determines a parti t ion of E. Internal and 
external activities r, 5 are defined for 0 and a set 0{o) C 0 (2^) (containing 0) 
of 2r+s orientations defined having the same activities and determining the 
same part i t ion of E. In Section 3 a 1-1 correspondence is shown between the 
sets 0(o) and sets of orientations corresponding to spanning trees of ^ with 
internal and external activities r, 5 (as defined by T u t t e for spanning trees). 
This correspondence is applied in Section 4 to obtain results relating strongly 
connected graphs and acyclic graphs to the chromatic polynomial, as stated 
in the abstract . 

2. External a n d in terna l act iv i t ies of a n o r i e n t a t i o n . Let Q = 3)(o) = 
(A, V) be the digraph of the orientation 0 of ^ = (E, V). The arc of A cor­
responding to e G E will be denoted by e = e(o). If S denotes any subset of A, 
let \p(S) denote the first edge of the set S = {et G E, êt (E S}. The min of a 
collection of subsets \S2\ of A is defined as follows: Sm = min {Sj} if 
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(i) yfr(Sn) ^ ^ ( S / ) , j ^ m , a n d 
(ii) if \l/(Sm) = \l/(Sj) for any j , then \f/(Sm) - Smj > \p(Sj - Snj), 

where Srnj denotes the intersection of the sets Sm, Sj and ^ denotes the ordering 
of E determined by the labelling. 

Let S)c denote the digraph associated with the circuits of 3 as defined in 
section 1. We now define a sequence of independent circuits 71, 72, . . . , yQ of 
Ac and a sequence of sets {dj, 8j C 7./1 which partition Ac into disjoint subsets. 
The circuits determine a nest of subspaces Ac

l C Ac
2 C • • • C ^cq — ̂ c where 

Ac
j is the space determined by 71, 72, . . . , yj for j = 1 , 2 , . . . , q. 
Let 3r

c
l = 3c and let {7/} be the set of circuits of Ac

l. Set 5i = min^ {7/}-
Let 3C

2 denote the diagraph obtained from @c
l by contracting <5i to a point, 

and let {7/} be the set of circuits of Ac
2. Set 62 = min {7/} . Continue in this 

way. Let 3c
k denote the digraph obtained from &c

k~} by contracting the 
circuit ô;t_i to a point, and let {7/} be the set of circuits of AC

A:. Set 

(2.1) ôt = m i n b / | . 

Since 3 is a finite digraph this procedure finishes after q steps when 3c
q 

consists of a single circuit. 
Notice that for each k the circuit 7 / of A/ corresponds to a circuit Y * / " 1 

of A^""1 for a unique ij obtained by contracting 8k-i C\ 7j
k~1 to a point. It 

follows that ôj corresponds to a unique circuit jj of Ac' containing ôjt and 
determines the space Ac

j. Further, 

(2.2) Ac = Ô! U Ô2 U . . . U 5, 

(2.3) 5, = 7fc - U djf k = 1,2, . . . , ( z 

and 

(2.4) 7 * : C 5 i W 5 2 U . . . U ô „ fe = 1,2, . . . , 2 . 

Further, the circuits of the sequence 71, Y2, . . • , yq are independent, forming 
a circuit basis for the cycles of AC

J, j = 1, 2, . . . , g. The undirected sets £^ = 
{e* £ JS|êi G ôj], j = 1, 2, . . . , g partition Ec into disjoint subsets correspond­
ing to the partition (2.2) of Ac. This is summarized in the following theorem. 

THEOREM 2.1. Let 71, 72, . . . , y q be the sequence of circuits of Ac as defined 
above. Then {yj} is a circuit basis of Ac, the sets \dj} which partition Ac into 
disjoint subsets satisfy (2.3), (2.4) and the sets {Dj} partition Ec into disjoint 
subsets. 

We now consider the effect on the ordering of the circuits {7;} and the par­
tition {Dj} of Ec, of reversing the orientation of any one of the sets 8k. Consider 
two circuits yn < yb (i.e., a < b), such that yab

 = Ya ̂  Y& ^ 0- Let na
l, M&1 

denote the corresponding circuits in which all the arcs of dj, j < a, have been 
contracted, so that M«\ M&1 are circuits of Ac

a and ixa
l = bn = min { Y / Î - Let 

Ma& = Ma1 H idb\ naa = Ma — Ma& and /X&& = M&1 — /*«&• Then /x&& contains ôb and 

( 2 . 5 ) jLtfl1 = Mao ^ Ma&5 / V = M&& ^ Mfl6-. 

https://doi.org/10.4153/CJM-1977-095-1 Published online by Cambridge University Press

https://doi.org/10.4153/CJM-1977-095-1


T H E DICHROMATE 951 

If 5a is replaced by 8a (reverse orientation) iia
l is replaced by fxa

2 and nb
l by nb

2 

where 

( 2 . 6 ) ]LXG
2 = j2aa U /Zfl&, ^ 6

2 = / I& & ^ Mao. 

This can be obtained from the vector representation (1.5). Using the same 
notat ion as above, bu t with + signs for vector addition we have the cycles 

Va1 = Pan + Vab, Mfc1 = M&& + Hab> I t f o l l o w s t h a t Jxa
l = ~ M«a ~ Vab = &aa + Ma& 

is a cycle, in fact the circuit containing la and /X&1 + Ual = M&& + Arm is the 
circuit containing 8b such tha t the arcs of da = yd have opposite orientation. 

Now consider the effect on yb of reversing the orientation of ya. From the 
definition and (2.1)-(2.4) it is sufficient to consider jua\ /V . There are two 
cases to consider \)fa £ ^xb

l and \i)fa
l G' M&1* w h e r e / a = ^(<5a). In the first case, 

fa Ç /Xa& SO t h a t ^(jUoa) > jb = ^ ( 5 & ) , ^ W ) = ^0*a&) = / a a n d ^(jLt&
2) = 

^ (/*&&) = /& implying jza
2 < JU&

2 so tha t the order is preserved. In the second 
case , / G Ç juGa so tha t /zfl

2 < JU6
2 if and only if ^(/Za&) = ^(M«&) > /&. This means 

t ha t the order yn < yb will be preserved under the transformation 8a —» <5a if 
and only if (̂/x«&) >/&. 

The two cases can be combined by sett ing 6ab = 8ayb if /„ Ç' <5«7& and 
#a& — ôa7& otherwise. Then the order ya < yb will be preserved under the t rans­
formation 8a —> 5a if ^(0«&) > /&. 

The order ya < 7& will also be preserved under the transformation 8b —» 5&. 
T o see this, first note tha t the ordering is preserved if the orientation on all 
the edges is reversed. Then reversing the orientations on ôi, ô2, . . . , ô^_i is 
equivalent to reversing the orientation on 8Q in the original, i.e., the ordering 
is preserved under the transformation 8q —* 8q if \f/(6aQ) < fq for all a < q for 
which 8ayQ ^ 0. Proceeding inductively it follows tha t the order is preserved 
under the transformation 8b —> 8b if </>(#«&) > fb for every a < b. 

This suggests the following definitions. The circuit yk is externally active (in 
Ac relative to the underlying ordering of the edges of &) if \p(dak) > fk for 
every a < k for which 8ayk ^ 0. Let 5 be the number of circuits {7^} which are 
externally active, then the orientation 0 has external activity s. 

Corresponding to each of the 5 circuits yk which are externally active there is 
a subset 8k of {8j\ which contains 8k and all sets 8bj b > k, such tha t yb is 
inactive and contains an edge fa £ 8a where 8a £ ôk. The sets 8k can be con­
structed inductively, beginning with 8a where fa = \//(Ac). In terms of this 
notat ion, the above discussion can be restated. 

T H E O R E M 2.2. Let yk denote an externally active circuit and 8k the corresponding 
subset of \8j\ as defined above. Let ok denote the orientation of & obtained by 
reversing the orientation on all the arcs of the sets 8k of 3 (0). Let /x/fc) denote the 
circuit of 3) {pk) corresponding to yj in 3 (0). Then the ordering of the circuits as 
determined by the original ordering of the edges of CS is \x\{1<) fi2{k\ . . . , M</A)-
The nest of circuit spaces Ac and the corresponding partition of Ec is the same for 
ok as for 0. 
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Analogous theorems can be obtained for 2 c' which characterizes the co-
circuits of 2. A sequence of independent cocircuits of Ac' and a corresponding 
partition of Ac' into disjoint subsets which leads to a definition of internal 
activity can be defined as follows. 

Let 2c
n = 2C' • Let {7/*} be the set of cocircuits of Ac'

k and let bk = 
min {7/*} ; 2c'

k+l is obtained from 2 c'
k by deleting the edges of bk . Continue 

until {7/*} consists of one cocircuit. Corresponding to bk there is a unique 
cocircuit yk of Ac' such that equations analogous to (2.1)-(2.4) hold and a 
Theorem 2.1' analogous to Theorem 2.1 can be stated. The effect of reversing 
the orientation on a subset bk is also analogous. The cocircuit 7 / is internally 
active (in Ac' relative to the underlying ordering of the edges of ^ ) if \l/(6ak) > 
fk for every a < k such that ba'yk

f ^ 0, where 6ak = ba'yk if êa Ç ôa'yk' and 
^ak = <V — àn

fyk otherwise. The internal activity of 0 is the number r of 
internally active cocircuits of Ac'. Every internally active cocircuit 7 / deter­
mines a subset bk of \bk) as in the case of externally active circuits. A Theorem 
2.2' analogous to Theorem 2.2 can be stated for cocircuits with primed symbols 
instead of unprimed symbols and the term internally active replacing externally 
active. 

These theorems can be interpreted for 2 since the circuits of Ac are equiva­
lent to the circuits of 2 and the cocircuits of Ac

7 are equivalent to the co-
circuits of 2. 

THEOREM 2.3. Let 0 be an orientation of & with internal activity r and external 
activity s and let {Ac

/j}, \Ac
j} be the corresponding nests of subspaces of kc', Ac 

(relative to an ordering of the edges of E). Then there is a set 0(o) C 0(@) con­
taining 2r+s orientations of rS each of which determines these same nests of 
subspaces. 

A similar statement holds for the partition {D/} VJ {Dj} of E relative to an 
ordering of the edges. 

3. Spanning trees. The circuit space Ac of 2c has a cycle basis consisting 
of the circuits 71, 72, . . . , yq where q = p(2c)- The equations (2.3) (2.4) imply 
that every (directed) circuit of 2C (and of 2) must contain one of the sets 
bj C 7jjj = 1, 2, . . . , q, so that every (undirected) circuit of &c must contain 
at least one of the edges fj = \//(8j), j = 1, 2, . . . , n. Thus the set Ec — Fc, 
where Fc = \fj} cannot contain a circuit and must be a spanning forest of 2C 

which is the union of spanning trees of its components. Similarly Ec
f — Fc', 

where Fc' = { / / } , / / = ^ ( 7 / ) , j = 1, 2, . . . , p, which is determined by the 
cocircuits of 2C\ cannot contain a cocircuit. Since @V is connected, Fc' is a 
spanning tree of &y'. In terms of E, T = (Ec — Fc) \J Fc' is a spanning tree 
of g?. 

THEOREM 3.1. Let 0 £ 0{&) and let {D/} U {Dj} be the corresponding par­
tition of E. Then T = (Ec — {fj}) ^ {//} is a spanning tree of CS where f 5 is 
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the first edge in Ec not in U KJ E) U j = 1, 2, . . . , q and jI is the first edge of Ec' 

not in \Ji<jDi,j = 1,2, . . . ,p. 

Let T(o) denote this tree associated with o. We now associate a set of orien­

tat ions 0(T) C 0(@) with any tree T in such a way tha t if T = T(o), then 

o € O(T). 
Let T denote any (spanning) tree of &. We first show tha t T together with 

the ordering of E determines a decomposition of E into two disjoint subsets 
Ec, Ec' which will be identified with the decomposition determined by o as in 
Theorems 2.1, 2 .1 ' . We do this inductively. For any set 5 C E let yp(S) denote 
the first element of 5. Set gx = eu ET^ = RTgu ET'™ = RT'(gi). Let g2 = 
f(E - £ r

( 1 ) U ET'W) and set ET™ = ET^ U RTg2, ET'™ = E / ( 1 ) U 7?/g 2 . 
Continue in this way, setting 

and 

£r(*> = £ r(*-D U 2? rg„ Er'<*> = £/<*-*> U # / & • 

The process ends when E = ET
{t) \J ET'{t). The sets ET

{t), ET'{t) are disjoint, 
for a t each stage one of the sets RTgk, RT' gu is empty and the other set is dis­
joint with ET

{k~l) U ET'{k~l). Suppose, for example, e £ Rrgj and e 6 Rr'gk, 
j 7e- k. Then gi £ ^ V e , and gk £ ^r<? which is impossible. Sett ing Ec = ET\ 
Ec' = ET

l we have 

E = ECU Ec
f, ECEC' = 0 

where Ec is the union of a set of circuits of ^ and Ec' is the union of a set of 
cocircuits. 

Le t /1 , /2 , . . . ,fQ denote the subsequence of g\, g2, . . . , gt belonging to T' and 
let fi,f2, . . . , fp denote the subsequence belonging to T. Set C* = RT}U 
i = 1, 2, . . . , q and C / = / V / / , * = 1, 2, . . . , />. Finally, set A = Ci, 
ZV = C / and in general 

(3.1) Dk= Ck- U Djt Dk
r = Ck' - U Dr 

so tha t 

(3.2) C , C U I>„ C*' C U D/. 

Equat ions (3.1), (3.2) are the analogues of (2.3) (2.4) (and their duals) . We 
can define graphs ^ c , ^ V analogous to i ^ c , <SV by deleting the edges of Ec

f 

and contract ing the edges of Ec. Since the circuits {Ck\ of &c are independent 
and the cocircuits {Ck\ of â^c ' are independent (by (3.1), (3.2)) we obtain 
theorems similar to 2.1, 2.1/. 

T H E O R E M 3.2. The circuits {Cj} are an independent set of circuits of S^c and 
the subsets {Dj} (defined above) partition Ec into disjoint subsets such that if 
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fk = \p(Ec - Uj<k Dj), then fk Ç Dk, k = 1, 2, . . . , q and V = {/,} is a 
cotree of & c such thai Cl: = RTfk-

A similar Theorem 3.2' holds lor the cocircuits of â^</. 
We now construct a set of orientations 0(T) C 0(&) corresponding to any 

spanning tree T in the following way. Suppose T — T(o) is the tree associated 
with o as in Theorem 3.1. If fk is externally active relative to T and the ordering 
of the edges then/* isthe first element of RTfh- But/* corresponds to an element 
fk of ok (ip(àk) = /*) with the property that the decomposition {Dj} was un­
changed by reversing the orientation of the arcs of dk (which includes fk). 
Thus we associate an arbitrary orientation with the arcs of CK. On the other 
hand, if f j is not externally active the circuit RTfj must contain an edge et 

corresponding to a set Ca with smallest subscript. If we have examined the 
edges in the order/ i , /2 , . . . , then/ r t has an orientation. Assign this same orien­
tation to the edges of Dj. In this wTay we associate with each active element/A: 

a subset Dk of {Dj} all of whose edges have the same orientation. That is, we 
have 5 such sets where s is the external activity of T. Since the orientations can 
be assigned arbitrarily, we have 2s different orientations of ^' c corresponding 
to T in this way. Further, if o is one of these orientations, then dj as defined 
in Section 2 corresponds to Dj with the assigned orientation and ^ ( ^ ) = fj} 

j = 1, 2, . . . , q. Similarly for &c'. 

THEOREM 3.3. Let T be a spanning tree of ^0 with internal activity r and external 
activity s. Let {DPj} KJ {DQj} denote the corresponding partition of E as defined 
above and let 0(T) denote the set of 2r+s orientations of & obtained by assigning 
arbitrary orientations to each of the sets Dp/, j = 1, 2, . . . , r; DQj, j = 1 , 2 , . . . , 
s. Then if o G 0(T), T{o) = T (where T(o) is defined in Section 3) and each of 
the orientations o G 0(T) has internal activity r and external activity s (as defined 
in Section 2). 

4. The d i ch roma te . Let x™ denote the number of spanning trees of & with 
internal activity r and external activity s. By Theorem 3.3 associated with each 
of these trees there are 2r+s different orientations with activities r, s, and 
orientations constructed from different trees cannot be the same. Let this set 
of Xr&2r+S orientations be denoted by 0(8^, r, s), i.e., 

(4.1) 0(&;r,s) = Uf 0(T) 

where the union is taken over all trees with activities r, s. By (1.1), (1.2) 

E Xr.s2
r+' = x ( ^ , 2 , 2 ) = 2™ 

where x ( ^ ; x, y) is the dichromate of &. Thus all 2m orientations of CS are 
accounted for, and we have a partition 

(4.2) 0(&) = U 0 ( ^ ; r , s) 
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of 0(@) into disjoint subsets which are in correspondence with the terms of 
the dichromate. If we substitute (4.1) into (4.2) we obtain the decomposition 

(4.3) O ( ^ ) = U 0(T) 
T 

corresponding to the expansion of x in the form 

(4.4) x(.&;*,y)= Z * r ( rV ( r ) 

T 

where r(T), s(T) are the activities of T. 

THEOREM 4.1. There are XrS2
T+s elements in the set 0(S^ ; r, s) of orientations 

of & with activities r, s, where Xrs is the coefficient of xrys in the dichromate of &. 
These sets are in I-I correspondence with the terms of the dichromate (1.1) and 
partition 0(&) into disjoint subsets. 

If 2 (o) is an acyclic graph, o is an acyclic orientation of &. In this case 
2 = 2C' and the sets 0(f§ ; r, s), s 9^ 0 are empty. It follows that the set of 
acyclic orientations 0C''(&) is given by 

Oc'(&) = U ^ ; r , 0 ) 
T 

and by Theorem 4.1 the number of acyclic orientations of & is given by 

I O C W I = E |O(^;r,0)|= Z Xro2r = X(^;2,0). 
r r 

This number can also be expressed in terms of the chromatic polynomial, for 
setting X = - 1 in 1.3 we get P ( ^ , - 1 ) = ( - l)nx(& ', 2, 0). 

Analogously, if 2)(ci) is a strongly connected graph, then 2 = 2C and 
the set of these orientations is Oc(&) = U s 0 ( ^ ; 0, s) so that \Oc(@)\ = 
x ( ^ ; 0, 2). If & is planar this can be interpreted in terms of the chromatic 
polynomial of the dual graph evaluated at — 1. 

THEOREM 4.2. The number of acyclic orientations of & is x ( ^ î 2, 0) = 
\P(&, —1)|, where x ( ^ l x, j) is ^e dichromate and P(S^;\) is the chromatic 
polynomial of &. The number of orientations of & such that 2 (0) is strongly 
connected is x ( ^ î 0> 2), and if & is planar this is also given by \P(f@'\ —1)| 
where (3' is the planar dual of &. 

A proof of this result employing enumeration techniques was given by 
Stanley [5]. Michel Las Vergnas has obtained analogous results involving 
orientable matroids. 
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