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1. Let 
n 

\£n\A) = = \£n\?Clj • • • » %n) / J CLTSXTXS 

r,s=l 

be an indefinite quadra t ic form in the integer variables Xi, . . . , xn with real 
coefficients of de te rminant D = ||ars||(TO) 9^0. The homogeneous minimum 
MH(Qn) and the inhomogeneous minimum Mj(Qn) of Qn(x) are defined as 
follows : 

(1) MH(Qn) = inf \Qn(x)\, 

(2) Mj(Qn) = sup inf \Qn(x + x0) |, 
X0 X 

where the upper bound in (2) is over all real x0 = (xi(0), . . . , xre
(0)). By a 

theorem of Blaney (2, Theorem 2) , it has been known for some t ime t h a t 
there is a constant Cn, depending only on n, such t h a t MI{Qn) < Cn\D\l,n. 
T h e least such value of Cn is known for n = 2, 3 and, recently, Birch (1) 
has proved tha t , when n — 2m and Qim is any quadra t ic form of signature 
s(Q2m) = 0, then 

(3) Mj(Q2m) < \lD\^y 

thus generalizing the special case m = 1, due to Minkowski. Although a 
similar bound MH(Qn) < Cn' \D\1/n holds for the homogeneous minimum, the 
si tuat ion is not strictly analogous. A classical theorem of Meyer asserts t h a t 
every Qn(x) with rat ional coefficients in a t least 5 variables represents 0 with 
x 7e o and this, in par t , has given rise to the conjecture t h a t MH(Qn) = 0 
for every real Qn in a t least 5 variables. T h e most impor tan t advance in this 
direction was made by Davenpor t (3), with subsequent improvements by 
others, and we now know t h a t MH{Qn) = 0 when n > 21 . However, a con­
nection between the two minima was exhibited by Birch (loc. cit.) in the 
course of his paper, in a relatively easy way, when Qn has a t least 3 variables 
and represents arbi trar i ly small non-zero values (as, for example, when 
MH(Qn) = 0 and is not a t ta ined) . Under these conditions he showed t h a t 
M^Qn) = 0. In an a t t e m p t to find a closer relation between Af7(Çre) and the 
homogeneous problem, I propose to introduce another "homogeneous" 
minimum MB(Qn) > MH(Qn) of Qn, associated with a set of n integral basis 
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vectors: let x = xr = (#i(r), . . . , xw
(r)), r = 1, 2, . . . , n, be a set of such 

vectors with 

(4) 

and define 

(5) 

det(Xi, . . . ,Xn) = ± 1 

JMQ») - inf max |Q„(xr)|f, 
' T—l, ..., n 

where the bound is over all sets of n integral vectors Xi, . 
(4). To summarize information for n = 2, 3, we have 

, xn satisfying 

MH(Q2) < 
1 

\D\l/z (Markoff)*, 

(6) 

(7) 

and 

(8) 

(9) 

2V5 
MB(Qt) < \D\1/2 (Minkowski)*, 

MjiQi) < | \D\in (Minkowski)*, 

MB{Qt) < 

MB(QS) < 

I-
1/3 

(Markoff)*, 

D 
1/3 

(Foster 5), 

MT(Qs) < 
27 
100 

D 
1/3 

(Davenport 4), 

where the numerical constant in each of these inequalities is best possible. It 
is also known (see, for example, Lemma 1) that there is some constant Cn'\ 
depending only on n, such that 

(10) MB{Qn) < Cn" |P |1 / 2 

for all indefinite forms Qn with determinant D ^ O . For forms in 4 or more 
variables, the signature assumes importance and I conjecture that 

(ID sup MB(Qn,8) = ±l,n sup MjiQn,,), 2 , 3 , . . . , 

where both bounds are over all forms QntS with fixed signature s and fixed 
determinant D ^ 0. In support of this conjecture we have (6), (7) and (8), 
(9) which settle it for n = 2,3. In this paper, I prove that for all forms of 
signature 0, 

(12) MsiQ^.o) < l#l1/2w, n = 2m. 

*For these classical results, see, for example, Koksma, Diophantische Approximationen 
(Chelsea), Kap. I l l , §§ 2, 4; VI, § 2. A short proof of Markoff's inequality for Q3 is given by H. 
Davenport, J. London Math. Soc, 22 (1947), 96-99. 
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Since the equality signs in both (3) and (12) are essential for the special 
cases 

m— 1 

(13) 22 X2i-l%2i + 2X2m-lX2m, 

# 1 = . . . = X2m—2 = 0> X2m— 1 = # 2 m = 2" 

and 
ra—1 

(14) ] C (^2z-l - X2i) + 2X2m-lX2mi 
i - 1 

respectively, the conjecture is thus established for the case s 
course of the proof of (12), I also prove that 

(15) MB(Qn) = 0 

for any form Qn in at least 3 variables which represents arbitrarily small 
non-zero values (Theorem 1). Having established this, the proof of (12) for 
2m > 4 may be conveniently divided into two cases: 

Case I: MH(Q2m,o) > 0. 
Case II: Q2m,o represents 0 with x ^ o, but does not represent arbitrarily 

small non-zero values (from the work of Oppenheim (7) we know that such 
forms have commensurable coefficients). For convenience, we shall state our 
main result in a different way. Clearly, (12) is an immediate consequence 
of the following theorem. 

THEOREM. If Q2m is any quadratic form of signature 0 and determinant D ?£ 0, 
it is equivalent, by an integral unimodular substitution, to a form with coefficients 
an, say} which satisfy 

\ati\ < \D\1/2m, i = 1,2, . . . ,2m. 

The proof in Case I (see Theorem 2) depends on a reduction* of Q2m used 
by Birch, the relevant details of which are assembled in Lemma 3. A similar 
sort of reduction is available in Case II (see Lemma 4 and Theorem 3). 

Acknowledgment. I wish to thank Dr. G. L. Watsonf for an interesting 
discussion of this problem which, in particular, led me to a proof of Theorem 1. 

2. The critical case (14). Suppose, if possible, that the form Q in (14) 
satisfies MB(Q) < \D\1/2m = 1; we shall deduce a contradiction. Since Q has 
integral coefficients, we see that there are integral vectors xr = ( x i ( r ) , . . . , xn

(r)). 
r = 1, 2, . . . , 2m, with determinant ± 1 for which Q(xr) = 0, r = 1, 2, . . . , 2m, 
But since x2 = x (mod 2), 

*The reduction theory developed by Birch in his work on the inhomogeneous problem is the 
foundation for my proof of (12) and I have borrowed freely from his paper (1) to avoid tedious 
repetition. 

fFurther properties of forms satisfying the hypotheses of Theorem 1 are contained in (9). 

(mod 1) 

0. In the 
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Q(xr) s xi{T) + . .. + xï2-z (mod 2), 

whence 

xi(r) + . . . + *£-8 = 0 (mod 2), r = 1, 2 , . . . , 2m. 

Clearly, then, det(xi, . . . , x2w) — 0 (mod 2), a contradiction. Hence 
MB(Q) > |£>|1/2m, and the equality sign in (12) is necessary. 

3. For the proof of (15), or (26) in Theorem 1, we use the following reduc­
tion of Qn. 

LEMMA 1. For n > 2, let Qn be an indefinite quadratic form of determinant 
D 5* 0. Then Qn is equivalent to a form whose coefficients aijy say, satisfy 

(16) \aij\« \D\1/H, i,j = 1,2, . . . ,n, 

and 

(17) an > 0, . . . , ann > 0, 

(18) a „ » \D\1/n {i = 1,2, . . . , » ) . 

The constant implied by the Vinogradov symbol <3C depends only on n. 
A proof of the reduction of Qn to one satisfying (16) has been given recently 
by Watson (8, Theorem 1), in the course of which he shows that Qn is equiva­
lent to 

n 

(19) YJ ai(Xi + lify CLi 7* 0, 
i=l 

where U is a linear form in Xj(J > i), ln is identically zero, and where 

(20) \at\ « |£>|1/n « \at\, an-L < 0, 

(21) an > 0. 

Since the coefficients of lt may be taken to lie between d=J, this is sufficient 
for (16). Starting from this point, our proof is confined to further reductions 
of Qn which can be made to obtain (17), (18) without disturbing (16). 

Proof. The first step is a preliminary transformation to change the form 
into one for which 

(22) a n > 0 , p | 1 ^ « a 1 1 « | P | 1 / " > atj<£\D\^ (i,j=l,2,...,n). 

Let 

(23) tn = K~1/2 (\a\ + ... + K_!|)1/2 + 1] 

and choose integers tr (r = n — 1, . . . , 1) successively with 

(24) \tr + lr(tr+1, . . . , tn)\ < J . 

By (20), we see that 
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(25) tr«l (r = l,...,n), tj > m a x j l ^ - U k l + . . . + |a„-i|)}. 

Then 

aJn2 + ï(\di\ + . . . + |an_i|) > Qn{h, . . . , tn) 
> an tj - l(\ai\ + . . . + k _ 2 | ) > 0; 

hence, by (25) and (20), 

P | 1 / n » Q „ ( / i , . . . , 0 » P | 1 / w . 

Let 8 = g.c.d.(^i, . . . , tn) and pu t ôxT* = tr, then 

g.c.d.(xi*, . . . ,xn*) = 1 

and 1 < tn = 8xn* <<C 1, whence 8 « 1. Since 

(?n(*l, • • • > tn) = 82 Qn(Xi*, . . . , *„*)> 

we also have 

\D\1/n » Q„fxi*f . . . , *„*) » |D | 1 / n , Qn(x!*9 . . . , s»*) > 0. 

We now form an integral unimodular matr ix X* with (xi*, . . . , xn*) as the 
first column, this being possible since g.c.d.(xi*, . . . , xn*) = 1. Moreover, 
tr <3C 1 implies xr* <<C 1 and so we can complete X* with elements <3C1. Applying 
the subst i tut ion x = X * x ' to Qn(x) the coefficient of x / 2 in the new form is 
equal to Qn(%i*, • . • , #»*). Hence we can assume tha t Qn satisfies (22). Now, 
with a n fixed, it is possible to modify a^ (j ^ 1), if necessary, by a subst i tu t ion 
of the type X\ — X\ ~\~ WjJ Cj wi thout violating (22) or affecting the coefficient 
of Xjc2 when k 9e j . T h e new coefficient a'jj of xf is given by 

a'jj = anfij + 2aijfij + a^ 

= àïi {(antij + dij)2 + (auajj — (£,)}. 

We select tij as the integer determined by 

Uj = a^i \a\j — auajj]1'2 — aifbïi + Qj, 1 < Oj < 2. 

T h e n 7^ <<C 1 and so the conditions in (22) are maintained. Moreover, we have 

(26j\a2ij — aiiaj:j\
1/2 + and2, liana^ — a\j < 0, 

V2^|ai^ — audjjl + dnOj + 2(and3j — aij)au 11 ana^ — an > 0 

and so, in either case, 

\D\1/n«a'jj«\D\1/n, a'jj>0. 

Applying this in tu rn , we secure the remaining conditions in (17) and (18). 

T H E O R E M 1. For n > 3, let Qn be an indefinite quadratic form of determinant 
D F^ 0, which represents arbitrarily small non-zero values. Then, for any e > 0, 
Qn is equivalent to a form with coefficients atj, say, where 

(26) \ait\ < e (i = 1 , 2 , . . . , » ) . 
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Proof. By considering — Qn in place of Qn, if necessary, we may suppose 
that the signature s(Qn) is non-negative. By Oppenheim's work (6), we know 
that an indefinite form in at least 3 variables, which assumes arbitrarily small 
values, does so with both signs. Let 5 be any positive number <e. Then, we 
can suppose that, after a suitable integral unimodular substitution, 

Qn = d(Xi + h)2 - Qn-l(*2, . . . , Xn), 
where 

(27) 0 < a < Ô 

and s(Qn) > 0. Observe that h is a linear form i n %2y • • • ) Xn and that (X_i 
is a quadratic form with determinant — D/a ^ 0. Since Qn-\ is non-singular, 
the conditions s(Qn) > 0 and a > 0 together imply that Qn-\ is indefinite. 
Thus, Lemma 1 may be applied to 

n 

\in— 1 / J O % jX jX j , 

say, and we can suppose (after a suitable transformation) that, in particular, 

0 < bii«\D/a\1/n-1 (i = 2, . . . , » ) . 

Putting xt = 1, Xjr = 0 if j > 2, j ^ z, Qra reduces to <2rc(i\ say, where 

(28) Qn^ = a ( x x + a , ) 2 - 6« 
and 
(29) 0 < aba « a\D/a\lln-1 « a1/2 l^l1'»"1, 

since n > 3. Selecting Xi = Xi* (i > 2) to be an integer for which 
I , — 1 / 2 T l / 2 i ^ i 

F u + a, - a bu I < f, 
we have 

&<*>«<* + (a^,)1/2 

« ô + |£>|1/2*-2<51/4, 

by (29) and (27). Thus with 5 chosen sufficiently small, initially, we can 
ensure that |<2^(01 < e (i = 2, . . . , n). Since the set 

( 1 , 0 , . . . , 0), (x12, 1, 0, . . . , 0), . . . , (*m, 0, . . . , 0, 1) 

has determinant 1, Qn can be transformed into a form whose diagonal elements 
are a, Qn

i2\ . • . , (?n(7° and the conclusion follows. 

4. For the proof of Cases I and II, we recall the results of Birch on the 
reduction of Q2m (Lemmas 3, 4), together with an estimate for the minimum 
of a binary quadratic polynomial (Lemma 2). 

LEMMA 2. Let <j> be an indefinite binary form of determinant —d. Then, for 
any x*, y* and any /z, there are (x, y) = (x*, y*) (mod 1) such that 

(30) \<t>(x,y) +/x | < max{2~1/2d1/2, d1/4 |/x|1/2}. 
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Proof. See Birch (1, Lemma 4). 

LEMMA 3. Let Q2m be a quadratic form in at least 4 variables of determinant 
D 9e 0 with s(Q2m) = 0 and with \Q2m\ bounded below* Then Q2m is equivalent to 

(31) f(xi + a12x2 + . . . , x2 + . . .) + Q2m-2(xd, . . . , x2m), 

where \p is an indefinite binary quadratic form of determinant —d, say, where 

(32) 0 < d < (I)™"1 \D\l,m 

and \Q2m^2\ is bounded below. 

Proof. See Birch (1); this follows from his Lemmas 9, 10, and 11. 

LEMMA 4. For m > 1, let Q2m be a rational quadratic form with determinant 
D T̂  0 and signature 0, that represents 0 non-trivially. Then it can be expressed, 
equivalently, as 

(33) Q2m = \p(xx + a12x2 + . . . , x2 + . . .) + Q2m-2(x^ . . . , x2m), 

where either 

(34) yp = 2a(x1 + . . .)x2 and 0 < a < \D\1/2m 

or 
(35) dty) < \D\1/m and m > 2. 

Proof. See Birch (1, Lemma 12). This result is not stated explicitly, although 
it is an easy deduction from Lemma 12 and the argument of the Corollary. 

5. Case I. 

THEOREM 2. For m > 1, let Q2m be a quadratic form in 2m variables of deter­
minant D y£ 0 with signature 0 and with \Q2m\ bounded below. Then Q2m is 
equivalent to a form which satisfies 

(36) \ait\ < ( f ) - \D\^ . {i = 1, 2, . . . , 2m), 

where 

.„_. _ / i ( f« - 3) + 2-<"-» for m>3, 
{61) "m~\ 0 form =1,2. 

Remarks. In the proof, we put Xm = (f)'™ and use the relations 

(38) Xi = X, = 1 and Xm
2 = ($)*<—» XM_, (w > 2), 

which are easily verified for m = 1,2, while for m > 3, we have 

2ym - i(«» - 2) = m - 3 + 2-<"-» - i(f» - 2) = i ( w - 4) + 2- (m-2> = ?m-i. 

Note also that 

(39) \m = (|)i(»-3)+2(-+2 ' > (f)i(»-» for m > 2. 

*I.e., Kff«?2m) > 0. 
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Proof. The case m = 1 is well known, having been established by Min­
kowski. For m > 2, we use Lemma 3 to reduce Q2m to the form 

lK*l + #12*2 + • • . , X2 + . . .) + (?2m-2(X3, . . . , X2w), 

where \p is an indefinite binary quadratic form of determinant — d, say, satis­
fying 

(40) 0 < d < (f)™-1 \D\1/m 

and where IÇ2W-2I is bounded below. Since Q2m-2 has signature 0 and deter­
minant — D/d 7* 0, we may proceed by induction on m. Suppose then that 
the theorem holds for all such forms in 2m — 2 variables; we shall deduct 
that it then holds for 2m variables. Thus, by a suitable reduction of Q2m-2 
we may suppose that 

(41) I$2-21 = \Q2m-2(xs(r\ . . . , x2J
r))\ < \m^(\D\/d)1/2m-2 

for r = 3, . . . , 2m, where 

x (D _ i 1 if r = s, 

Now, for each r > 3, we select integers Xi(r), x2
(r) such that 

|(22w(xi(r), . . . , x2w
(r ))| = |^(xi ( r ) + a12x2

(r) + ar, x2
(r) + 0r) + $ 2 - 2 | , 

say, is small. By Lemma 2, we can arrange that this does not exceed 

f / i 7 \ l / 2 \s\(r) I 1/2 T 1 / 4 ) ^ J 1 / 5 \ ( w i - l ) / 2 i 7 ^ i l / 2 m , 1 / 2 i ( m - 2 ) / 4 | n | l / 2 w l 

max{(i^) , |Ç2m-2| d } < m a x W U) |Z>| , XOT_id | £ | J 

= X^IZ) l /2w 

by (40), (41), and (38). Having chosen (xi(r), . . . , x2m
{r)) for r > 3 with 

x r
( r ) = 1, xs

(r) = 0 if 5 T^ r, r > 3, 5 > 3, it suffices to take 

X8(0 = . . . = x2J
T) = 0 and 

X i ( 1 ) X 2
( 1 ) 

X l < 2 ) X2<2> 
= ±1 

for r = 1, 2. Then 

<22w
(r) = ^(^i ( r ) + aia*2(r\ x2

(r)), r = 1, 2, 

and we appeal to the case m = 1 of the theorem to obtain 

|$2| < <*1/2 < (^-«"iz?!1'*» < x^i1'2"*, 

by (40) and (38). This completes the proof. 

6. Case II. 

THEOREM 3. For m > 1, let Q2m be a rational quadratic form of determinant 
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D ^ 0 with signature 0, which represents 0, non-trivially. Then Q2m is equivalent 
to a form which satisfies 

(42) \au\ < \D\^m ( i = 1,2, . . . , 2 m ) . 

Proof. By Lemma 4, we can reduce Q2m to the form 

(?2w = ^ ( X i + ai2X2 + • • • , X2 + . . .) + <22m-2(x3, . . . , X2m), 

where either 

(a) ^ = 2a (xi + a12x2 + . . .)x2 and 0 < a < |£>|1/2W 

or 

(b) d($) < \D\1/m and m > 2. 

In case (a) we select 

( (1 ,0 , . . . , 0 ) if r = 1, 
(*x<'>, . . . , W > ) = < W , 1, 0, . . . , 0) if r = 2, 

(x2
(r) = x / r ) = 1, xs

(r) = 0 if 5 ^ r, r > 3, 5 > 3. 

For r = 1, (?2m = 0 and for r > 2, Ç2m takes the value 

2a(xx
(r) + a12) + a ( r ) , say. 

Then, by a suitable choice of Xi(r), we have 

(43) \Q2m\ <a< \D\^m. 

To complete the proof, we proceed by induction on m. Suppose then that 
the theorem is true for 2m — 2 variables, we shall deduce that it then holds 
for 2m variables. We know that it is true for m = 1 (Minkowski), so we 
may assume that m > 2. Since we have dealt with case (a), it suffices to 
consider case (b). Applying our inductive hypothesis to Q2m-2, we can assume, 
after a suitable reduction, that xr

{r) — 1, xs
( r ) = 0, s ^ r, r > 3, s > 3 gives 

(44) |Q&_S| = !<22m-2(x3
(r\ . . . , x2M

(r))| < \D/d\ll2n~\ 

whenever Q2m-2 represents 0 non-trivially. However, by Theorems 1 and 2, 
we know that this holds, even if Q2m-2 does not represent 0. Hence, arguing 
as in Theorem 2 and using Lemma 2, we can choose Xx(r\ x2

( 0 (r > 3) so 
that 

|(?2m(xi(r), . . . , x2m
{r))\ = |^(#i ( r ) + ai2x2

(r) + ar, x2
(r) + (3r) + Q2m-2\, say, 

^ | / i j \ l / 2 \n(r) I 1/2 71/4) 

< |Z)|i/2^ (r = 3, . . . ,2m), 

by (b) and (44). Similarly, with x3
( 0 = . . . = x2m

{r) = 0 (r = 1, 2) we have 

|Ç2w
(r) | = |iK*i<r) + a12x2

( '\ x2
( r ))| < ^1/2 < |#|1 / 2 m , 

on appealing to the known result for two variables. This completes the proof. 
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Having established Theorems 1, 2, and 3 the main theorem is also com­
pleted. 
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