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Plasma jets are widely investigated both in the laboratory and in nature. Astrophysical
objects such as black holes, active galactic nuclei and young stellar objects commonly emit
plasma jets in various forms. With the availability of data from plasma jet experiments
resembling astrophysical plasma jets, classification of such data would potentially aid
in not only investigating the underlying physics of the experiments but also the study
of astrophysical jets. In this work we use deep learning to process all of the laboratory
plasma images from the Caltech Spheromak Experiment spanning two decades. We found
that cosine similarity can aid in feature selection, classify images through comparison
of feature vector direction and be used as a loss function for the training of AlexNet
for plasma image classification. We also develop a simple vector direction comparison
algorithm for binary and multi-class classification. Using our algorithm we demonstrate
93 % accurate binary classification to distinguish unstable columns from stable columns
and 92 % accurate five-way classification of a small, labelled data set which includes three
classes corresponding to varying levels of kink instability.
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1. Introduction

Big data and machine learning are monumental to the furthering of science. With
many existing large image data sets (Deng et al. 2009; Deng 2012), machine learning
and deep learning have become extremely effective at classifying such data (An et al.
2020; Dai et al. 2021). Data sets for classification consist of different object types, or
classes, and the true class labels for the images are known as the ‘ground truth’. The task
of classifying images given the ground truth of a training data set is known as supervised
classification. In this study we perform classification of greyscale images from the Caltech
Spheromak Experiment (Bellan 2018), where plasma jets and spheromaks are created and
photographed in a vacuum chamber. Initial classification of data from this experiment
is desirable in that it provides a starting point for further investigation into machine
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FIGURE 1. We conduct classification using the cosine similarity between feature vectors that are
extracted from images. In order for classification to be conducted, the vectors must greatly align
for images in the same class compared with images in different classes. Classification reduces to
probing if a vector lies within a particular range in the binary classification case (shown above)
or choosing the closest target region in the multi-class classification case. In this example, the
similar image would be classified in the same class as the target image, while the dissimilar
image would be classified out of the class.

recognition of the underlying physics in the experiment from optical images, as well as
extrapolation from laboratory plasma jets to our understanding of astrophysical plasma
jets.

Convolutional neural networks (CNNs) are known to excel at supervised image
classification (see Sharma, Jain & Mishra 2018), where they achieve state-of-the-art
accuracy on benchmarks such as the ImageNet benchmark (Russakovsky et al. 2015).
Feature engineering is another common practice in machine learning and classification,
where hand-defined, or engineered, features of images are often used in classification tasks
to differentiate between images. The values of these features are organized into an array,
which is used as a feature vector representing an image in the feature space. This study
classifies both engineered feature vectors and output feature vectors from CNNs through
the angle between feature vectors or similarly, the cosine of the angle between feature
vectors known as the cosine similarity. Figure 1 displays a mock example of how this is
done.

Cosine similarity has been used in face verification (Nguyen & Bai 2011), it can
replace the dot product between output layers and weight vectors before activation layers
in multi-layer networks (Luo et al. 2017), and it has been used to select robust feature
subsets in genomic data analysis (Xie et al. 2021). Cosine similarity has also been used to
adaptively refine clustering results in a pairwise binary classification scheme (Chang et al.
2017), and it is used in natural language processing to compare word embeddings (see
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Image classification with cosine similarity 3

Young et al. 2018). Cosine similarity has not yet been used to classify laboratory plasma
images, and an algorithm that performs well using it to classify feature vectors is desirable
given its simplicity. In this work we describe laboratory plasma image classification using
cosine similarity.

In addition, this study uses AlexNet (Krizhevsky, Sutskever & Hinton 2012), one of
the most well known CNNs, to achieve notably accurate transfer learning. Furthermore,
we use cosine similarity of image feature vectors as a loss function for our instance of
AlexNet to select relevant features, and to classify images directly. If cosine similarity
shows reasonable results in the ability to characterize similarity/difference between vectors
in different classes based on specific features, then it should also be able to perform
in a simple classification algorithm using vector direction comparison akin to the mock
example from figure 1. This work validates this idea by selecting features that distinguish
the feature vector directions for images in a specific class from others. We train an instance
of AlexNet to increase the cosine similarity of output feature vectors of images in the
same class while attempting to orthogonalize feature vectors of images in different classes.
We find that using a simple direction comparison algorithm with the output vectors from
this instance of AlexNet achieves classification accuracies notably higher than those of
traditional transfer learning with cross-entropy.

The remainder of this work is organized as follows. In § 2 we give the details of the
algorithms and image processing procedures while noting results obtained in using cosine
similarity for feature selection and classification with AlexNet, in § 3 the results and
implications are assessed and future avenues are discussed and in § 4 the key ideas from
the paper are summarized.

2. Methods and results
2.1. Data sets

Our goal is to classify plasma jet images from the Caltech Spheromak Experiment
(Hsu & Bellan 2003), where laboratory plasma jets are created and rich phenomena
including kink instabilities are observed. Thus, our data sets consist of images sorted from
this experiment. We create two data sets, one small data set (about 1000 images) with
ground-truth labels and one large data set (about 45 000 images) with no ground-truth
labels.

For our small data set we sort the data into five classes, pertaining to five types of images
that appear frequently in the experiment. Figure 2 shows a representative image from each
class as an example, with a false colour map on each greyscale image. The classes are as
follows: haze, which corresponds to a general diffuse and spread-out plasma configuration;
spider, which corresponds to an initial eight plasma arcs tracing a background poloidal
magnetic field occurring near the inception of a plasma jet; column, a straight plasma jet
showing little kink instability; kink, an unstable column showing kink instability akin to
a corkscrew shape; and sphere, corresponding to anomalous spherical arrangements of
pixels and plasma columns breaking off from the jet to form spheromaks. The number of
images in each class for this small data set is 226, 111, 130, 295 and 390 for haze, spider,
column, kink and sphere, respectively. We split each class in this set with a randomly
distributed fractional split of 0.5, 0.25 and 0.25 and compile the corresponding splits of
each class for training, validation and test sets, respectively.

For our large data set, we separate images from the total data of about 300 000 raw
images using an instance of ResNet152 (He et al. 2015) to distinguish between images
based on quality. We select 45 000 high-quality images for our large, unlabelled data set.
We set aside this large data set without labels for use in § 2.6 at the end of this work. For
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FIGURE 2. An example image from each of the five classes in the small data set. The classes are
haze, spider, column, kink and sphere. Each class contains 226, 111, 130, 295 and 390 images,
respectively. Note that the images feature a false colour map.

(a) (b)

FIGURE 3. An example of an image from the kink class with the four distributions yielded to
extract features. Note that the image features a false colour map. Distributions P(x, y), P(x) and
P( y) are distributions of the intensity (a), while P(v) is a histogram of pixels with particular
values (b). Features are extracted from statistical and information theoretic quantities of these
four distributions.

a thorough introduction to the experiment yielding these images and the theory involved,
see Bellan (2018).

2.2. Feature selection using cosine similarity
To classify our small data set, we first turn to statistical and information theoretic features
of images. We conduct feature extraction on our data set, inspired by the ability to view
a greyscale image as a two-dimensional intensity distribution. We transform each image
into four statistical distributions, P(x, y), P(x), P( y) and P(v), for the collection of features
from these distributions. An example of these distributions obtained from an image can be
seen in figure 3, which displays an image, projections to the three distributions, P(x, y),
P(x) and P( y), and an example of the P(v) distribution retrieved from the image. The
quantitative description of each distribution is expressed in the Appendix. In order to
obtain P(x, y), the greyscale image matrix is normalized by dividing by the full intensity
value of the image. Distributions P(x) and P( y) are obtained by summing along the y axis
and x axis of the image, respectively, then normalizing by the total intensity of the image.
Distribution P(v) is obtained by taking a histogram of pixel values of an image.

With four distributions, we extract nineteen basic features from statistical and
information theoretic quantities of the distributions, and we also include the total intensity
value of each image as a feature. The quantitative description of each feature is expressed
in the Appendix. The features are quite natural and easily calculable from an image and
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its distributions. They are as follows: the total intensity of the image (one feature), the
raw mean and central variance of the P(x), P( y) and P(v) distributions (six features),
the third and fourth standardized moments of the P(x), P( y) and P(v) distributions (six
features), the entropy of each distribution (four features), the conditional entropies of the
P(x, y) distribution (two features) and the mutual information between the P(x) and P( y)
distributions (one feature). These features can be computed on different pixel value ranges,
allowing more features to be computed. We opt to compute the features on pixels valued
from 200 to 300.

In order to search for features that can distinguish classes, we create ‘cosine similarity
matrices’ which display the pairwise average cosine similarity of classes. Generally, for
each pair of classes, we compute the cosine similarity (= û · v̂) for each pair of vectors
between the classes and calculate the average. We then display the results in a cosine
similarity matrix, where the cross-sections display the average cosine similarity value
obtained between classes. It is expected that a proper feature set will have a matrix
with diagonals, which include the similarity of each class with itself, with higher values
compared with the off-diagonals, such that a matrix with diagonals of 1 and off-diagonals
of −1 would be the perfect result.

Specifically, we compute cosine similarity matrices yielded from all subsets of two
features from the original twenty features and exhaustively search for a well-behaved
cosine similarity matrix indicating features geared towards a specific classification task.
In figure 4 we show a selection of a cosine similarity matrix from this search, with
the mutual information of the P(x) and P( y) distributions, I(x, y), and the mean of the
P( y) distribution for the features. From the cosine similarity of class one (spider) with
itself compared to the cosine similarity of class one with the other four classes, these
two features show potential for a binary, class one versus non-class one (spider versus
non-spider) classification simply using comparison of feature vectors with a representative
sample of class one vectors. Unfortunately, we do not see any matrices optimized for a full
five-way classification of the data set from cosine similarity matrices of all possible feature
vectors of length two, three and four from our list of twenty features. Thus we conclude
that these features are not good choices for our five-way plasma image classification goal.

2.3. A binary classification algorithm using cosine similarity of feature vectors
We opt to construct a simple classifier using feature vector direction comparison for
the following two reasons: one, to demonstrate the uses of cosine similarity for feature
extraction by using the algorithm on the feature vectors that yielded figure 4; and two,
for the potential of the algorithm to be used with vectors that yield a more well-behaved
cosine similarity matrix and potential for multi-class classification.

Our binary classification algorithm is diagrammed in figure 5 and outlined in the
Algorithm 1 block. It is essentially a vector direction comparison algorithm. We first
‘train’ the algorithm by selecting a representative sample of training images from the
class. We extract feature vectors from each image in the training sample, and we compute
the average cosine similarity of a large number of random pairs of feature vectors within
the sample. Here the algorithm ‘learns’ the similarity of images belonging to that class.
The cosine similarity values calculated from ‘training’ have a distribution with a training
mean, μ, and training standard deviation, σ . A test image, to be classified as in the class or
not, is introduced to the algorithm, where its features are extracted and its cosine similarity
is calculated with a satisfactory number (usually all) of the training samples. These new
cosine similarity values have a test mean, μ∗, which can be compared with the training
mean. The training mean is representative of the average similarity an image in the class
should have with its members, and the test mean represents the average similarity of the
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FIGURE 4. Example of a cosine similarity matrix indicating a potential feature selection for
the task of class one or non-class one (spider versus non-spider) binary classification. The two
features used as components for vectors to construct the matrix were the mutual information,
I(x, y), and the mean of the P( y) distribution. Classes are labelled as 0 through 4 corresponding
to the classes shown in figure 2. Since the matrix is normally symmetric, the bottom left half is
set to the minimum value and crossed out.

Algorithm 1 Binary classification with cosine similarity
Given: iterations N, a number γ , a training set U, a test set P and a vector-valued function
f (x).

1. for i in N: � ‘Training’
2. u

iid∼ Unif(U) ; v
iid∼ Unif(U)

3. xi ←− f (u) · f (v)

‖f (u)‖‖f (v)‖

4. μ = 1
N

N∑
i=1

xi ; σ =
√∑N

i=1(xi − μ)2

N

5. for p in P: � ‘Testing’
6. for u in U:
7. xu ←− f (p) · f (u)

‖f (p)‖‖f (u)‖
8. μ∗ = 1

‖U‖
‖U‖∑
u=1

xu

9. if μ∗ > μ− γ σ :
10. p is in class
11. else:
12. p is NOT in class

test image with the class. Classification is reduced to a threshold function, τ(μ,μ∗, σ ),
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FIGURE 5. A diagram of the binary classification algorithm based on cosine similarity. We
start with a ‘training’ stage, such that enough vectors are sampled from the spider class that
an approximate average cosine similarity, μ, of members in the class is retrieved, along with
a standard deviation, σ , of the distribution of cosine similarity values in the class. With this
information we introduce a test image to the algorithm and compute its average cosine similarity,
μ∗, with the training samples. Then a threshold function, τ(μ, μ∗, σ ), which considers an image
a member in the class if μ∗ is greater than μ− γ σ , determines whether the image is in the spider
class or not. Note that the plasma images feature a false colour map. This algorithm is used to
achieve notable results (shown in figure 6) with the features from figure 4.

which simply decides an image is in the class if μ∗, the test mean, is greater than μ− γ σ .
Parameter γ is the only parameter featured in the algorithm.

This binary classification method is used on the small data set with the same features
from figure 4 as a feature vector of length two for each image. We implement the method
with 50 training samples from the spider class and 50 test samples from each class totalling
250 images to be classified. We choose to sample 1000 random pairs in the training set for
the computation of μ, and every vector in the training set is compared with the test images
for the computation of μ∗. Parameter γ is chosen to be 0.01 for optimal results. The results
of spider versus non-spider binary classification using these presets are shown through an
extended confusion matrix in figure 6, where the algorithm performs surprisingly well
despite its simplicity. Given a spider image, the algorithm classifies it as a spider with
80 % accuracy. For the remaining classes, the algorithm correctly classifies images as
non-spider with 87.5 % average accuracy. In order to test the need for large amounts of
training data, the same confusion matrix is calculated using 100 training pairs instead of
1000 with which the algorithm correctly classifies spiders and non-spiders with 94 % and
83 % accuracy, respectively.

2.4. Transfer learning using cosine embedding and cross-entropy loss
The results of the binary classification algorithm motivated us to conduct transfer
learning on our plasma data set using both the cosine embedding loss function and the
cross-entropy loss function. This was done to attempt the full five-way classification of
our data set and to probe how the training on our data set with different loss functions,
specifically one related to cosine similarity, would allow for a well-behaved cosine
similarity matrix from output vectors of the network.
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FIGURE 6. Confusion matrix of the results using the binary classification algorithm on the
features from figure 4 for spider versus non-spider classification. The matrix displays fractional
accuracy for each class in the first row and the fractional inaccuracy for each class presented in
the second row. The algorithm achieves an average accuracy of 86 %, and the total number of
images classified is 250.

We start AlexNet with the pretrained weights from PyTorch (Paszke et al. 2019),
which pertain to weights obtained upon the training of AlexNet on the ImageNet data
set (Deng et al. 2009). The training, validation and testing fractional split of our data
is 0.5, 0.25 and 0.25. We use Amazon Web Service’s Sagemaker for training along
with hyperparameter optimization. For cross-entropy training we choose to optimize the
learning rate, epoch number and batch size with ranges 0.001 to 0.2, 5 to 100 and 10 to
60, respectively. We achieve five-way classification accuracies of 88 % for validation and
84 % for testing. For cosine-similarity-trained AlexNet, we choose the cosine embedding
loss function, which works to maximize cosine similarity for objects in the same class and
orthogonalize objects in different classes. We implement the cosine embedding loss by
using a hyperparameter, λ. In our classification, image labels are conventionally one-hot
vectors, such as (0 0 1 0 0) corresponding to an image in class three from one to five. We
then take predictions of the same form, where we simply take the maximum input in a
vector, set it to one and set the remaining inputs to zero. However, the cosine embedding
loss between one-hot vectors results in gradients of one when the prediction is correct and
zero when the prediction is incorrect. By setting all of the zeros in one-hot vectors to equal
λ, we achieve the ability to conduct gradient descent, and thus minimize the loss while also
adding a parameter that tunes the direction of output vectors. If we set λ to a constant −1,
we can perform gradient descent, but we heavily weighed the direction of vectors through
the inputs of −1. We implement λ with a range of −0.4 to −0.05 while using the same
hyperparameter ranges from cross-entropy training for all other hyperparameters, and we
achieve five-way classification accuracies of 89 % for validation and 82 % for testing.

For a visualization of the activation differences between the trained versions of AlexNet,
we employ the gradient-weighted class activation mapping method (Selvaraju et al. 2019).
The method highlights key areas of an image that allow the network to recognize a class
by using the incoming gradients to the last convolutional layer of a network. Since the last
convolutional layer contains the last instance of spatial information before being flattened
in the fully connected layers, it ideally contains the most relevant class-specific feature
activations which contribute to the fully connected layers and classification. The method
is implemented using readily available code,1 with results shown in figure 7. We note that

1https://github.com/utkuozbulak/pytorch-cnn-visualizations
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FIGURE 7. Differences in the activations between the cosine-similarity-trained AlexNet
(labelled as CS) versus the cross-entropy-trained AlexNet (CE). Gradient-weighted class
activation mapping (Grad-CAM) was performed on the five representative plasma images from
figure 2 for both versions of AlexNet. Here GT stands for ‘ground truth’. The second and third
rows display the outputs of the Grad-CAM method on the first row for the corresponding models.
Note that the ground-truth images are displayed using a false colour map.

the cross-entropy-trained model prioritized fewer of the total shapes for recognition of the
column and kink images as opposed to the cosine-similarity-trained model, which uses the
majority of the kink and column shapes for their recognition.

In addition to training using the cross-entropy and cosine embedding losses, we also
perform gradient descent using the cosine embedding loss on the final 4096-dimensional
ReLU layer of AlexNet, with the aim of yielding a model that retrieves outputs with a
well-behaved cosine similarity matrix of embedded vectors for use with our classification
algorithm. The general training process is shown in figure 8. We perform gradient descent
with no classification results due to the final layer of the network no longer being a fully
connected layer with outputs corresponding to classification.

We then use the three trained models and compute cosine similarity matrices on output
vectors from the final ReLU layer to display the differences in the cosine similarity of the
final vectors before classification. Note that we perform this using the images from the
test set only. Figure 9 shows these results, which demonstrate that conventional transfer
learning of AlexNet does not necessarily include an optimization of cosine similarity
between the final ReLU layer for images in the same class. Training by performing
gradient descent on the embeddings themselves potentially gives the model the ability to
perform with our vector direction comparison algorithm, so much so that vector direction
comparison using cosine similarity could potentially be used to conduct full five-way
classification of the test data set.

2.5. Binary and five-way classification using our algorithm
Since mere vector direction comparison seemed to work effectively with binary
classification based on a cosine similarity matrix optimized towards one class (i.e.
figure 4), we expand the algorithm to include multi-class classification to use with the
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FIGURE 8. A diagram of the cosine embedding training on the final ReLU layer of AlexNet.
We use the base AlexNet model from Torchvision and remove the final linear layer, outputting a
4096-dimensional vector for each image. These vectors are used as feature vectors for the loss.

(a) (b) (c)

FIGURE 9. Cosine similarity matrices computed after performing transfer learning on AlexNet
using a cosine embedding loss or cross-entropy loss. Note that the vectors used to construct the
matrices were from the final ReLU layer of each network and that the matrices were computed
using images from the test set only. (a) The cosine similarity matrices of the cross-entropy
trained, (b) cosine embedding trained and (c) cosine embedding trained on the final ReLU layer
models. Since the matrices are normally symmetric, the bottom left half is set to the minimum
value and crossed out.

output vectors of AlexNet when trained on embeddings. Given figure 9(c), which shows
the cosine similarity matrix obtained from the output vectors from this instance of AlexNet
on the test set, the results should be notably better than the binary results for the engineered
features (figure 6). Now vectors in the same class, on average, are relatively aligned
compared with vectors in different classes which have a comparably large angle between
them.

From our previous cosine similarity matrices obtained with engineered feature vectors
and the traditionally trained cross-entropy and cosine similarity models, there had yet to be
a cosine similarity matrix indicating a strong distinction between kink and column images.
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(a) (b)

FIGURE 10. Confusion matrices of the test results using both the binary classification algorithm
(a) and multi-class modification to the binary classification algorithm (b) on feature vectors
obtained from AlexNet when trained on vector embeddings instead of the final layer. For the kink
versus non-kink binary classification matrix, the fractional accuracy for each class is displayed
in the first row and the fractional inaccuracy for each class is presented in the second row. For
the five-way classification results, the diagonal values show the fractional accuracy of each class,
while the off-diagonal values show the fractional inaccuracies, displaying the fraction of each
class in the x axis that was classified incorrectly as a class in the y axis. The total amount of
images classified for each case is 285.

Figure 9(c) displays a strong distinction of kink and column images. This is important
since there is a key physical distinction between kinks and columns which depends on the
ratio of the current in the plasma divided by the flux of the background poloidal magnetic
field through an inner plasma gun electrode (Bellan 2018, see (2.17)). As an example of
how the algorithm should perform better given a more well-behaved set of vectors, we
perform kink versus non-kink classification using the binary algorithm from § 2.3 with
γ set to 100 for optimal results and 1000 randomly sampled training pairs. We display
the results via a confusion matrix in figure 10(a). Given a kink image, the algorithm
notably classifies it as a kink with 92 % accuracy. For the remaining classes, the algorithm
correctly classifies images in our test set as non-kink with 96 % average accuracy. It should
also be noted that in distinguishing between stable columns and columns exhibiting kink
instability, the algorithm is 93 % accurate. With 10 training samples instead of 1000, the
accuracies are robust at 92 % and 97 % for kink and non-kinks, respectively.

Since a binary classification of vectors with well-behaved cosine similarity achieved
notable results, we modify the binary classification algorithm to perform multi-class
classification based on an image being classified to the class to which it is most similar.
The modified algorithm is shown in the Algorithm 2 block. To change the algorithm for
multi-class classification, we compute the average cosine similarity of one image with
50 samples from the training sets of each class to get five corresponding test means,
μi. We classify an image in the test set by assigning it to the class with the highest μi.
The results for full five-way classification of the test data (total of 285 images classified)
are displayed in figure 10(b) through a confusion matrix. The average accuracy for full,
five-way classification of our test set is 92 %, roughly 10 % greater than our traditional
transfer learning results of 82 % and 84 %. The results are identical when we compute the
test means μi with 10 training samples from each class instead of 50.
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Algorithm 2 Multi-class classification with cosine similarity
Given: a number of classes I, a set of classes C = {Ci}i∈I , a training set for each class Ui,
a test set P and a vector-valued function f (x).

1. for p in P:
2. for i in I:
3. for u in Ui:

4. xu ←− f (p) · f (u)

‖f (p)‖‖f (u)‖

5. μi = 1
‖Ui‖

‖Ui‖∑
u=1

xu

6. p ∈ Ci; where i = argmax
i

(μi)

2.6. Applying previous methods to the large data set
Our large data set from § 2.1 contains about 45 000 unlabelled images. The instance of
AlexNet trained using the cosine embedding loss on the final ReLU layer from § 2.4 is
used to obtain feature vectors for each image in the large data set, and we classify the data
set using the multi-class algorithm from § 2.5. We note the split of the data as 8 % haze,
15 % spider, 10 % column, 24 % kink and 43 % sphere after classification is performed.

With feature vectors for each image, we represent a significant portion of the data in two
dimensions using T-distributed stochastic neighbour embedding (tSNE) (van der Maaten
& Hinton 2008), which is shown in figure 11. We note that the classes are joined in
a common centre point which could be representative of the fact each class is almost
orthogonal to each other class in the feature space, and by using the vectors alone we do
not get a representation based on the actual purpose of the network. Thus, we also perform
tSNE on the normalized feature vectors in order to give a better idea of the grouping based
on direction alone, which is shown in figure 11.

In order to investigate the distribution of data from each class, we plot the distribution of
vectors about the average vector for a given number of samples in each class. An example
of this can be seen in figure 12(a), for the kink class. We note that the distributions all
heavily skew towards an angle of 0◦, meaning the vectors for each class mostly populate a
small angular region, with few outliers relatively misaligned with the class. In order to get
an idea for the quality of accuracy for a class, despite not having ground truth, we display
the closest images to the average vector, randomly sampled images from 0◦ to 10◦, and
randomly sampled images from 45◦ to 55◦ in figure 12(b) for the kink class. Given the
network was trained to align vectors in the same class, these qualitative results suggest the
images with vectors further away from the average vector should become more frequently
classified incorrectly or be images that fall outside of the five predefined classes.

3. Discussion

This study is motivated by the goal of classifying a data set of plasma images from the
Caltech Spheromak Experiment through feature extraction, transfer learning and a vector
direction comparison algorithm. We demonstrate the use of cosine similarity to select
relevant features for binary classification with a well-behaved cosine similarity matrix,
which displays a representative average cosine similarity of vectors between each pair of
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(a) (b)

FIGURE 11. (a) The tSNE for 2000 sampled images from each class. The tSNE parameters
of perplexity and verbosity are set to 350 and 2, respectively. We note that when the
4096-dimensional vectors are reduced to two dimensions the data appear to be generally
separated appropriately. (b) We conduct the same tSNE with normalized feature vectors, where
instead of five lines of classes, we see five clusters of classes. The classes are labelled as 0, 1, 2,
3, 4 corresponding to the labelling convention from the previous sections in this work.

(a) (b)

FIGURE 12. (a) Distribution of 2000 randomly sampled vectors in the kink class about the
average vector of the samples. (b) The closest five images to the average vector, images randomly
sampled from 0◦ to 10◦ and images randomly sampled from 25◦ to 35◦ are displayed. Here 75 %
of images in the class are within the 0◦ to 10◦ range, while the remainder of the data lie outside
of this range.

classes. While the engineered features did not yield cosine similarity matrices indicating
distinction among all five classes in our data set, simple vector direction comparison with
no gradient-descent-based training was able to perform sufficiently well in the spider
versus non-spider binary classification case. The idea of an extremely well-behaved cosine
similarity matrix inspired the use of AlexNet to train and yield one itself. We then use the
embedding-trained model to conduct binary classification more accurately than the use of
engineered features by 10 % from 86 % to 96 % simply because the feature vectors from
this version of AlexNet were more well-behaved. Based on the cosine similarity matrix
in figure 9(c), when AlexNet is trained by the using the cosine embedding loss on the
ReLU layer embeddings rather than the output layer, it seemingly groups image vectors in
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the same class together in the output space, so much so that representative average cosine
similarity between test images in the same class is on average 0.84, corresponding to a
relatively thin grouping for each class. Meanwhile the classes are separated enough for no
class to share a similarity greater than 0.15 with another class. Thus, the image vectors
from the final ReLU layer are divided into classes where each class is greatly separated
by an angle relatively large compared to the angle between vectors in the class. This was
exploited to expand our binary classification algorithm to a multi-class algorithm, and the
five-way classification results are better than our traditional transfer learning results by
about 10 % from 82 % and 84 % to 92 %. When applying this uniquely trained version of
AlexNet to the unlabelled data set, we can still see a propensity of the network to organize
classes in thin groupings. In the ideal case with ground-truth labels for a larger data set,
the certainty an object belonging in the class as a function of angle away from the average
vector can be probed quantitatively. This can potentially be used in the future to probe for
subclasses and outlier groupings corresponding to dense areas outside of the peak of a
distribution. Preliminary developments of this idea are summarized in figure 12.

While the method has been tested by our data sets, a possible new direction could be
changing activation functions at the end of AlexNet to allow the outputs to access a larger
domain, the use with more CNNs and different truncations of them and the extension of
the method for testing with more than five classes (and larger data sets in general). In our
case using AlexNet and the final ReLU layer was sufficient for five classes.

4. Summary

The work performed in this study focuses on the classification of images from the
Caltech Spheromak Experiment using a feature vector direction comparison algorithm and
a modification of traditional transfer learning with AlexNet. With two engineered features,
we demonstrate the vector direction comparison algorithm to perform binary classification
with 86 % accuracy. We improve the accuracy of the algorithm to 96 % by using vectors
from an instance of AlexNet trained to align vector embeddings in the same class while
separating vector embeddings among different classes. Full five-way classification of the
data set is performed with the output vectors from the embedding-trained AlexNet and a
modification to the binary algorithm, which achieves a test accuracy of 92 %. This was
larger than our test accuracies with transfer learning using cross-entropy loss (84 %) and
cosine embedding loss (82 %) on the final layer of the network for traditional five-way
classification.
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Appendix

Section 2.2 uses engineered features, which are defined in table 1.
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Given G(x, y), the pixel value at x, y, and g(v), the number of pixels with value v

Feature or distribution Equation

Intensity, V V =
∑
x=1

∑
y=1

G(x, y)

P(x, y) distribution P(x, y) = 1
V

G(x, y)

P(x) distribution P(x) = 1
V

∑
y=1

G(x, y)

P( y) distribution P( y) = 1
V

∑
x=1

G(x, y)

P(v) distribution P(v) = g(v)∑
v=1 g(v)

Raw mean, μ1 μ1 =
∑
x=1

xP(x)

Central variance, μ2 μ2 =
∑
x=1

(x− μ1)
2P(x)

nth standardized moment, μn μn = 1√
μ2

∑
x=1

(x− μ1)
nP(x)

Entropy, H(x, y) H(x, y) =
∑
x=1

∑
y=1

−P(x, y) log2(P(x, y))

Conditional entropy, H(x | y) H(x | y) = H(x, y)− H( y)

Mutual information, I(x, y) I(x, y) = H(x)+ H( y)− H(x, y)

TABLE 1. Equations to obtain features from § 2.2.
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