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#### Abstract

The existence of travelling wave solutions to equations of a viscous, heat-conducting combustible fluid is proved. The reactions are assumed to be one step exothermic reactions with a natural discontinuous reaction rate function. The problem is studied for a general gas. Instead of assuming the ideal gas conditions we consider a general thermodynamics which is described by a fairly mild set of hypotheses. The existence proof of travelling waves for Chapman-Jouguet detonation reduces to finding specific heteroclinic orbits of a discontinuous system of ordinary differential equations; these heteroclinic orbits connect a rest point corresponding to unburnt state to that of the burnt state. The existence proof for heteroclinic orbits corresponding to ChapmanJouguet detonation waves is carried out by some general topological arguments in ordinary differential equations theory.


## 1. Introduction

Travelling wave problems for plane detonation waves which are compressive, exothermically reacting shock waves, have been studied by many authors, for example Wagner [10], Gardner [1], Gasser and Szmolyan [2]. In the present paper we shall discuss the existence of travelling waves as well as the existence of structure for Chapman-Jouguet detonations, for gases governed by general equations of state without having any special assumption on the reaction rate function. When these equations, for a one step reaction, are specialised to a single space variable with a simplified reactant-product to kinetic mechanism, they have the following form in Eulerian coordinates:

$$
\begin{align*}
\rho_{t}+(\rho u)_{x} & =0 \\
(\rho u)_{t}+\left(\rho u^{2}+p\right)_{x} & =\left(\nu u_{x}\right)_{x} \tag{1.1}
\end{align*}
$$

$$
\begin{aligned}
\left(\frac{1}{2} \rho u^{2}+\rho e\right)_{t}+\left(u\left(\frac{1}{2} \rho u^{2}+\rho e\right)\right)_{x}+(p u)_{x} & =\left(\nu u_{x} u\right)_{x}+\left(\lambda T_{x}\right)_{x}+D\left(\left(h_{0}-h_{1}\right) \rho Y_{x}\right)_{x} \\
(\rho Y)_{t}+(\rho u Y)_{x} & =-K \Phi(T) \rho Y+D\left(\rho Y_{x}\right)_{x}
\end{aligned}
$$
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Here $\rho$ is the density, $u$ the velocity of the flow in the direction of the $x$-axis, $e$ the absolute internal energy per unit mass of the mixture, $p$ the pressure, $T$ the temperature, $Y$ the mass fraction of the unburnt gas, and $h_{0}$ and $h_{1}$ are the specific enthalpies of the reactant and the product, respectively. The parameters $\nu, \lambda, K$, and $D$ are the bulk viscosity, the heat transfer coefficient, the reaction rate coefficient, and the diffusion rate for the reactant, respectively. These parameters are always nonnegative. The independent variables $t$ and $x$ are the time variable and a space variable, respectively. The function $\Phi(T)$ which is called the "reaction rate function" is defined by:

$$
\Phi(T)= \begin{cases}0 & \text { for } T<T_{i}  \tag{1.2}\\ \Phi_{1}(T) & \text { for } T \geqslant T_{i}\end{cases}
$$

where $\Phi_{1}(T)=T^{\gamma} e^{-A / T}$ (for some positive constants $\gamma$ and $A$ ), is a smooth positive function and $T_{i}$ is the "ignition temperature" of the reaction.

Finally, if the absolute internal energy and pressure of the unburnt and burnt gases are denoted by $e_{0}, e_{1}, p_{0}$, and $p_{1}$, respectively, then

$$
\begin{equation*}
e=Y e_{0}+(1-Y) e_{1} \quad \text { and } \quad p=Y p_{0}+(1-Y) p_{1} \tag{1.3}
\end{equation*}
$$

are the absolute internal energy and pressure of the mixture gas, respectively. Moreover, from the thermodynamical point of view, in the case of exothermic reactions we have

$$
\begin{equation*}
e_{0}>e_{1}, p_{0}<p_{1}, \quad \text { and } \quad h_{0}>h_{1} \tag{1.4}
\end{equation*}
$$

For details and the derivations of the above equations, we refer the readers to [10].

- The rest of the paper is organised as follows. In Section 2, we introduce the hypotheses and the problem, and then make some observations related to the problem. In Section 3 we shall consider two general existence theorems in ordinary differential equation theory related to the problem. In Section 4 we shall show that travelling wave solutions for Chapman-Jouguet detonation waves exist.


## 2. THE HYPOTHESES AND THE PROBLEM

Travelling waves are solutions of (1.1) depending only on $\xi=x-s t$, which connect an unburnt state at $\xi=-\infty$ to a burnt state at $\xi=+\infty,[8]$. The parameter $s(\in \mathbb{R})$ (which is called the speed of the combustion wave) satisfies "the jump and entropy conditions". Hence for getting travelling wave solutions of (1.1), the system (1.1) reduces to the following system of equations:

$$
-s \rho_{\xi}+(\rho u)_{\xi}=0
$$

$$
\begin{align*}
-s\left(\frac{1}{2} \rho u^{2}+\rho e\right)_{\xi}+\left(u\left(\frac{1}{2} \rho u^{2}+\rho e\right)\right)_{\xi}+(p u)_{\xi} & =\left(\nu u_{\xi} u\right)_{\xi}+\left(\lambda T_{\xi}\right)_{\xi}+\left(D\left(h_{0}-h_{1}\right) \rho Y_{\xi}\right)_{\xi}  \tag{2.1}\\
-s(\rho Y)_{\xi}+(\rho u Y)_{\xi} & =-K \Phi(T) \rho Y+D\left(\rho Y_{\xi}\right)_{\xi}
\end{align*}
$$

The first equation of (2.1) can be integrated once to give $-s \rho+\rho u=a$, where without loss of generality, we may assume $a=1$. Set $V=1 / \rho$, the specific volume of the gas, Then $u=V+s$. Let $Z=-Y+D \rho Y_{\xi}$ be an auxiliary variable. Also in order to avoid confusion in notation and to take advantage of some results from our previous works $[3,4,5,6,7]$, we replace $\nu, \xi, \lambda, D, K, h_{0}-h_{1}$ and $Y$ by $\eta, t, k, \alpha, \beta^{-1}, q$ and $1-X$. By using these relations, the system (2.1) becomes:

$$
\begin{align*}
\eta \dot{V} & =V-J+p:=G_{1}(u) \\
k \dot{T} & =e-\frac{1}{2} V^{2}+J V-C-q(1-X+Z):=G_{2}(u)  \tag{2.2}\\
\alpha \dot{X} & =-V(1-X+Z):=G_{3}(u) \\
\beta V \dot{Z} & =(1-X) \Phi(T):=G_{4}(u),
\end{align*}
$$

where "." means $\frac{d}{d t}$ and $u=(V, T, X, Z)^{T}$. Also the system (2.2) can be written as:

$$
\begin{equation*}
A \dot{u}=G(u) \tag{2.3}
\end{equation*}
$$

where $A=\operatorname{diag}(\eta, k, \alpha, \beta V)$ and $G(u)=\left(G_{1}(u), G_{2}(u), G_{3}(u), G_{4}(u)\right)^{T}$.
Let $S(V, T, X)$ be the entropy of the system. We assume that $e(V, T, X), p(V, T, X)$ and $S(V, T, X)$ satisfy the Hypotheses $H_{1}-H_{5}$ in $[3,4,5,6,7,8]$ and $H_{6}-H_{8}$ below [11].
$\left(H_{6}\right)$ The Gibb's law of thermodynamics is given by $d e=T d S-p d V+$ $\left(h_{1}-h_{0}\right) d X$, where $h_{i}$, for $i=0,1$, is as before.
$\left(H_{7}\right) \quad$ The following identities hold: $e_{i V}=T S_{i V}-p_{i}, e_{i T}=T S_{i T}, p_{i T}=S_{i V}$ and $h_{i}=e_{i}+p_{i} V$. Moreover, $S_{i T}>0$ for $i=0,1$, where $S_{i}=S(V, T, i)$.
$\left(H_{8}\right)$ Consider $q$ as a function of $V$ and $T, q_{V} \geqslant 0$ and $q_{T} \geqslant 0$.
We shall use these Hypotheses directly, or shall take advantage of some results from previous work based on them.

For fixed positive viscosity parameters $\eta, k, \alpha$ and $\beta$, we are looking for some orbits of (2.2) which are defined for all $t \in \mathbb{R}$ and connect two different rest points of this system of ordinary differential equations. Therefore in the first step we must determine the rest points of this system. In order to do this, we must have $G(u)=0$, at a rest point. Since $\Phi(T)=0$ for $T<T_{i}$, and this set is contained in the region $0 \leqslant X<1$, thus from $G_{4}(u)=0$, at a rest point, we must have $X=1$ or $T<T_{i}$.
Case 1. $X=1$. We arrive at the following criterion at a rest point:

$$
\begin{align*}
& F_{11}(V, T)=V-J+p_{1}(V, T)=0 \\
& F_{12}(V, T)=e_{1}(V, T)-\frac{1}{2} V^{2}+J V-C=0 \tag{2.4}
\end{align*}
$$

CaSe 2. $\Phi(T)=0$. In this case, at the rest point we must have $T<T_{i}$, since $1-X+Z=$ 0 . By using this fact and setting $X=m$, we have:

$$
\begin{align*}
& F_{m 1}(V, T)=V-J+p(V, T, m)=0 \\
& F_{m 2}(V, T)=e(V, T, m)-\frac{1}{2} V^{2}+J V-C=0 \tag{2.5}
\end{align*}
$$

With respect to Hypotheses $H_{5}$ and $H_{7}$, the equations $F_{m 1}(V, T)=0$ and $F_{m 2}(V, T)=$ 0 determine graphs of functions $T_{m 1}(V)$ and $T_{m 2}(V)$ in the $V, T$ plane, respectively.

The following Lemmas 2.1, 2.2 and 2.3 correspond to [4, Lemmas 2.1, 2.2. and 2.3], so their proofs are omitted. These lemmas give some information about the rest points of the system (2.2). See also [3, Section 3.2].

Lemma 2.1. For $0 \leqslant m \leqslant 1, \frac{d T_{m 1}(V)}{d V}=0$ for precisely one value of $V$. This is a relative maximum.

Lemma 2.2. For fixed $J>0$, there is a number $C_{m} \in \mathbb{R}$ such that for $C>C_{m}$, the system of algebraic equations (2.5) (or (2.4)) admits no solutions. For $C=C_{m}$ it admits one solution, and for $C<C_{m}$ it admits two solutions, $0 \leqslant m \leqslant 1$.

Here we assume that $F_{m 1}(V, T)=0$ and $F_{m 2}(V, T)=0$ intersect each other at two points, say $\left(V_{m j}, T_{m j}\right), j=0,1$, with $V_{m 0}>V_{m 1}$, for $0 \leqslant m<1$. For $m=1$ we consider the case where these two rest points can coincide to each other. Using this notation, from [6, Corollary 2.1] we have the following two corollaries.

Corollary 2.1. The curve $\left\{(V, T): F_{m 2}(V, T)=0, V_{m 1}<V<V_{m 0}\right\}$ lies in the region $\left\{(V, T): F_{m 1}(V, T)<0\right\}$, for $0 \leqslant m \leqslant 1$.

Corollary 2.2. For $0 \leqslant m \leqslant 1$, we have $S\left(V_{m 0}, T_{m 0}, m\right)<S\left(V_{m 1}, T_{m 1}, m\right)$.
Lemma 2.3. The function $T_{m 2}(V)$ is strictly decreasing in the interval [ $\left.V_{m 1}, V_{m 0}\right]$.
For the proofs of the above lemmas the reader is referred to [4].
The graphs of $F_{m 1}(V, T)=0$ and $F_{m 2}(V, T)=0$ are depicted in [6, Figure 2.1].
Let $\left(V_{m j}, T_{m j}\right), 0 \leqslant m<1, j=0,1$, and $\left(V_{1}, T_{1}\right)$ be as above. Here we assume

$$
\begin{equation*}
T_{00}<T_{i}<T_{1} \tag{2.6}
\end{equation*}
$$

and we shall show that $T_{m 0}<T_{1}$ in Theorem 2.1.
By considering the above results the rest points of the system (2.2) are:

$$
\begin{align*}
u_{1} & =\left(V_{1}, T_{1}, 1,0\right)^{T} \\
u_{m 0} & =\left(V_{m 0}, T_{m 0}, m, m-1\right)^{T}, 0 \leqslant m<1, T_{m 0}<T_{i} \tag{2.7}
\end{align*}
$$

In the present work it is assumed that the rest point $u_{1}$ exists.
Theorem 2.1. Let $V_{m j}$ and $T_{m j}, 0 \leqslant m<1, j=0$ and $\left(V_{1}, T_{1}\right)$ be as above. If (1.3) and (1.4) hold, then for $0 \leqslant m<n \leqslant 1$ we have $V_{m 0}>V_{1}>V_{m 1}$ and $T_{m 0}<T_{1}$.

Proof: It is easy to see from [5, Corollary 2.1], that whenever $0 \leqslant m<n \leqslant 1$, then:

$$
\begin{aligned}
& T_{m 1}(V)=T_{1}(V, m)>T_{1}(V, n)=T_{n 1}(V) \\
& T_{m 2}(V)=T_{2}(V, m)<T_{2}(V, n)=T_{n 2}(V)
\end{aligned}
$$

Hence $\left(V_{1}, T_{1}\right)$ is located in the domain $\left\{(V, T): \widetilde{G}_{1}(V, T, m)<0\right.$ and $\left.\widetilde{G}_{2}(V, T, m)>0\right\}$. It then follows that $V_{m 0}>V_{1}>V_{m 1}$ and $T_{m 0}<T_{1}$.

Corollary 2.3. If the rest point $u_{1}$ exists, then the rest point $u_{m 0}$ exists for some $0 \leqslant m<1$.

We shall use the above results about the rest points in Section 4.
In Section 4 we shall show that for the general discontinuous reaction rate function $\Phi(T)$ the travelling wave solutions for Chapman-Jouguet detonation waves exist.

## 3. SOME EXISTENCE THEOREMS IN ORDINARY DIFFERENTIAL EQUATIONS

In this section we shall prove some existence theorems in ordinary differential equation theory which will be used in the next section to prove the existence of travelling waves for Chapman-Jouguet detonation waves. Prior to them we consider

$$
\begin{equation*}
\frac{d x}{d t}=f(x), x=\left(x_{1}, x_{2}, \cdots, x_{n}\right)^{T} \tag{3.1}
\end{equation*}
$$

as an autonomous system of ordinary differential equations in $\mathbb{R}^{n}$.
THEOREM 3.1. Suppose $f$ in (3.1) is locally Lipschitz in a neighbourhood of the closure of an open bounded set $D$ which is homeomorphic to the parabola $\left\{x \in \mathbb{R}^{n}\right.$ : $\left.\sum_{i=1}^{n-1} x_{i}^{2}<1-x_{n}, 0<x_{n}<1\right\}$, and (3.1) is gradient-like with respect to a real valued function $h$ in $D$. Moreover, the following conditions hold.
$C_{1}$ : The set $\{x \in \bar{D}: h(x)=c\}$ corresponds to the set $\left\{x \in \mathbb{R}^{n}: \sum_{i=1}^{n-1} x_{i}^{2} \leqslant\right.$ $\left.1-c_{n}, x_{n}=c\right\}$ for $c \in[0,1]$, under the homeomorphism.
$C_{2}$ : The set $\{x \in \bar{D}: h(x)=1\}$, which consists of a single point, say $\widetilde{x}$, is a rest point of (3.1), and $\widetilde{x}$ is the only rest point of (3.1) in $\bar{D}$.
$C_{3}$ Let $E=\{x \in \partial D: h(x)>0\}$. For $y \in \bar{E} \backslash\{\widetilde{x}\}$, y.t $\notin D$ for small positive $t$ and $y . t \notin \partial D$ for small $|t| \neq 0$.
$C_{4}: \quad$ Let $F=\partial D \backslash \bar{E}$. For $y \in F, y . t \in D$ for $t>0$ and small.
Then there is point $p \in F$ such that $p . t \in D$ for $t>0$ and $\lim _{t \rightarrow+\infty} p . t=\widetilde{x}$.
Proof: Suppose such a point $p$ does not exist. Then for each $y \in F$ there is $t>0$ such that $y . t \notin \bar{D}$. Then, by $C_{4}$, there is $t(y)>0$ such that $y \cdot(0, t(y)) \subset D, y . t(y) \in \bar{E}$
and $y .\left(t(y)+\varepsilon_{1}\right) \notin \bar{D}$ for some $\varepsilon_{1}>0$. Now, define $\varphi: \bar{F} \rightarrow \bar{E}$ by $\varphi(y)=y . t(y)$. It follows, from continuity of $y . t$ with respect to the initial condition $y$, that $t(y)$ and $\phi(y)$ are continuous. Now we show that $\varphi: \bar{F} \rightarrow \varphi(\bar{F})$ is a homeomorphism. By definition, $\varphi$ is one to one. So it suffices to show that, if $V$ is open in $\vec{F}$ then $\varphi(V)$ is open in $\varphi(\bar{F})$. If $V$ is open in $\bar{F}$, then $\bar{F} \backslash V$ is compact in $\bar{F}$. Hence $\varphi(\bar{F} \backslash V)$ is closed. Thus $\varphi(V)$ is open in $\varphi(\bar{F})$.

Now we show that $\varphi: \bar{F} \rightarrow \bar{E}$ is onto. To see this, note that $\varphi(\partial F)=\partial E$ and $\varphi(F)=\operatorname{int} \bar{E}$, where int $\bar{E}$ means interior of $\bar{E}$ with respect to $\partial D$. Since $F$ is open in $\partial D$, so by Brouwer's Theorem on the Invariance of Domain [9], $\varphi(F)$ must be open in $\partial D$. Thus it must be open in int $\bar{E}$ with respect to $\partial D$. On the other hand, we have $\varphi(F)=\varphi(\bar{F}) \cap \operatorname{int} \bar{E}$ and $\varphi(\bar{F})$ is closed in $\bar{E}$. Hence $\varphi(F)$ must be closed in int $\bar{E}$. Since $\varphi(F) \neq \emptyset$, it follows that $\varphi(F)=\operatorname{int} \vec{E}$. Also for $y \in \partial F$, we have $\varphi(y)=y$. It then follows that $\varphi: \bar{F} \rightarrow \bar{E}$ is onto. This means that there is a point $y_{0} \in F$ with $t\left(y_{0}\right)>0$ such that $y_{0} \cdot t\left(y_{0}\right)=\widetilde{x}$. This is impossible as $\widetilde{x}$ is a rest point of (3.1). Therefore there is a point $p \in D$ such that $p . t$ is defined for all $t \geqslant 0$ and lies in $D$ for $t>0$. The $\omega$-limit set of $p . t$ must be $\widetilde{x}$, as the flow is gradient-like and $\tilde{x}$ is the only rest point of (3.1) in $\bar{D}$. This completes the proof.

THEOREM 3.2. Suppose $f$ in (3.1) is locally Lipschitz in a neighbourhood of the closure of an open bounded set $D$ which is homeomorphic to a semisphere $\left\{x \in \mathbb{R}^{n}\right.$ : $\left.|x|<1, x_{n}>0\right\}$, and (3.1) is gradient-like with respect to a real valued function $g$ in $D$. Moreover, the following conditions hold:
$C_{1}^{\prime}$ : The set $\{x \in \bar{D}: g(x)=1-c\}$ corresponds to the set $\left\{x \in \mathbb{R}^{n}:|x| \leqslant\right.$ $\left.1, x_{n}=c\right\}$ for $0 \leqslant c \leqslant 1$, under the homeomorphism.
$C_{2}^{\prime}$ : The set $\{x \in \bar{D}: g(x)=0\}$, which consists of a single point, say $\widetilde{x}$, is a rest point of (3.1), and $\widetilde{x}$ is the only rest point of (3.1) in $\bar{D}$.
$C_{3}^{\prime}: \quad$ Let $F=\{x \in \partial D: 0<g(x)<1\}$. For $p \in \bar{F} \backslash\{\widetilde{x}\}, p . t \notin D$ for small positive $t$.
$C_{4}^{\prime}:$ For $p \in \partial D \backslash \bar{F}, p . t \in D$ for $t<0$ and small.
Then for each point $p \in \partial D \backslash \bar{F}$ we must have $\lim _{t \rightarrow \infty} p . t=\widetilde{x}$.
Proof: Since $f$ is Lipschitz on $\bar{D}$ and the flow leaves $D$ as $t$ decreases, $p . t$ must be defined for all $p \in \partial D \backslash \bar{F}$ and $t \leqslant 0$. Since the $\alpha$-limit set of $p . t$ consists of a rest point, $\lim _{t \rightarrow-\infty} p . t=\widetilde{x}$.

## 4. Existence of travelling waves for Chapman-Jouguet detonations

In this section we shall show that the travelling waves for Chapman-Jouguet detonation waves exist. In order to do this, we make some observations related to the nature of the stable and unstable manifold of the system (2.2) at the rest point $u_{1}$. In this direction we have the following lemma.

Lemma 4.1. At the rest point $u_{1}, S_{T}\left(1+p_{V}\right)-S_{V}^{2}=0$.
Proof: If we let $\varepsilon=0$ in [6, Lemma 2.4], we obtain this lemma.
The linearised system of (2.2) at the rest point $u_{1}$ can be written as

$$
\dot{u}=M_{1}\left(u-u_{1}\right)
$$

where the entries of the matrix $M_{1}$ must be considered at the rest point $u_{1}$. Let $f(\lambda)$ be the characteristic polynomial of this matrix. Then by $H_{7}$, we have

$$
\begin{aligned}
f(\lambda)=\left[\lambda^{2}-\frac{1}{\alpha} V \lambda-\frac{1}{\alpha \beta} \Phi_{1}(T)\right]\left\{\lambda^{2}-\left[\frac{1}{\eta}\left(1+p_{1 V}\right)\right.\right. & \left.+\frac{1}{k} T S_{1 T}\right] \lambda \\
& \left.+\frac{T}{\eta k}\left[\left(1+p_{1 V}\right) S_{1 T}-S_{1 V}^{2}\right]\right\}
\end{aligned}
$$

Since $V>0$ and $\Phi_{1}(T)>0$, one of the roots of the equation

$$
\begin{equation*}
\lambda^{2}-\frac{1}{\alpha} V \lambda-\frac{1}{\alpha \beta} \Phi_{1}(T)=0 \tag{4.1}
\end{equation*}
$$

is positive and the other one is negative. We denote these eigenvalues by $\lambda_{1}<0<\lambda_{2}$. On the other hand, from Lemma 4.1 we have

$$
\begin{equation*}
\lambda^{2}-\left[\frac{1}{\eta}\left(1+p_{1 V}\right)+\frac{1}{k} T S_{1 T}\right] \lambda=0 . \tag{4.2}
\end{equation*}
$$

Thus one of the roots of the equation (4.2) is positive and the other one is zero. If we denote these eigenvalues by $\lambda_{3}=0$ and $\lambda_{4}>0$, we have proved the following theorem.

ThEOREM 4.1. Let $\lambda_{k}, 1 \leqslant k \leqslant 4$, be the eigenvalues of the matrix $M_{1}$ at the rest point $u_{1}=\left(V_{1}, T_{1}, 1,0\right)$. Then at the rest point $u_{1}, \lambda_{1}<0, \lambda_{2}>0, \lambda_{3}=0$ and $\lambda_{4}>0$.

Concerning the eigenvectors at this rest point we have the following theorem, and since its proof is similar to the proof of [3, Lemma 2.2.1] we omit the proof.

Theorem 4.2. Let $\left(y_{1}, y_{2}, y_{3}, y_{4}\right)^{T}$ be an eigenvector corresponding to the negative eigenvalue $\lambda_{1}$. For the case of exothermic reactions, either $y_{1}<0, y_{2}>0, y_{3}>0$ and $y_{4}>0$ or the reverse inequalities hold.

In order to show the existence of travelling waves we define
and

$$
b=1+(\alpha / \beta) \sup _{\substack{G_{1}(u) \leqslant 0 \\ G_{2}(u) \geqslant 0}} \frac{\Phi_{1}(T)}{V^{2}},
$$

$$
D=\left\{u \in \mathbb{R}^{4}: G_{1}(u)<0, G_{2}(u)>0,-b<1-X+Z<0 \text { and } 0<X<1\right\}
$$

where $G_{i}(u), i=1,2$, are introduced in (2.3).
Note that the rest point $u_{1}=\left(V_{1}, T_{1}, 1,0\right)$, is located on $\partial D$. Moreover, by Theorem 4.1, the stable manifold at $u_{1}$ is one dimensional whenever this rest point exists. Concerning this manifold, we have the following lemma.

LEMMA 4.2. Let $D$ be as above. Then the stable manifold at $u_{1}$ intersects $D$ on a curve.

Proof: As shown before, the linearised system of (2.2) at the rest point $u_{1}$ has the form:

$$
\begin{equation*}
\dot{u}=\widetilde{M}_{1}\left(u-u_{1}\right):=\left(G_{1 L}(u), \ldots, G_{4 L}(u)\right)^{T} \tag{4.3}
\end{equation*}
$$

where $\sim$ means that the related function is considered at the rest point $u_{1}$.
Let $\left(y_{1}, y_{2}, y_{3}, y_{4}\right)^{T}$ be an eigenvector corresponding to the negative eigenvalue $\lambda_{1}$, at the rest point $u_{1}$. Now consider the solution:

$$
u(t)=(V(t), T(t), X(t), Z(t))^{T}=\left(y_{1}, y_{2}, y_{3}, y_{4}\right)^{T} e^{\lambda_{1} t}+u_{1}
$$

of the linear system (4.3). Then $u(t) \in D_{w L}$, where

$$
D_{w L}=\left\{u \in \mathbb{R}^{4}: G_{1 L}(u)<0, G_{2 L}(u)>0, G_{3 L}(u)>0 \text { and } G_{4 L}(u)>0\right\} .
$$

To see this notice that:
$\left(G_{1 L}(u), \ldots, G_{4 L}(u)\right)^{T}=\widetilde{M}_{1}\left(u-u_{1}\right)=\widetilde{M}_{1} Y e^{\lambda_{1} t}=\lambda_{1} Y e^{\lambda_{1} t}=\left(\lambda_{1} y_{1}, \ldots, \lambda_{1} y_{4}\right)^{T} e^{\lambda_{1} t}$. By Theorem 4.2, $\lambda_{1}<0$, and the last equality implies that $\left(G_{1 L}(u), \ldots, G_{4 L}(u)\right)$ $\in D_{w L}$. This means that the stable manifold of (4.3), at the rest point $u_{1}$, which is the line:

$$
M_{w}=\left\{u \in \mathbb{R}^{4}: \quad u-u_{1}=\left(y_{1}, y_{2}, y_{3}, y_{4}\right)^{T} s, s \in \mathbb{R}\right\}
$$

lies in $D_{w L}$ for $s>0$, and lies in $D$ for $s>0$ and small. Thus the stable manifold of the system (2.2) at the rest point $u_{1}$ intersects $D$ on a curve.

Now consider the following system of ordinary differential equations

$$
\begin{align*}
\eta \dot{V} & =G_{1}(u) \\
k \dot{T} & =G_{2}(u) \\
\alpha \dot{X} & =G_{3}(u)  \tag{4.4}\\
\beta V \dot{Z} & =(1-X) \Phi_{1}(T):=\widetilde{G}_{4}(u)
\end{align*}
$$

where $G_{k}(u), 1 \leqslant k \leqslant 3$, are defined by (2.3) and $\Phi_{1}(T)$ by (1.2). Notice that the above system is, mathematically, well defined for all $V>0, T>0, Z \in \mathbb{R}$ and $X \in \mathbb{R}$. Moreover it is the same as the system (2.3) for $0<X<1$ and $T>T_{i}$. This system leads us to the proof of existence of travelling waves for Chapman-Jouguet detonation waves.

Lemma 4.3. Let $D$ be as above. Then there is a unique orbit of the system (4.4) which lies in $D$, its $\omega$-limit set is $u_{1}$, and this orbit intersects the set $\Delta=\{u \in \bar{D}$ : $G_{1}(u)<0, G_{2}(u)>0$ and $\left.X=0\right\}$. Along all of these orbits $-V(t), T(t), X(t)$ and $-Z(t)$ are increasing.

Proof: First of all note that the system (4.4) is gradient-like with respect to $h(u)=$ $X$ in $D$, and is locally Lipschitz in a neighbourhood of $\bar{D}$. We show that the system (4.4) together with $D$ (as $D$ ), $u_{1}$ (as the rest point $\widetilde{x}$ ) and the real valued function $h(u)=$ $X($ as $h)$ satisfy all of the conditions of Theorem 3.1. Conditions $C_{1}$ and $C_{2}$ hold trivially. By using lemma 4.2, Condition $C_{4}$ holds, too.

Finally, we show that Condition $C_{3}$ of Theorem 3.1 is satisfied. To see this, let $u_{0} \in\{u \in \partial D: 0<X<1\}$. Then $G_{1}\left(u_{0}\right)=0$ or $G_{2}\left(u_{0}\right)=0$ or $1-X+Z=0$ or $1-X+Z=-b$. Suppose $G_{1}\left(u_{0}\right)=0$. If we differentiate $G_{1}(u)$ along the orbits of (4.4) we obtain:

$$
\left.\frac{d G_{1}(u)}{d t}\right|_{G_{1}\left(u_{0}\right)=0}=p_{T} \frac{G_{2}(u)}{k}-\left.p_{X} \frac{V}{\alpha}(1-X+Z)\right|_{u=u_{0}}>0
$$

Thus the flow goes out of $\bar{D}$ on $G_{1}\left(u_{0}\right)=0$. Similarly, let $G_{2}\left(u_{0}\right)=0$ and differentiate $G_{2}(u)$ along the orbits to obtain:

$$
\left.\frac{d G_{2}(u)}{d t}\right|_{G_{2}\left(u_{0}\right)=0}<0
$$

Hence, the flow goes out of $\bar{D}$ on $G_{2}\left(u_{0}\right)=0$. If we differentiate $\tilde{G}_{3}(u)=1-X+Z$ along the orbits we get:

$$
\begin{aligned}
\left.\frac{d \widetilde{G}_{3}(u)}{d t}\right|_{1-X+Z=0} & =\frac{1-X}{\beta V} \Phi_{1}(T)>0 \\
\left.\frac{d \widetilde{G}_{3}(u)}{d t}\right|_{1-X+Z=-b} & =-b \frac{V}{\alpha}+\frac{1-X}{\beta V} \Phi_{1}(T)<0
\end{aligned}
$$

Therefore, the flow goes out of $\bar{D}$ on $\widetilde{G}_{3}\left(u_{0}\right)=0$ and $\widetilde{G}_{3}\left(u_{0}\right)=-b$. Hence Condition $C_{3}$ of Theorem 3.1 holds too. Thus by Theorem 3.1, there must be an orbit of the system (4.4) lying in $D$, starting at a point on the surface $X=0$ and running to the point $u_{1}$ as $t \rightarrow+\infty$. Finally, from the system (4.4) and the set $D$ it follows that along this orbit $X(t)$ and $T(t)$ are increasing, but $V(t)$ and $Z(t)$ are decreasing.

Let $\widetilde{u}(t), t \in\left[t_{0}, \infty\right)$ be the orbit which is given by the above lemma. Then $\tilde{u}\left(t_{0}\right) \in$ $\{u \in \bar{D}: X=0\}$ and $\lim _{t \rightarrow \infty} \tilde{u}(t)=u_{1}$. Concerning the orbit $\widetilde{u}(t)$ we have the following lemma.

Lemma 4.4. Let $\widetilde{u}(t)$ be as above. Then there is a number a such that for all $(\eta, k, \alpha, \beta)>0$ with $\min (\alpha, \beta)>\max (k, \eta)$, the orbit $\widetilde{u}(t)$ meets the hypersurface $T=T_{i}$ for some $\tilde{t} \in\left(t_{0}, \infty\right)$, with $0<\widetilde{X}(\widetilde{t})<1$ and $-1<\widetilde{Z}(\widetilde{t})<0$.

Proof: Let $u_{01}=\left(V_{01}, T_{01}, 0,-1\right)^{T}$ and $u_{00}=\left(V_{00}, T_{00}, 0,-1\right)^{T}$, where $\left(V_{01}, T_{01}\right)$ and ( $V_{00}, T_{00}$ ) are introduced by Lemma 2.2, and $u_{1}$ is as above. Choose a positive number $a$ so large such that the points $u_{00}$ and $u_{01}$ are on different sides of the hypersurface $P:\left(T-T_{1}\right)-a\left(V-V_{1}\right)=0$, where $V_{1}$ and $T_{1}$ are the first and second components of $u_{1}$. This is possible as $V_{01}<V_{1}<V_{00}$.

Let $\left(V_{i}, T_{i}, X_{i}, Z_{i}\right)^{T}$ be the unique solution of the equations

$$
G_{1}(u)=0, G_{2}(u)=0,1-X+Z=0 \text { and } T=T_{i} .
$$

Then from $T_{00}<T_{i}<T_{1}$, it follows that $0<X_{i}<1,-1<Z_{i}<0,\{u \in \bar{D}$ : $G_{1}(u)=0, G_{2}(u)=0,0<X<X_{i}$ and $\left.-1<Z<Z_{i}\right\} \subset\left\{u \in \bar{D}: T \leqslant T_{i}\right\}$, and $V_{1}<V_{i}<V_{00}$. Now consider the hypersurface $P^{\prime}:\left(T-T_{i}\right)-a\left(V-V_{i}\right)=0$. Since $u_{00}=\left(V_{00}, T_{00}, 0,-1\right)^{T} \in\left\{u \in \bar{D}:\left(T-T_{i}\right)-a\left(V-V_{i}\right)<0\right\}$, we can choose $0<X_{0}<X_{i}$ and $-1<Z_{0}<Z_{i}$ such that $\left\{u \in \bar{D}: G_{1}(u)=0, G_{2}(u)=0,0<X<X_{0}\right.$ and $\left.-1<Z<Z_{0}\right\} \subset\left\{u \in \bar{D}:\left(T-T_{i}\right)-a\left(V-V_{i}\right)<0\right\}$. Let $D_{0}=\left\{u \in D: T_{i}-a V_{i}<\right.$ $\left.T-a V<T_{1}-a V_{1}, 0<X<X_{0}\right\} \cup\left\{u \in D: T_{i}-a V_{i}<T-a V<T_{1}-a V_{1},-1<Z<Z_{0}\right\}$ and $\delta=\min _{u \in \bar{D}_{0}}\left[G_{2}(u)-a G_{1}(u)\right]$. Then $\delta>0$.

Now suppose the orbit $\widetilde{u}(t), t \in\left[t_{0},+\infty\right)$, does not meet the set $\{u \in D: T=$ $T_{i}, 0<X<1$ and $\left.-1<Z<0\right\}$. Let $t_{1}>t_{0}$ and $t_{2}>t_{3}>t_{0}$ be the solutions of the equations $\widetilde{X}(t)=X_{0}, \widetilde{Z}(t)=Z_{0}$ and $\widetilde{Z}(t)=-1$, respectively. Here $\widetilde{X}(t)$ and $\widetilde{Z}(t)$ are the third and fourth components of $\widetilde{u}(t)$, respectively. Since $\frac{d}{d t}[T-a V]=$ $(1 / k) G_{2}(u)-(a / \eta) G_{1}(u)>0, T-a V$ is increasing along the orbit $\widetilde{u}(t)$. It follows that $\widetilde{u}(t)$ remains in $D_{0}$ for $\max \left(t_{2}, t_{1}\right)>t>t_{0}$. Now along the orbit $\widetilde{u}(t)$ in $D_{0}$ we have:

$$
\begin{aligned}
\frac{d}{d X}[T-a V] & =\frac{1}{\frac{d X}{d t}}\left[\frac{d T}{d t}-a \frac{d V}{d t}\right] \\
& =\frac{\alpha}{G_{3}(u)}\left[\frac{G_{2}(u)}{k}-a \frac{G_{1}(u)}{\eta}\right] \\
& \geqslant \frac{\alpha \delta \sigma}{\max (k, \eta)}>0
\end{aligned}
$$

where $1 / \sigma=\max _{u \in \bar{D}} G_{3}(u)$. Similarly,

$$
\frac{d}{d Z}[T-a V] \geqslant \frac{\beta \delta \varepsilon}{\max (k, \eta)}>0
$$

where $1 / \varepsilon=\max _{u \in \bar{D}}(1-X / V) \Phi_{1}(T)$. Let $T_{0}=T\left(t_{0}\right), V_{0}=V\left(t_{0}\right)$. Then $T_{0}-a V_{0}<T_{i}-a V_{i}$, if $\widetilde{u}(t)$ does not meet $T_{i}$. Therefore

$$
\begin{aligned}
\left(T_{1}-a V_{1}\right)-\left(T_{i}-a V_{i}\right) & \geqslant \int_{t_{0}}^{\infty}\left[\frac{1}{k} G_{2}(\widetilde{u}(t))-\frac{a}{\eta} G_{1}(\widetilde{u}(t))\right] d t \\
& \geqslant \int_{t_{0}}^{t_{1}}\left[\frac{1}{k} G_{2}(\widetilde{u}(t))-\frac{a}{\eta} G_{1}(\widetilde{u}(t))\right] d t \\
& =\int_{0}^{X_{0}} \frac{\alpha}{G_{3}(u)}\left[\frac{G_{2}(u)}{k}-a \frac{G_{1}(u)}{\eta}\right] d X \geqslant \frac{\alpha \delta \sigma X_{0}}{\max (k, \eta)} .
\end{aligned}
$$

Similarly,

$$
\begin{aligned}
\left(T_{1}-a V_{1}\right)-\left(T_{i}-a V_{i}\right) & \geqslant \int_{t_{3}}^{t_{2}}\left[\frac{1}{k} G_{2}(\widetilde{u}(t))-\frac{a}{\eta} G_{1}(\widetilde{u}(t))\right] d t \\
& \geqslant \int_{-1}^{Z_{0}} \frac{\beta V}{(1-X) \Phi_{1}(T)}\left[\frac{G_{2}(u)}{k}-a \frac{G_{1}(u)}{\eta}\right] d Z \geqslant \frac{\beta \delta \varepsilon\left(Z_{0}+1\right)}{\max (k, \eta)} .
\end{aligned}
$$

Note that the first inequality is impossible for $\alpha \gg \max (k, \eta)$ and the second inequality is impossible for $\beta \gg \max (k, \eta)$. Thus such a positive number $a$ and $\widetilde{t}>t_{0}$ exist.

From now on we assume that $\min (\alpha, \beta) \gg \max (k, \eta)$, so the orbit $\widetilde{u}(t)$ meets the surface $T=T_{i}$ at the point $\widetilde{u}_{i}=\left(\widetilde{V}_{i}, \widetilde{T}_{i}, \widetilde{X}_{i}, \widetilde{Z}_{i}\right)^{T}$, where $V_{1}<\widetilde{V}_{i}<V_{00}, \widetilde{T}_{i}=T_{i}, 0<$ $\widetilde{X}_{i}<1$ and $-1<\widetilde{Z}_{i}<0$. We call the point $\widetilde{u}_{i}$ the ignition point. According to Lemma 4.2 , this point, is unique for Chapman-Jouguet detonation.

Now we have our main theorem.
THEOREM 4.3. Suppose that the system (2.2) admits the rest points $u_{1}$ and $u_{m 0}$, for some $0 \leqslant m<1$. If Conditions (1.3)-(1.4) and Hypotheses $H_{1}-H_{8}$ hold, then for given $\eta, k, \alpha, \beta>0$ with $\min (\alpha, \beta) \gg \max (\eta, k)$, there is a unique orbit of the system (2.2) which runs from $u_{m 0}$ to $u_{1}$, for some $0 \leqslant m<1$.

Proof: In the region $T<T_{i}$, the last equation of (2.2) becomes $\dot{Z}=0$. Thus, in this region, along the orbits of this system $Z(t)$ is constant. Here we let $Z(t)=\bar{Z}_{i}$, where $\widetilde{Z}_{i}$ is the fourth component of $\widetilde{u}_{i}$, the ignition point. On the surface $Z=\widetilde{Z}_{i}$, the system (2.2) reduces to the following three dimensional system of equations, in the region $T \leqslant T_{i}$ :

$$
\begin{align*}
\eta \dot{V} & =V-J+p(V, T, X)=F_{1}(V, T, X) \\
k \dot{T} & =e(V, T, X)-\frac{1}{2} V^{2}+J V-q(V, T)\left(1-X+\tilde{Z}_{i}\right)=F_{2}(V, T, X)  \tag{4.5}\\
\alpha \dot{X} & =-V\left(1-X+\widetilde{Z}_{i}\right)=F_{3}(V, T, X)
\end{align*}
$$

Now consider the region $D^{\prime}=\left\{(V, T, X) \in \mathbb{R}^{3}: F_{1}(V, T, X)<0, F_{2}(V, T, X)>\right.$ $0,1-X+\widetilde{Z}_{i}<0$ and $\left.T-V+X<\widetilde{T}_{i}-\widetilde{V}_{i}+\widetilde{X}_{i}\right\}$. Notice that $\widetilde{T}_{i}=T_{i}$ and $\left(\widetilde{V}_{i}, \widetilde{T}_{i}, \widetilde{X}_{i}\right) \in$ $\partial D^{\prime}$. By using Theorem 3.2, we show that any orbit of (4.5) initiating at a point on $\partial D^{\prime} \cap\left\{(V, T, X): T-V+X=\widetilde{T}_{i}-\widetilde{V}_{i}+\widetilde{X}_{i}\right\}$ approaches the unique rest point of system (4.5) which is located in the region $T<T_{i}$, as $t$ tends to $-\infty$. We denote this rest point by $\left(\bar{V}_{i}, \bar{T}_{i}, \bar{X}_{i}\right)$. In order to do this we show that the open set $D^{\prime}$, the rest point $\left(\bar{V}_{i}, \bar{T}_{i}, \bar{X}_{i}\right)$ and the function $g(V, T, X)=\left(T-\bar{T}_{i}-V+\bar{V}_{i}+X-\bar{X}_{i}\right) /\left(\widetilde{T}_{i}-\bar{T}_{i}-\widetilde{V}_{i}+\bar{V}_{i}+\widetilde{X}_{i}-\bar{X}_{i}\right)$ satisfy all of the conditions of Theorem 3.2. It is easy to see that conditions $C_{1}^{\prime}$, and $C_{2}^{\prime}$ are satisfied. Also if we differentiate $F_{1}, F_{2}$, and $g$ along the orbits of (4.5) on the boundary $D^{\prime}$, then the flow goes out of $D^{\prime}$ on $\left\{(V, T, X): F_{1}=0\right\} \cup\left\{(V, T, X): F_{2}=\right.$ $0\} \cup\{(V, T, X): g=1\}$. Moreover $\partial D^{\prime} \cap\left\{(V, T, X): F_{3}(V, T, X)=0\right\}$ is invariant with respect to the system (4.5). Hence Condition $C_{3}^{\prime}$ is satisfied too. Therefore by Theorem
3.2, each orbit of (4.5) starting at a point of $\partial D^{\prime} \cap\left\{(V, T, X): T-V+X=\widetilde{T}_{i}-\widetilde{V}_{i}+\widetilde{X}_{i}\right\}$ lies in $\overline{D^{\prime}}$ for $t<0$ and goes to $\left(\bar{V}_{i}, \bar{T}_{i}, \bar{X}_{i}\right)$ as $t$ tends to $-\infty$. Note that along this orbit, $-V(t), T(t)$ are increasing and $X(t)$ is nondecreasing.

Now, consider again the ignition point $\widetilde{u}_{i}=\left(\widetilde{V}_{i}, \widetilde{T}_{i}, \widetilde{X}_{i}, \widetilde{Z}_{i}\right)$. By the above argument, there is a unique orbit of the system (2.2), say $\widetilde{\widetilde{u}}(t)=(\widetilde{\tilde{V}}(t), \widetilde{T}(t), \widetilde{\widetilde{X}}(t), \widetilde{Z}(t)),-\infty<$ $t<\tilde{t}$, with $\widetilde{\widetilde{u}}(\tilde{t})=\left(\tilde{V}_{i}, \widetilde{T}_{i}, \widetilde{X}_{i}, \widetilde{Z}_{i}\right), \widetilde{\widetilde{Z}}(t)=\tilde{Z}_{i}$ for $t \leqslant \widetilde{t}$ and $\lim _{t \rightarrow-\infty} \approx(t)=\left(\bar{V}_{i}, \bar{T}_{i}, \bar{X}_{i}, \tilde{Z}_{i}\right)$. Along this orbit $-V(t), T(t)$ and $X(t)$ are increasing and $Z(t)$ is constant. This orbit lies in $D$, the domain which is used in the proof of Lemma 4.3. Now define

$$
u(t)= \begin{cases}\widetilde{u}(t) & t \geqslant \widetilde{t} \\ \widetilde{u}(t) & t<\widetilde{t}\end{cases}
$$

Then $u(t)$ is a complete orbit of the system (2.2) lying in $D$ and runs from $u_{m 0}$ to $u_{1}$ for some $0 \leqslant m<1$. This completes the proof.
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