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Abstract. We consider the atmospheric behaviour of solar oscillations in a model including a detailed, 
semi-empirical atmosphere. Equations of radial and non-radial oscillation, with consistent treatment of the 
radiation field, are derived. These equations are solved in the radial, grey case; the results show that 
departure from the Eddington approximation has little effect on the properties of the oscillations. Preliminary 
results are presented for the non-radial case, indicating substantial deviations from the Eddington approxi­
mation when the optical thickness across a horizontal wavelength is of the order of or less than unity. 

1. Introduction 

A consistent calculation of solar (or indeed stellar) oscillations must take into proper 
account the interaction between the hydrodynamics of the motion and the radiative 
energy transfer: the radiation contributes to the heating or cooling of the gas and so 
affects the dynamics of the oscillation. In addition observations of solar oscillations are 
made through their eifect on the solar spectrum of radiation and so the diagnostics of 
such oscillations depends on an understanding of how they affect the radiation field. 

The dynamical effect of the radiation occurs through the energy equation which relates 
two of the thermodynamic fluctuations, e.g. of pressure and density, through the 
fluctuation in the divergence of the flux of energy. The radiative flux has traditionally 
been treated in the diffusion approximation, although more recently the Eddington 
approximation (Unno and Spiegel, 1966) has been commonly applied. These approxi­
mations both become exact in the limit of large optical depth, and so they are probably 
adequate for calculations of global properties of the oscillations. This is true in particular 
for low order modes that reside predominantly in the solar interior. On the other hand 
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the solar atmosphere makes a significant contribution to the damping of the solar 5 min 
oscillations (e.g. Ando and Osaki, 1975, 1977; see also Section 4 below). Furthermore 
the very high accuracy now attained in the observational determination of the frequencies 
of the 5 min modes of low degree (Grec et al, 1980; Claverie et al, 1981) suggests that 
effects of the atmosphere on the computation of oscillation frequencies, although 
certainly small, may eventually become significant; thus it was shown by Christensen-
Dalsgaard and Gough (1980) that for modes close to the upper end of the observed 
frequency range the atmospheric boundary condition has some influence on the eigen-
frequencies. Finally it seems likely that the dynamics of the possible chromospheric 
mode (Ando and Osaki, 1977; Ulrich and Rhodes, 1977), trapped between the 
temperature minimum and the transition region, is affected by the treatment of radiative 
transfer. 

The interpretation of observations of solar oscillations in terms of their behaviour in 
the atmosphere requires theoretical calculations of the response of the features in the 
solar spectrum to the oscillations. The simplest, and least reliable, approach is to assume 
that an observed quantity, e.g. a lineshift in a given part of a spectral line, can be ascribed 
an effective height of formation, determined as an average over a contribution or 
response function for the observed quantity, such that the observation characterizes the 
oscillation at this height (e.g. Fossat and Ricort, 1975; Schmieder, 1976, 1978). Thus 
a lineshift would be interpreted as measuring the oscillation velocity at a given height 
in the atmosphere. This procedure, however, clearly ignores the variation of the oscil­
lation through the region where the spectral line is formed. To go beyond it one must 
make a detailed calculation of the perturbations in the atmosphere associated with the 
oscillation and of the effects of these perturbations on the observed quantities. The latter 
part of the process has been considered by, e.g., Mein (1971), Canfield (1976), Cram 
etal. (1979), Gouttebroze and Leibacher (1980), and Keil (1980), and clearly involves 
the interaction between the radiation field, typically in a spectral line, and the oscillation. 
However radiative effects may also be important in the calculation of the variation of 
the oscillations with height in the atmosphere. 

The diagnostic part of the theory of oscillations in the solar atmosphere has become 
increasingly important as observations relating to the atmospheric behaviour of the 
oscillations have become more detailed. These observations include well-resolved two-
dimensional power spectra (k- co diagrams) in chromospheric spectral lines in addition 
to the commonly observed photospheric lines (Rhodes et al., 1983) as well as a resolved 
k - a> diagram in continuum intensity (Brown and Harrison, 1980), and the whole-disk 
measurements of intensity oscillations by Woodard and Hudson (1983). In addition 
there is a large volume of observations with less resolution in space and time, but with 
simultaneous measurements of line shifts and intensities in several different spectral 
lines, or in different parts of the same line (e.g. Cram, 1978; Lites and Chipman, 1979; 
Stebbins et al., 1980). Such observations give potentially detailed information about the 
variation in oscillation amplitude and phase with the height in the atmosphere, and are 
thus of great interest as tests of the theory of oscillation. Furthermore, once the 
theoretical treatment of the oscillations has been sufficiently developed, observations of 
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phase and amplitude variations might possible be used to infer properties of the mean 
structure of the atmosphere, and thus supplement traditional atmospheric diagnostics. 

A special problem is presented by the SCLERA observations of oscillations in the 
limb darkening function close to the solar limb (e.g. Brown etal, 1978). When 
interpreted as straight displacement of the solar limb these observations yield amplitudes 
apparently in contradiction to other observations in the same period range. Calculations 
by Hill et ah (1978) which treated the radiation field in the grey Eddington approximation 
showed that this discrepancy could be explained by taking into account the variation 
in the intensity perturbation with the distance from the limb; but this required 
modifications to the outer mechanical boundary condition that so far have received little 
additional support. Further, more detailed, oscillation calculations are needed to throw 
light on this problem. 

Apart from calculations using the grey Eddington approximation or the even simpler 
Newton's law of cooling (e.g. Noyes and Leighton, 1963) relatively little work has been 
done on the atmospheric behaviour of oscillations in the Sun or other stars. Davis (1971) 
described a technique for including the radiation field in non-linear computations of 
radial pulsations of Cepheids. Similar calculations have been made by Karp (1975). 
Kalkofen and Ulmschneider (1977) presented a method for including radiative transfer 
in the calculation of radially propagating, non-linear waves in the solar atmosphere. 
Apparently the only attempt at a better treatment of radiative transfer in linear theory 
of solar oscillations was made by Schmieder (1977) who considered radially propagating 
waves in the photosphere. Her calculations essentially used the Eddington approxi­
mation, but she went beyond the grey case by considering the radiation field at a number 
(4 or 6) of different wavelengths. It might also be pointed out that the problem of 
convective stability, taking into account a consistent, grey radiation field, was studied 
by Legait (1982a, b), and that detailed dynamical models of the solar granulation with 
non-grey radiation have been developed by, e.g., Levy (1974) and Nordlund (1982). 

There is little doubt that non-linear effects are important for the behaviour of waves 
in the solar atmosphere, especially in the chromosphere where the combined velocity 
amplitude approaches the sound speed. On the other hand linear calculations are 
computationally far less costly than the corresponding non-linear calculations, and so 
permit a more detailed exploration of the dependence of the oscillations on the 
parameters of the problem. This, together with the relative simplicity of linear oscillations, 
make such calculations well suited for attempts to understand the basic physics of the 
oscillations and perhaps to delimit the regions of validity of commonly used approxi­
mations. Furthermore the wave amplitudes are probably sufficiently small in the lower 
parts of the atmosphere that the results of linear theory provides a reasonably realistic 
basis for comparisons with observations. 

We present initial results of a project aimed at a consistent calculation of linear 
oscillations in the solar interior and atmosphere, non-radial as well as radial, with as 
detailed a treatment of the radiation field as permitted by limitations in the available 
computational resources. It is hoped eventually to include the radiation field at a 
sufficient number of frequency points to give a realistic description of the variation in 
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the continuum, and to study the effect of spectral lines on the oscillations; the formalism 
we have developed is sufficiently general to cover these cases. However in this initial 
paper results are only given for the grey case, where the absorption coefficients are 
assumed to be frequency independent, and a major concern is to test the accuracy of 
the Eddington approximation. Section 2 presents the equations of radial oscillations in 
the solar atmosphere, and discusses the use of variable Eddington factors (e.g. Auer and 
Mihalas, 1970) to treat the directional dependence of the radiation. In Section 3 we 
describe the setting up of the equilibrium solar model which consists of a semi-empirical 
atmosphere model matched to an envelope model. Section 4 presents results on the 
radial oscillations of this model. In Section 5 is discussed the generalization of the 
variable Eddington factor technique to non-radial oscillations, and preliminary results 
are given which indicate that departures from the standard Eddington approximation 
may become quite important at large horizontal wavenumbers. Finally Section 6 
contains a discussion of the results and considers future directions for our work. 

2. Equations and Boundary Conditions for Radial Oscillations 

We consider small-amplitude radial oscillations about an equilibrium state and linearize 
the equations in the perturbations. For simplicity only the plane-parallel case with 
constant gravity is treated here; the full set of spherical equations are presented in the 
Appendix. 

As usual (e.g. Cox, 1980) the perturbations must satisfy the continuity equation which 
in the plane-parallel case may be written 

d±=-bJ>; (11) 
dr p 

here r is a vertical coordinate increasing outwards, br is the displacement, p the density 
and b denotes the amplitude of the Lagrangian perturbation (i.e. the perturbation 
following the motion; e.g. Cox, 1980). 

The equation of motion requires a little more care. The atmospheric model includes 
a turbulent contribution pturb to the total pressure which may thus be written 
Ptot = P + Aurb> where p is the gas pressure; ptmb is determined from the turbulent 
velocity (the so-called microturbulence) introduced to account for the observed line 
spectrum. The equation of hydrostatic support is supposed to involve ptmb, so that 

J = - * P - % * = -«>+ /u«bP, (2-2) 
dr dr 

which defines the turbulent body force flurb (e.g. Mihalas and Toomre, 1981); here g 
is gravity. Thus the perturbed equation of motion is 

P~JT =~VP' - P' fe - / t u r b K - P(S' ~ f turb) , ( 2 -3 ) 

dt2 
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where the prime denotes the Eulerian perturbation and ar is a unit vector directed 
vertically upwards. (We have neglected the effects of radiation pressure.) 

In the absence of a definite physical model for/turb the specification of ft'urb is largely 
arbitrary. Here we shall assume that the Lagrangian perturbation 5fturb vanishes; in this 
we differ from Mihalas and Toomre (1981) who took instead fturb = 0. Taking <>fturb = 0 
ensures that an infinitely slow uniform vertical displacement of the layer is a solution 
to the resulting oscillation equations, as it certainly should be; on the other hand this 
clearly does not guarantee the validity of the approximation at higher frequencies. Then 

ft'urb = - K ^ b r ; (2.4) 
dr 

if the perturbation is assumed to depend on time as exp(-icot) and we return to the 
plane-parallel, constant-gravity case it is easy to show that 

*.(*E)-p(g*E+0?&r), (2.5) 
dr\p J p \ p J 

where g = g - / t u r b is an effective gravity. We neglect the turbulent pressure in the 
convection zone. 

The energy equation may be written in the general form 

to ( - " vJ~) = - \ S(div^ot) , (2.6) 
V T p J pcpT 

where T is temperature, 7 a d = (dlnT/8\np)s, s being specific entropy and cp is the 
specific heat at constant pressure. £{ot is the total energy flux, which may be written 
as 

9[at=&k + &C+&M, (2-7) 

where 3FR is the radiative flux, integrated over frequency, $FC is the convective flux, and 
2FM is a 'mechanical' flux which must be invoked to explain the heating of the 
chromosphere. The perturbation of the radiative flux is the major subject of the present 
paper, and we return to it shortly. The perturbation of 3FC causes problems because no 
definitive theory of time-dependent convection exists; furthermore even the physical 
mechanism responsible for gFM is uncertain, and so here the difficulties are even greater. 
Although expressions for the perturbation in the convective flux have been derived in 
the mixing-length formalism (e.g. Unno, 1967; Gough, 1977) we have chosen here to 
neglect the contributions to Equation (2.6) from !FC as well as !FM, i.e. to assume 

5(div &c) = S(div &M) = 0 . (2.8) 

This represents a major uncertainty in the present work, which must be kept in mind 
when evaluating the results. Nevertheless one may hope that it does not invalidate at 
least the overall features of the behaviour of the oscillations in the solar atmosphere. 
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To determine the perturbation in the radiative flux we must consider the equation of 
transfer. The radiation field in the equilibrium state satisfies 

V V[,[l = PKs,vJv+ PKa,yBV- P(K,,V+ Ka,y)Jv (2-9) 

or 

(e.g. Mihalas, 1978); for simplicity we have assumed isotropic scattering and local 
thermodynamical equilibrium (LTE). Here Iv(r, n) is the specific intensity at position r 
and frequency v at the angle 9 = c o s - 1 ^ from the vertical; KSV and Kav are the 
monochromatic scattering and absorption coefficients, respectively, Bv the Planck 
function and 

Jv=— O / w d 0 (2.10) 
471 J 

is the mean intensity, the integration being over solid angle Q. We also introduce the 
higher moments 

1 L 
Hv= —OnIvdQ, (2.11) 

An J 

Kv=^~&>n2IvdQ; (2.12) 
4TC J 

here Hv is related to the radiative flux by 

OO 

&R = 4n\ / / „dva , , (2.13) 

o 

and Kv is related to the radiation pressure. By integrating Equation (2.9) over \i and v 
we obtain 

d i v ^ = ^ = \np | KatV(Bv-Jv)dv, (2.14) 
dr 

where .^Rr is the radial component of $FR. 
We shall assume that the motion is non-relativistic. Then the time derivative in the 

complete equation of transfer (e.g. Mihalas, 1980) may be neglected. If we furthermore 
neglect the effect of lines and other regions with sharp gradients in /„ as a function of 
v (where otherwise Doppler-shift effects caused by velocity gradients might become 
important) Equation (2.14) may be perturbed in a straightforward manner; substituting 
the result into the energy equation (2.6), using Equations (2.7) and (2.8), we finally get 
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bT „ bp\ 1 ,. _ bP 

T pj pcpT p 

An 
+ 

c„T '" o 

| [bKa,v(Bv-Jv)+ Ka,v(bBv-bJv)]dv. 

(2.15) 

Here bp/p and §Ka v can be expanded in terms of bT/T and bp/p as 

3p ST bp bKa bT bp 
~=PT—+PP~> =(Ka,X^z + ( « „ , , ) , - . (2-16) 
P T p Ka>v r /> 

where e.g., p r = (dlnp/dlnr)p and may be determined from the equation of state. 
Furthermore Bv is an explicit function of T and so bB v can immediately be found as 

J D 

5 5 = — v 5 7 \ (2.17) 
dT 

Thus Equation (2.15) can be written as 

ia)~7r\ {[(K"-^+ PrKBv-Jv)+ T^Ka,vdv^6T 

p o 

= {;coVad + 
An 

cj J 
/> 

[ ( O P + PP\{Bv-Jv)Kavdv\ — -

K a > v &/ V dv. (2.18) 

* o 

This equation can clearly be used to eliminate bT/T in terms of bp/p and the <x/v. 
To close the system of equations we therefore need equations for the bJv. By 

perturbing Equation (2.9) it follows that 

/ i—J" = p[bKStVJv+ bKatVBv-(bKStV+ S K B J V ) / V + 
or 

+ K,, vbJv + KavbBv - ( K , , V + Ka> v ) 5 / s ] ; (2.19) 
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here blv and bJv are related by 

bjv(r) = — "(E 5/v(r, p) dQ. (2.20) 
471 J 

Thus one might in principle include blv(r, p), at suitable discrete points in v and jU, as 
variables, and solve the corresponding Equation (2.19) together with Equations (2.1) 
and (2.5). It is evident that reasonable resolution in v and p. may result in a very large 
set of equations. 

As is common in the theory of stellar atmospheres, it is more efficient to work in terms 
of moments of the radiation field. We introduce bHv and bKv as 

bHv(r)=— &fibIv(r,v)dQ, (2.21) 
An J 

bKv(r) = — I f^Ar, v) dfl. (2.22) 
47T J 

The zeroth and first moments of Equation (2.19) then yield 

d6H" P[bKaJBv-Jv)+Ka^(bBv-bJv)], (2.23) 

-p[bKvHv + KvbHv], (2.24) 

dr 

dbKv 

dr 

where KV = KS<V+ KQ vis the total opacity. To close the system of equations we now use 
the variable Eddington-factor technique (e.g. Auer and Mihalas, 1970), by introducing 
the Eddington-factors 

fosc,v=bKv(r)/bJv(r). (2.25) 

Had /o s c v been known the equations would clearly form a closed system. This is not 
the case, but we may determine /osc>v by iteration. As an initial gues we take 
fosc.v = feq = Kv/Jv which is known from the equilibrium solution. Equations (2.1), 
(2.5), (2.23), and (2.24) are then solved, to give a first estimate of the perturbations. This 
solution is substituted into the right-hand side of Equation (2.19) which may then be 
integrated for blv; this integration can be done by quadrature, independently at each 
point in v and p., and so it is extremely fast. Finally a new estimate of / o s c v is obtained 
from Equations (2.20), (2.22), and (2.25). This iteration may be performed simul­
taneously with the iteration for co which is in general an eigenvalue of the problem, and 
so it is quite efficient. In this way the number of radiation variables is reduced by a factor 
corresponding to the number of /i-points, at the expense of a few additional iterations. 
It might be noticed that the standard Eddington approximation corresponds to taking 
f =-

JOSC, v 3 ' 
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We still have to specify the boundary conditions. The outer surface of the model, at 
r = rs say, is assumed to correspond to the lower boundary of an isothermal corona; 
by making its temperature different from that of the last point in the model we can 
simulate the rapid temperature rise in the outer part of the transition region. A condition 
on br and bp/p at this point is then obtained by requiring the solution to match 
continuously to an outward propagating, adiabatic wave in the corona (e.g. Cox, 1980). 
The conditions on the perturbations in the radiation field are that there be no incoming 
radiation at the surface, i.e. 

&Iv(rs,n) = 0 for n<0. (2.26) 

When using the variable Eddington factors these are replaced by the conditions 

^ ( 0 = ««c,^W- (2-27) 
where the gosc „ form another set of variable Eddington factors that may be determined 
in the iteration for / o s c v ; the conditions (2.26) are then applied in the quadrature to 
determine blv from Equation (2.19). 

In a complete stellar model (where one must clearly use the spherical equations) the 
solution has to satisfy regularity conditions, at the centre and these, together with the 
surface conditions, determine u> as an eigenvalue of the problem. Here we shall be 
concerned with models truncated at a finite distance from the centre, and so we need 
a separate set of conditions. From the energy Equation (2.15) follows that the solution 
becomes increasingly adiabatic with increasing depth, and we shall assume that at the 
bottom boundary, r = rb, the solution is exactly adiabatic, i.e. 

^ V ^ at r-rb. (2.28) 
T P 

A more realistic condition that takes into account departures from adiabaticity has been 
formulated by Dziembowski (1977), but if the lower boundary is at a sufficient depth 
the condition (2.28) is adequate. It may also be shown (as in the equilibrium case, e.g. 
Mihalas, 1978) that the radiation field tends to the diffusion approximation at great 
depths. This determines the variation of bHv with v, leaving the v-integrated flux 
perturbation 

bH = bHvdv (2.29) 

undetermined, and thus provides an additional Nf- 1 conditions, where A^ is the 
number of points in v. 

The conditions specified so far permit a solution for any value of a), because no 
mechanical condition has been invoked at the lower boundary. However it is of interest 
to look for standing wave solutions in the truncated model, and to do so we have to 
impose an, essentially artificial, mechanical condition. Here we shall take the condition 
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that the displacement vanish, i.e. 

br = 0 at r = rb . (2.30) 

Alternatively one might look for solutions at given period (or real part of co), regarding 
the growth or damping rate (i.e. the imaginary part of ca) as a real eigenvalue. This 
requires one real condition at the lower boundary which we take to be that the part of 
the model interior to rh perform no work on the part exterior to rb, i.e. 

lm(br*bp) = 0 at rb. (2.31) 

Finally let us consider the grey case, where Ka v = Ka and K̂ . V = KS are assumed to 
be independent of v. Then Equation (2.18) becomes 

{ico- wR[4 - Ac(KaT + pT)]} — = 

= [*'wVad - « « 4 0 a > / , + PP)\ — ~ <*>R — . (2-32) 
P B 

where B is the frequency-integrated Planck function, bJ = j * bJvdv and we have 
introduced 

Ae = J/B-l=-*™*L (2.33) 
4npKaB 

as a measure of the departure from radiative equilibrium, J being the integrated mean 
intensity; furthermore 

co, = ^ (2.34) 

is a characteristic radiative relaxation rate in the optically thin limit related to the one 
introduced by Spiegel (1957). Equation (2.32) is similar to Equation (12) of Ando and 
Osaki (1975), but as they assumed that J = B everywhere they did not have the terms 
in Ac. This is equivalent to assuming that the equilibrium model is in radiative equilibrium 
everywhere, an assumption that is invalid not only in a mechanically heated atmosphere 
but also in the upper part of the convection zone where there is a transition from 
radiative to convective energy transport (deeper down in the solar convection zone 
energy is carried almost exclusively by convection and so once again Ac is negligible). 
As shown in Section 4 the inclusion of the terms in Ac appears to have a fairly strong 
stabilizing effect on acoustic modes in the Sun. 

After integration over v Equations (2.19) and (2.24) are unchanged, apart from the 
removal of the subscripts v, whereas Equation (2.23) may be written, using 
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Equation (2.32), as 

dbH 
—— = PBK. 
ar 

c <; j 

4 [ ' « V a d " <aRAciKa,p + Pp)\ ['» + ^4 (K a , r + PT)] ~ 

p B ^ 

ico - coR[4 - Ac{Ka,r + PT)] 

(2.35) 

(By writing the equation in this apparently more complicated form we avoid difficulties 
that might otherwise be caused by the near cancellation of bJ and bB in the interior of 
the model.) The only inner thermal boundary condition is now Equation (2.28). The 
variable Eddington factor method may be used as before, to iterate for 
/oscM = bK(r)/bJ(r) and gosc = bH(rs)/bJ(rs). Notice that there are now only four 
perturbation quantities (e.g. br, bp/p, bH, and bK) and so the order of the system is 
the same as when the Eddington approximation, or the diffusion approximation, is used. 

3. The Equilibrium Model 

The solar model we have considered consists of a deep envelope matched smoothly to 
a semi-empirical atmospheric model. The envelope model is constructed by integrating 
the equations of hydrostatic support, continuity and radiative or convective energy 
transport inwards, assuming constant luminosity, from boundary conditions determined 
at the bottom of the atmosphere. The physics of the envelope is, with a few exceptions 
discussed below, as in the solar evolution calculation of Christensen-Dalsgaard (1982): 
the equation of state of Eggleton et al. (1973), opacity tables from Cox and Tabor (1976) 
interpolated with stretched splines (Cline, 1974) and convection treated with mixing 
length theory in the form of Baker and Temesvary (1966). 

The atmospheric model is based on a model similar, but not identical, to model C of 
Vernazza et al. (1981) and was kindly supplied by A. Skumanich. This model, however, 
had to be somewhat modified to make it suitable for oscillation calculations (Mihalas 
and Toomre, 1981). In particular the turbulent body force / t u r b , defined by 
Equation (2.2), had erratic variations in some parts of the original model above the 
temperature minimum. These were removed by resetting fturb smoothly where needed 
and redetermining p by integrating Equation (2.2), keeping p fixed at the top and bottom 
of the atmosphere. All number densities were scaled with the ratio /? between the new 
and the old p, thus keeping all degrees of ionization the same; the value of /? was always 
between 0.9 and 1.1. 

The mesh in the original model had only about 50 points from the bottom of the 
atmosphere to the base of the corona. This is insufficient to resolve adequately the 
variations in the oscillation quantities, and so the mesh had to be reset by interpolation. 
The distribution of the new mesh was based largely on the variation in density and mass, 
but with additional points in the region of rapid temperature rise from 10000 K to 

https://doi.org/10.1017/S025292110009552X Published online by Cambridge University Press

https://doi.org/10.1017/S025292110009552X


176 J0RGEN CHRISTENSEN-DALSGAARD AND S0REN FRANDSEN 

24000 K and at the temperature plateau at 24000 K. To keep flUTb smooth p was reset 
from the interpolated fturb; this required changes in p of less than 1.2% from the directly 
interpolated value. The final mesh had 300 points in the atmosphere. 

It might be argued that the fluctuations in ftmb represent a physical effect and that 
accordingly they should not be eliminated. However the fluctuations are inadequately 
resolved in the original model and so they cannot be reliably interpolated. We have 
therefore preferred to remove them. Future, more detailed, atmospheric models are 
needed to demonstrate their reality. 

In the final, interpolated model the maximum deviation in pressure from the original 
model caused by the smoothing of/turb is about 9% and occurs at the 24000 K 
temperature plateau. For temperatures less than 9000 K the deviation is less than 5% 
everywhere. Thus the smoothing has a relatively small effect on the thermodynamics of 
the atmosphere. 

A number of thermodynamic derivatives, not provided in the original atmosphere, are 
needed in the oscillation calculation. Of course the notion of an equation of state is not 
well-defined in the upper part of the atmosphere where LTE is no longer a good 
approximation. Here, ideally, one should perturb the statistical equilibrium equations 
(e.g. Mihalas, 1978) which provide a direct coupling between the radiation field and the 
thermodynamic state of the gas. However this would greatly increase the complexity of 
the calculation, and in the present work we have avoided such complications. Following 
Mihalas (1979) we have taken some account of the effect of NLTE by introducing 
departure coefficients, found from the equilibrium model, in the Saha and Boltzman's 
equations; these were assumed to be unaffected by the oscillation. The equation of state 
was otherwise as in Christensen-Dalsgaard (1982), with complete calculation of the 
ionization of C, N, and O; however here we also include the ionization of the first 
electron of the 7 most abundant among the remaining heavy elements. 

The departure coefficient dH for hydrogen ionization was taken from the original 
model. The ionization of He and heavy elements was calculated with a ficticious mean 
departure coefficient dz, assumed to be the same for all elements and all levels of 
ionization; dz was found by iteration, to make the density found from the equation of 
state calculation, at given temperature and electron density, the same as the density in 
the original atmosphere. In a limited region around a temperature of 104 K dz was 
smoothed to remove fairly drastic fluctuations in the opacity derivatives. This smoothing 
caused a maximum deviation in density of about 0.4%. 

The composition of the atmosphere model assumed a ratio oeHe between the number 
densities of He and H of 0.1. A direct, spectroscopic determination of aHe is of course 
difficult; it may be that evolution calculations, where aHe is regarded as a free parameter 
which is adjusted until the luminosity of the model of the present Sun agrees with the 
observed value, offer a more reliable determination of aHe. The values obtained are 
generally somewhat smaller than 0.1. In the present calculation we have preferred to use 
the value 0.0858 determined from the evolution calculation of Christensen-Dalsgaard 
(1982), to obtain an envelope that is as closely as possible consistent with the complete 
solar model. The atmosphere therefore had to be adjusted for the change in composition. 
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This was done by regarding the relation between temperature and the total hydrogen 
number density nH as fixed; dH and dz were determined as before, using the original 
aHe, and the electron number density was then found by iteration, keeping dH and dz 

fixed, to get the density corresponding to the new composition. By assuming that pturb/p 
had the same dependence on «H as in the original model we could then determine the 
total pressure and hence the height and mass scales, using the equations of hydrostatic 
support and continuity. This procedure is clearly not strictly correct, but in view of the 
relatively small change in aHe it is probably adequate. 

The opacity in the atmosphere was calculated using a programme described by Auer 
et al. (1972), taking into account contributions from H, H~, H^ , C, Si, and Mg. In the 
present, grey, calculation the value KA 5000 at 5000 A was used. This is fairly close to, 
and much faster to compute than, the Rosseland mean; furthermore it agrees with the 
Rosseland mean KCT found from the tables of Cox and Tabor (1976) at a temperature 
of about 6300 K, over a wide range in density. In the photosphere a smooth matching 
between KA5000 and K c r was therefore accomplished by computing 

log K* = <p(y) log KCT+[1- (p{y)] log 
KA,5000 ' 

(3.1) 

,where^ = 2 | - I l o g ( r / r j , 
0 for y < - 1 

</>(y) = 3 + !yU- :b 2 ) for W < i (3.2) 
1 for y > 1 , 

and Tm and Am were 6300 K and 0.1, respectively. This ensures that K* and its first 
derivatives with respect to T and p are continuous. Above the temperature minimum 
K* was set to K^>50OO- TO compensate for the fact that K^,50OO is different from the 
opacity used in constructing the atmospheric model the final atmospheric opacity K was 
obtained as K = aop K*, where aop in the atmosphere is a constant determined such that 
the optical depth at the bottom of the atmosphere, at 5000 A, was the same as in the 
original model. 

In the integration in the interior we neglect the turbulent pressure, so that fturb = 0. 
We furthermore assume strict LTE, by setting all departure coefficients to unity, use the 
opacity as given by Equation (3.1) (i.e. take aop = 1) and assume no mechanical (as 
distinct from convective) energy flux, i.e. 3FM = 0. To get a smooth transition from the 
atmosphere to the interior we determine, rather arbitrarily, the values of fturb, dH, dz, 
<xop, and ^ in the upper part of the interior as 

A(x) = [l- (p(y)]Abol + <WyA.mt, (3.3) 

where Abol = A (Tbot) is the value of any of these quantities at the bottom of the 
atmosphere, Ainl is its value in the interior and T is optical depth; (p is defined in 
Equation (3.2) and y = (T - Tbot)/Ai - 1. The bottom of the atmosphere was chosen to 
be at Tbot = 0.44 (corresponding to T = 5840 K), and Ax= \ was used in the smoothing. 
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As the envelope integration starts at a fairly small optical depth we cannot treat the 
radiative flux in the diffusion approximation. Instead we use the grey moment equation 

^-i(j--3y=-KP". (3.4) 

dr r \ / e q / 

together with 

B = (3.5) 
/«,(!+4) 

which follows from Equation (2.32) and the definition of f . Thus the temperature 
gradient is 

V 
_ d l n T 

d In;? 

1 P 

4 pg 
"^_1f±_3) +

 d h^+(i + 4)-ld^" 
_ K A / e q / dr dr. 

(3.6) 

where Equation (2.2) was used. To make a smooth transition in 7 between the 
atmosphere and the interior we replaced H in Equations (3.4) and (3.6) by <P(x)H, where 
4>(Tbot) was determined from the condition that V be continuous at the bottom of the 
atmosphere, and $ (T) was found as in Equation (3.3), with <Pinl = 1; <P(xbot) was always 
close to 1. H is found from Equation (2.7) as 

H=^-{9u-PM-&c). (3.7) 
An 

Finally the mixing length treatment of convection was modified appropriately. 
The equations for the structure of the envelope thus depend on feq and Ac, and hence 

on the radiation field. Rather than making a full model atmosphere calculation we have 
determined the radiation quantities iteratively. Given f and Ac as functions of x and 
the value of ^ b o t , we can determine the envelope structure and hence integrate the 
equation of transfer in the envelope and atmosphere, to get new/eq(i), Ac{x) and ^/_b o t . 
As initial values were used/eq = \,Ac(x) = ^v/jbot = 0. The convergence of this iteration 
was rather slow; in the calculation we stopped after three iterations, where the mean 
change in feq and Ac was less than 0.3%. 

The ratio a. of the mixing length to the pressure scale height was determined such that 
the depth of the convection zone was the same as in model 1 of Christensen-Dalsgaard 
(1982); this required a = 1.8556. The difference between this value and the value of 
1.6364 used by Christensen-Dalsgaard reflects the change in the surface boundary 
condition. With this calibration the differences between the envelope model and model 1 
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in p, p, and T, compared at fixed mass, was less than 1 % at the base of the convection 
zone. The remaining difference is probably still an effect of the difference in the surface 
boundary condition, and could presumably be removed by suitably modifying the 
boundary condition in the evolution calculation. In this way it should be possible to 
construct a complete model of the present Sun, matched smoothly to a detailed 
atmospheric model. 

4. Results for Radial Oscillations with Grey Radiation 

The equilibrium model described in the preceding section was truncated at a fractional 
radius x = r/rphot of 0.24, where rphot is the photospheric radius, here taken to 
correspond to the point where T = Teft, the effective temperature. The temperature at 
the bottom of the envelope was 8.2 x 106 K; at this temperature the luminosity in a 
complete solar model is about 0.97 times the surface value, and hence to compute a 
deeper envelope one would have to take into account the variation in luminosity caused 
by nuclear energy generation. The outer boundary of the model was taken at a 
temperature of 49 000 K in the transition region, and a coronal temperature of 
1.6 x 106 K was assumed in the outer mechanical boundary condition. The complete 
equilibrium model, including the atmosphere, had 992 mesh points. 

The spherical oscillation equations (cf. the Appendix) were solved in the grey case 
using a second order centred difference scheme similar to the one used by Baker and 
Kippenhahn (1965) (see also Baker et al, 1971). The Eddington factors were calculated 
using 10 point Gaussian quadrature in /i. We iterated for a> or its imaginary part until 
the mechanical boundary conditions (2.30) or (2.31) were satisfied. 

Some indication of the possible eigenmodes of the model can be obtained by writing 
the equations of adiabatic oscillation in the form 

^ f + O 2 * = 0 (4.1) 
d i 

a 

(Christensen-Dalsgaard etal, 1983), where i/̂ = r{pc)i/2 br,c being the sound speed, 
and 

T"= I 7 (4-2) 
r 

is the 'acoustical depth'. Q2 is given by Equation (4.4) of Christensen-Dalsgaard et al. 
and may be written as 

Q2 = 4n2(v2-r), (4.3) 

where v= co/2n is the cyclic frequency; this equation defines an effective 'potential' 
f" for radial oscillations, such that the mode is oscillatory when v2 > Y 
and evanescent when v2 < f? 
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The behaviour of f~ in the upper part of the model, as a function of the height 
h = r-rphot above the photosphere, is illustrated on Figure 1. Y increases with 
decreasing temperature in the convection zone until close to its upper boundary. Here 
the rapid change in the temperature gradient associated with the strong super-adiabaticity 
causes a dip in % followed by a gradual increase until near the temperature minimum, 
where ^"has a maximum of height ^ , a x = \%, vc « 5.9 mHz corresponding roughly to 
Lamb's (1909) acoustical cut-off frequency at the temperature minimum. Further out 
Y decreases again due to the chromospheric temperature rise until the base of the 
transition region where the rapid temperature increase causes a rapid rise in f. The 
sharp peak in "V at zero height is probably an artifact of the matching between the 
atmosphere and the interior. 

There is a possibility of modes with v < vc predominantly trapped in the interior of 
the model; these are the subphotospheric acoustic modes responsible for the 5 min 
oscillations. In addition to this subphotospheric cavity, however, there is also a cavity 
between the temperature minimum and the transition region; as first shown by Ando 
and Osaki (1977) and Ulrich and Rhodes (1977) in the non-radial, and R. Scuflaire 
(private communication) in the radial case, it is possible to trap a single chromospheric 
mode in this cavity. Modes with v > vc are essentially free to propagate in the entire 
atmosphere, and so they might be expected to experience stronger damping than modes 

-i i i i i J I i-i ^ L ^ I i l l , ! , . : , I ,Z 
5CO 0 bOO 100C 'bOJ 2d00 .">0C J[J;JO 

h(km) 

Fig. 1. The effective 'potential' Y for radial adiabatic oscillations (cf. Equations (4.1) and (4.3)), as a 
function of the height h above the point where T = Tcf!. 
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with v < vc; but there is still an appreciable degree of reflection in the transition region 
(see also Bahng and Schwarzschild, 1963). 

Some results on v and the relative damping (or growth) rate r\ for selected modes of 
the complete envelope are shown in Table I; here r\ = <y,/cor where cor = Re(w) and 
to,- = Im (a>). The modes were computed by imposing the boundary condition (2.30). For 
comparison we have included adiabatic results obtained by solving just Equations (A. 1) 
and (A.2) and relating bp/p and bp/p adiabatically; these are shown in the first column 
of the table. The second set of values were obtained with consistently iterated Eddington 
factors. The remaining results show the effects of various approximations; the third set 
was obtained by replacing / o s c and gosc by feq and gcq, the equilibrium Eddington 
factors, the fourth by using the standard Eddington approximation, i.e. / o s c = 5, 
£osc = 2> a n d the n n a l s e t u s e d the Eddington approximation and in addition assumed 
/ = B as did Ando and Osaki (1975, 1977). In addition to the internal acoustic modes, 
which have been labelled by the number of nodes in the adiabatic case, results are also 
shown for the chromospheric mode. 

It is evident from the table that the treatment of radiation has a very small effect on 
the cyclic frequencies of oscillation, at most about 0.05%; thus until the observational 
accuracy has been improved and the uncertainty caused by other approximations in the 
theory is reduced the Eddington approximation is certainly adequate for the computation 
of eigenfrequencies. On the other hand the differences caused by assuming adiabatic 
oscillations, up to about 0.5%, are quite significant. The effects on the growth rates are 
considerably larger, up to a few per cent, but here the effects of other theoretical 
uncertainties are correspondingly larger, and so once again the Eddington approximation 
is probably adequate. 

The Ando and Osaki approximation has a strong effect on the damping rates. In 
contrast to when this approximation is not made modes with frequencies less than about 
2.4 mHz are found to be unstable, and for the remaining modes the damping rate is 
generally considerably smaller. There is also a significant effect on v. We return to this 
question in more detail at the end of the section. 

The behaviour of the consistent Eddington factors / o s c is of some interest. Figure 2 
shows the difference fosc - f for the modes of Table I. Had our treatment of the , 
convective flux perturbation been consistent / o s c should have tended to fcq as u> tended 
to zero; although this is not exactly true, fosc-feq is nevertheless small at low 
frequencies. With increasing v / o s c departs increasingly from feq, although the departure i 
is fairly small for frequencies less than 4.5 mHz, where most of the power in the 5 min • 
oscillations is concentrated. The rapid variation in / o s c at v = 6.55 mHz is caused by 
bJ nearly vanishing here. In fact points where bJ = 0 and bK # 0 are clearly singularities 
of/osc, and so here the variable Eddington factor method formally breaks down; in 
practice, however, this has not caused convergence problems. More serious are zeros 
in bK at points where bJ # 0; here / o s c = 0, giving rise to singularities in the moment 
equations as they have been formulated here. In the present calculation such behaviour 
caused convergence problems in narrow frequency ranges around v = 6.25 and J 
7.6 mHz. I 
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Fig. 2. Real part of / o s c -fcq (a) and imaginary part of / o s c (b), where /o s c is the consistently iterated 
Eddington factor for the oscillation and / e q the equilibrium Eddington factor, as functions of the optical 
depth T, for the modes of Table I. The curves are labelled with the cyclic frequencies vof the modes, in mHz. 
For v= 6.55 mHz / o s c is almost singular at T = 2 x 10~3 and at T = 3 x 10"6, and Re(/osc) -feq has a 

plateau at a value of about 1 between T « 10"5 and T « 5 x 10 ~4. 
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The integration of Equation (2.19) for the radiation field and the evaluation of /o s c 

occupied less than 10% of the total computation time. Thus consistent treatment of the 
radiation field only requires a modest increase in the numerical work. 

Some effects on the oscillation eigenfunctions of the treatment of the radiation field 

2000 2500 

-2000 -1500 -1000 -500 500 1000 1500 2000 2500 

h(km) 

Fig. 3a-b. 
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Fig. 3c-d. 

Fig. 3a-d. Eigenfunctions in the Eddington approximation ( A - A - A - ) and with consistently iterated 
Eddington factors (B-B-B- ) for the mode with frequency 4.18 mHz. Figures (a) and (b) show real and 
imaginary parts of the scaled displacement C, defined in Equation (4.4), and (c) and (d) real and imaginary 

parts of the relative perturbation bJ/J in the mean intensity. 
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Fig. 4a-d. Eigenfunctions for the chromospheric mode. See caption to Figure 3. 
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are presented on Figures 3 and 4, for the interior mode with frequency v = 4.18 mHz 
and the chromospheric mode, respectively. To indicate the distribution of the kinetic 
energy of pulsation we plot in each case 

pl/2br r - * (4.4) 
- - 3 / 2 F 1/2 
' pho t c 

where 

E= r2p\br\2dr (4.5) 

is related to the kinetic energy of pulsation. In addition we show bJ/J. The solution was 
normalized such that br/re = 1 at r = rphot, where 

gs 
(4.6) 

is related to the photospheric pressure scale height, & being the gas constant and gs the 
surface gravity of the model. 

For the interior mode shown on Figure 3 most of the pulsational energy is clearly 
associated with the inner cavity, the maximum in £ being close to the turning point at 
about A = 120 km predicted on the basis of Figure 1. The effect of the treatment of 
radiation on £ is so small as to be almost unnoticeable. A somewhat larger, but still fairly 
small, effect is seen for bJ/J. 

The chromospheric mode shown on Figure 4 has a pronounced maximum in £ in the 
chromospheric cavity shown on Figure 1 and is evidently strongly reflected in the 
transition region. Not surprisingly, for this mode { is significantly affected by the 
treatment of the radiation field. Furthermore there is now a large difference in bJ/J 
between the two cases, which could conceivably have some observational effect. 
Significant differences are also found for the remaining perturbations. 

Finally we may consider in more detail the results on the damping of the modes. It 
is easy to show from the oscillation equations that 

IcDjOirE = Im(r2br*bp) 

- R e { - I (r3-l)^b(div^R)r2dr\ , (4.7) 
I (u J p ) 

where T3 - 1 = (31n T/d\np)s. Here the integrated term corresponds to the work done 
from the outside on the region considered or, equivalently, the acoustical energy flux 
across the boundaries, whereas the integral gives the contribution form the internal 
(positive or negative) dissipation. If the no-work condition (2.31) is assumed, 
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Equation (4.7) may be written as 

rj = t]s + W{rs), (4.8) 
where 

= lm(r28r*bp) ( 4 9 ) 

2co2E 

comes from the loss of acoustical energy at the outer boundary, and 

Re > * ( r 3 - l p ^ 5 ( d i v ^ ) r ' 2 d r ' 
a> 

W{r)= (4.10) 

2co2E 

is the normalized work integral. 
If the bottom boundary condition (2.31) is used we may compute i jasa continuous 

function of v. The results are shown on Figure 5, both for the consistent treatment of 
the radiation field and using the Ando and Osaki approximation. For the exact case the 
figure also shows the ratio r\Jr\, i.e. the relative contribution of the leakage of wave 
energy at the outer boundary to the total damping rate of the oscillation. As was also 
found by Ando and Osaki (1977) this contribution is never dominant for interior modes; 
for the chromospheric mode r\s/r\ x 0.32, and so here wave leakage accounts for about 
5 of the total damping. 

The very large peak in t] at around 5.2 mHz corresponds to a pronounced minimum 
in the normalized pulsational energy, 

(4.11) 
Mbr{rsf 

(Mbeing the total mass of the Sun), so that here the energy of the mode is predominantly 
in the atmosphere; this also causes the peak in r\s/r\. These frequencies are close to or 
above vc, and so there is no longer strict trapping in the chromosphere; but the shape 
of the eigenfunctions indicates that there may still be some resonance with the first 
overtone of the chromospheric cavity, and this is probably the reason for the enhanced 
damping. Similarly the small peak in r\Jr\ at 3.8 mHz might be caused by resonance 
with the fundamental chromospheric mode, and there is some indication that the peak 
in Y\ at v = 7.2 mHz is associated with resonance with the second chromospheric 
overtone. 

The apparent abrupt cut-off of power in the Birmingham whole-disk spectra at about 
6 mHz presented by Isaak (1983) might be related to the resonance close to this 
frequency. There is clearly no sudden increase in damping at an 'acoustical cut-off 
frequency', and from the shape of the 'potential' in Figure 1 non would be expected; but 
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v (mHz) 

Fig. 5. Relative damping rates for oscillations extending over the entire envelope, as functions of the cyclic 
frequency v. The curve labelled t] ( ) was obtained with consistent treatment of the radiation field, 
whereas for the curve labelled r\AO ( ) we used the Eddington approximation and assumed J - B in the 
equilibrium model (as did Ando and Osaki, 1975, 1977). These two curves use the left-hand scale. Finally 
the curve labelled r\Ji\ ( - • - • - ) , using the right-hand scale, shows the relative contribution to the total 
damping rate from the leakage of wave energy into the corona. The dotted parts of the curves correspond 
to frequency regions where the near-vanishing of bK at points in the atmosphere caused convergence 

problems in the Eddington factor iteration. 
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Fig. 6. The normalized work integral W (cf. Equation (4.10)) for the mode of frequency 4.18 mHz, with 
consistent treatment of the radiation field ( A - A - A - ) and in the Ando and Osaki approximation 

(B-B-B- ) . 
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it is still true, as pointed out by Isaak, that the position of the power cut-off might 
eventually be used as a diagnostic for the structure of the solar atmosphere, although 
not quite in the simple form envisaged by Isaak. 

The damping rates found using the Ando and Osaki approximation are generally 
considerably smaller than those obtained when the approximation is not made. To 
illustrate this Figure 6 shows the behaviour of the work integral in the two cases. In both 
there is some excitation (which Ando and Osaki attributes to the K mechanism) close 
to the outer edge of the convection zone. However this is weaker in the exact case, and 
here the damping in the lower atmosphere is also much stronger. The difference is solely 
an effect of assuming Ac = 0; results obtained in the Eddington approximation but 
keeping the terms in Ac, are virtually indistinguishable form the exact case. 

In the region of large damping \AC\ is quite small, less than about 0.05, and so it might 
at first seem surprising that it has such a significant effect on the stability of the 
oscillation. While there appears to be no obvious physical reason why this is so, it should 
be noticed that in Equation (2.35) Ac occurs in the combination coRAc, which is to be 
compared with co; in the region considered coR is much larger than <x> (see also Figure 6 
of Ando and Osaki, 1975), and so the terms in Ac may in fact dominate. The physical 
significance of this effect may, however, be questionable; it is certainly linked to our 
neglect of the perturbation in the convective and mechanical cooling rates (cf. 
Equation (2.8)), and so it should perhaps be regarded as a measure of the uncertainties 
introduced by this assumption. 

5. Radiative Transfer in Non-Radial Oscillations 

The general equations of non-radial, non-adiabatic oscillation are given by e.g. Ando 
and Osaki (1975) (see also Christensen-Dalsgaard, 1981), and will not be presented 
here; instead we concentrate on the part of the problem involving radiative transfer. To 
facilitate comparison with earlier work the spherical terms in the moment equations are 
kept; however the treatment of the radiation field is essentially plane-parallel. 

The angular and temporal variation of the perturbations may be separated as, e.g., 

bp{r, 3, <p, t) = Re[bp(r)Yr(3, 0 ) e " t o ' ] , (5.1) 

where r, &, and <f> are spherical polar coordinates; here F/" is a spherical harmonic, and 
for simplicity we have used the same symbol for the perturbation and its amplitude. The 
displacement vector, no longer purely radial, may be written as 

br = Re £r(r)17(S,0)ar + 

+ Sh(r) 
dYI" 

89 
a„ + 

1 dYI" 

sin 9 8(f) 
exp ( - icot) (5.2) 

where ai9 and a0 are unit vectors in the & and <p directions. In addition to the 'global' 
coordinates (r, 9, <p) it is useful to introduce a local Cartesian system of coordinates 
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(x, y, z) in a given point (r0, 90, <p0); here z = r - r0 and the x-axis may be chosen to be 
in the direction of the local horizontal component of the wave vector, so that, e.g., 

bp(r, 9, <p, i) = Re {bp(z) exp[i(kx - cot)]} , (5.3) 

where the local horizontal wave number k is related to / by 

fc = r 0 - ' [ / ( / + l ) ] 1 / 2 . (5.4) 

For radial oscillations the equations for the perturbation in the radiative intensity, 
Equations (2.19) or (A.4), were relatively simple, because of the rotational symmetry 
around the radial direction. For non-radial oscillations this symmetry is clearly 
destroyed, and we must consider the general equation of transfer 

n • V/(r, n) = ptcj + pKaB - p(tcs + Ka)I = pA , (5.5) 

where /(r, n) is the specific intensity in the direction of the unit vector n. For simplicity 
we have dropped the subscript v. In the spherical case the components of n, relative to 
a local coordinate system, changes with r, and so n • V/ involves derivatives of / with 
respect to n as well as r. However the solar atmosphere is thin compared with the solar 
radius, and so the terms involving n-derivatives may be expected to be small. If (x, y, z) 
is the local Cartesian system introduced above, and (nx, ny, nz) are the components of 
n in this system, we shall neglect the derivatives of/ with respect to nx and nv; but we 
keep the derivative with respect to nz, as this gives rise to terms also found when the 
3-dimensional Eddington approximation (Unno and Spiegel, 1966) is used. Then the 
left-hand side of Equation (5.5) may be written 

n-VI = nz— +nx— + ny— + - ( 1 - n f ) — . (5.6) 
dz dx dy r dnz 

Assuming that all perturbations, including the Lagrangian perturbation bl of /, are 
of the form given in Equation (5.3), it is straightforward to find the perturbation of 
Equation (5.5): 

dbl , . „ \-n2
z dbl 

nz— + iknxbl + = 
dz r dnz 

= b(p~A) + M ^ - (1 - *){ (^ f ) + ikn^l. (5.7) 
dz cz\r op/ dz 

We now replace d/dz by 8/dr, drop the tildes over the perturbed quantities and use the 
equation of continuity 

i > - ^ 4 = - * (5.8) 
r or r p 
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to eliminate d£r/dr. The perturbed equation of transfer is then finally 

8bl ., x r \-nldbI .A A 

nz— + iknxbl + = pbA + pA 
dr r dn„ 

r r 

where 
r on. 

bp 3 / ( / + ! ) / 

Lp r r 
+ iknx^i;r, (5.9) 

or 

&4 = 5 K , / + K^&Z + 6K„.B + Ka5B - (bKs + bKa)I- (K, + Ka)bl. (5.10) 

It should be noticed that the derivation of the perturbed energy equation, 
Equation (2.15), did not require that the oscillations be radial. Thus this equation, as 
well as Equation (2.18), are valid also for non-radial oscillations, provided the as­
sumptions (2.8) are still made. 

It is convenient again to introduce moments of the radiation field. The mean intensity 
is, as in Equation (2.20), 

bJ{r)= — (\)bI(r,n)dQ. 
An 

(5.11) 

The first moment is now a vector with components (in the local coordinate system) 

&H,(r)= — On,bI(r,n)dQ, 
An 

(5.12) 

and the second moment is a tensor with components 

bKijKr) 
An 

OnfijbI{r,n)dQ; (5.13) 

here the indices / and j take the values x,y, and z. From Equation (5.3) it is obvious 
that 

bHy = 0, bKxy = bKzy = 0 ; (5.14) 

in addition we clearly have 

bKy = bKn for all i, j , 

bKxx + bKyy + bKzz =bJ. (5.15) 

The three-dimensional Eddington approximation of Unno and Spiegel (1966) cor­
responds to assuming that bKy is isotropic, i.e. 

6A:,, = 0 for i+j, 
•J J 7 

bKxx = bKyy=bKzz = \bJ. (5.16) 
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We define the generalized Eddington factors by 

fosc = bKzz/bJ , 

<Pxx = &Kxx/bKzz, 
and 

<t>X2 = bKxz/(ikrbKzz). 

(5.17) 

(5.18) 

(5.19) 

The factor ikr was included in the definition of (pxz because this quantity, as shown 
below, tends to an approximately real, non-zero constant in the limit of radial 
oscillations. It is evident that in the Eddington approximation / o s c = }, <pxx = 1, and 
fc = 0. . 

By taking moments of Equation (5.9), using Equation (5.10), we now obtain 

dr 
= -pK,bHz + pK 

'2 /(/+ 1) , _ bK 

r r K 
H + 

and 

1(1+1) 
<PX 

"3 - -L 
J osi 

8A:„ + 

+ - (3 / e q - 1) 
3 /(/+1) V 
r r p J 

(5.20) 

d5#z 

dr 
•bHz+Kap(J-B) 

2 1(1+1) bKa 

H \2H 
r\_ p 

1(1 + 1) 

r2Kp 

1(1+1) 

r lKp 

bp+61 _ 1(1^) { u h + Q 

r r 

<PXMZZ -

+ p / c a ( 5 5 - & / ) -

ar \ ar 

j 2 ar 
(5.21) 

where Equation (5.20) may be substituted for dbKzz/dr. When the underlined factors 
or terms are omitted, Equations (5.20) and (5.21) reduce to those obtained in the 
Eddington approximation (e.g. Christensen-Dalsgaard, 1981). 

If the Eddington factors were known, Equations (5.20) and (5.21), together with the 
energy equation and the mechanical equations, would form a closed system. Thus, 
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exactly as in the radial case, one may solve the problem by iterating for the Eddington 
factors. Given the solution for a set of trial Eddington factors Equation (5.9) may be 
integrated for bl on a suitable grid of directions n-, and new values of the Eddington 
factors obtained from Equations (5.11)-(5.13) and (5.17)—(5.19). This procedure is 
then iterated simultaneously with the iteration for the eigenfrequency. 

The integration for the radiation field is now, however, considerably more complicated 
than in the radial case. To make it more efficient we generalize a technique first used 
by Logan and Hill (1980) to find the perturbation in the mean intensity. Neglecting the 
spherical term in dbl/8nz, Equation (5.9) may be written as 

n2— + iknJJ = -pK(bI-bS), (5.22) 
dr 

which defines bS. This equation has the solution 

bl(r,n) = exp{[ r - T' + inxk{r-r')]/nz} bS (T',n)d%'/nz, (5.23) 

*. for nz<0 ( 5 > 2 4 ) 

.co for nz > 0 , 

where T is the optical depth defined by 

dr 
— = - Kp, t ->0 as r ->oo, (5.25) 
dr 

T' = x{r'), zs is the value of T at the surface of the model, and we have explicitly indicated 
that bS depends on n; in fact 

bS = bS0 + bSlI+
 l-- -£,, (5.26) 

Kp dr 

where bS0 and bSt are then independent of n, whereas / is of course a function of n.. 
In spherical coordinates the vector n has components 

rcz = cos9, nx = sin9cos</>, ny = sinS sin<£, (5.27) 

where S is the angle between the vertical and n, and <f> the angle between the projection 
of n on the horizontal plane and the horizontal wave vector. We now introduce moments 
of bl with respect to <(> as 

blj(r,ii)=~ cosJ(pbI(r,n)dj>, (5.28) 
2n J 

o 
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where, in accordance with the notation in Section 2, we have written /i for nz. From 
Equations (5.23) and (5.26) now follows that 

5l,(r,n)= e(T"T' 

ik dl, 

')//< 

where 

and 

Kp or 

(bS0 + bSiI)fi(x) + 

dr/fi, 

x = k{r- r') tan § , 

2% J 
cosJ(f>eixc°*'l'd<l>. 

(5.29) 

(5.30) 

(5.31) 

TheJ^ may clearly be expressed in terms of Bessel functions. For j less than 4 (which 
is all we shall need) the result is 

Mx) = J0(x), 

Mx) = \[J0(x)-J2(x)], 

f3(x)=-[3Jl(x)-J3(.x)] 
4 

(5.32) 

Finally the moments of bl with respect to n may be obtained as 

&J(r) = i | 5/0(r,M)d/i, 

fibl0(r,n)dn, 

y/l -V? ^ i (r, n) djU , 

bKzz{r) = h I M2370(r,M)d/x, 

bH2(r) = 

Mx{r) = 

I 

I 

2 

- 1 1 

1 
1 2 

- 1 

?>Kxx(r) = \ | ( l - ^ 2 ) 6 7 2 ( r , M ) d M . 

- I 

(5.33) 
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Fig. 7. The generalized Eddington factor l//osc = bJ/bKzz calculated from the equilibrium source function, 
as a function of optical depth T. The curves are labelled with the degree /. 
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Fig. 8. The generalized Eddington factor <pxx = bKxx/bKZ2. The dashed curves show the approximation 
suggested by Ando and Osaki (1977). See caption to Figure 7. 
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It should be noticed that ^x (x) ~ ix as x -> 0, and so bKxz goes as ik as k tends to zero. 
This is why the factor ikr was taken out in the definition of <pxz in Equation (5.19). 

The calculation is now quite efficient. The integrals in Equation (5.29) are approxi­
mated by a product between vectors, containing components of the source function at 
discrete points in T, and matrices derived from the kernels fj. To compute the matrices 
one must clearly evaluate a large number of Bessel functions and so this is fairly time 
consuming; however these matrices need only be evaluated once, for given k, and when 
they are known the calculation of the moments is quite fast. 

We have yet to implement the iteration for the non-radial Eddington factors, and so 
we cannot comment on its convergence. However an initial estimate of the Eddington 
factors, which in any case should be useful for starting the iteration, can be obtained 
by replacing in Equation (5.29) 5S0 + IbS1 by the equilibrium source function 

S= Kx{KaB+ KSJ) (5.34) 

and neglecting the term in £,.. In the radial case, i.e. k = 0, the resulting / o s c is identical 
to / e q , the equilibrium Eddington factor. Results for the model described in Section 3 
are presented on Figure 7, 8, and 9 showing, respectively, l//osc, (pxx, and (pxz for four 
different values of /. The main effect of increasing / is seen to be a decrease of l//osc, 
<pxx, and <pxz. The reason is that for / + 0 oblique rays pass through regions of different 
phase, so that the contribution to the intensity is to some extent averaged out. Thus with 

10 s 1CT7 10~6 10 " 5 1 (T4 1 0 ^ TO"2 10 " ' 10° 101 

Fig. 9. The generalized Eddington factor <f>xz = bKxz/(ikrbKxx). See caption to Figure 7. 
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increasing / bl becomes more strongly peaked in the radial direction, and this increases 
bKzz relative to bJ, bKxx, bKxz. The reduction of the horizontal heat exchange relative 
to the Eddington approximation, corresponding to the reduction in <pxx, was anticipated 
by Ando and Osaki (1977). They proposed a modification to the equations which 
corresponds, in our notation, essentially to approximating (f>xx by 

1 + /(/+ \)/{Kprf 

these values are shown on Figure 7,8, and 9 as dashed lines. Although the approximation 
leads to a decrease in <\>xx with decreasing T or increasing /, the effect is clearly in general 
too large. In fact better approximations that are still computationally simple could 
presumably be derived from the (f>xx found here. However the full moment equations 
contain a number of additional terms, and detailed calculations, with a consistent 
iteration for the Eddington factors, will be needed to determine the effects of the 
departures from the Eddington approximation. 

6. Discussion 

The principal result of the present work is probably that for grey radiative transport in 
radial solar oscillations the Eddington approximation is generally adequate. In that 
sense the consistent formalism developed here is not required, at least in the grey case; 
however a detailed calculation was needed to demonstrate this. 

The numerical results obtained in Section 4 only strictly apply to radial oscillations. 
For non-radial oscillations of low degree, however, the optical thickness across a 
horizontal wavelength is large, and the effect of the horizontal variations therefore small; 
thus here the results obtained in the radial case are probably still valid. The preliminary 
estimates for non-radial oscillations presented in Section 5 showed that when /is greater 
than about 100 the radiation field is increasingly affected by the horizontal variation, 
and so here the full non-radial case must be treated. We have so far not attempted to 
implement the iteration for the generalized, non-radial Eddington factors in the cal­
culation ; but it seems reasonable to hope that the convergence properties of this iteration 
will not be much worse than in the radial case. 

Similar results were obtained by Kneer and Heasley (1979) for static perturbations 
in a simplified, grey atmosphere. As here the Eddington approximation was adequate 
for plane-parallel perturbations, but was found to be increasingly inaccurate with 
decreasing horizontal wavelength of the perturbation. 

Perhaps the most serious among the approximations made here is that only radiation 
contributes to the Lagrangian perturbation in the local heating rate. We are now in the 
process of incorporating the perturbation in the convective flux, using the formalisms 
of Gough (1977) and Unno (1967). The mechanical heating in the atmosphere presents 
a greater challenge, as even the physical mechanism responsible is not definitively 
known. It might be possible to parameterize and then perturb the weak shock theory 
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of, e.g., Ulmschneider (1971), and we intend to consider this; but the mechanical heating 
is likely to remain a serious difficulty in the theory of atmospheric solar oscillations. A 
related problem concerns the perturbation of the 'turbulent pressure'. As shown by 
Gough (1977) and Baker and Gough (1979), in the convection zone this can be treated 
within the framework of mixing length theory (although an equilibrium model which 
consistently incorporates turbulent pressure has yet to be constructed); but in the 
atmosphere we lack even a proper physical model for the turbulent pressure. 

We have assumed that the model is spherically symmetric, and thus neglected the 
inhomogeneous nature of the solar atmosphere. This becomes an increasingly bad 
approximation with increasing height in the atmosphere. For the interior acoustic 
modes, which are trapped below the temperature minimum, the effects of inhomo-
geneities are probably not serious; in fact the observed sharp ridges in the k - OJ diagram 
of, e.g., Deubner et ah (1979) and Rhodes et ah (1983) are evidence that for these modes 
the reflection in the atmosphere is not significantly affected by the inhomogeneities. 
These are almost certain to be important, however, in the chromosphere, and may 
invalidate the notion of a well defined chromospheric cavity as shown on Figure 1, and 
hence of a chromospheric mode. On the other hand it may be that modes whose 
horizontal wavelength is much longer than the scale of the inhomogeneities feel only the 
mean structure of the atmosphere, and that therefore our results may apply to such 
modes. More work on the behaviour of waves in an inhomogeneous medium is certainly 
needed to investigate this question. 

In contrast to Ando and Osaki (1975, 1977) we found that all acoustic modes were 
stable. As shown in Section 4 this difference is largely caused by the fact that Ando and 
Osaki assumed J = B in the equilibrium model. When making this approximation we 
also find instability of a number of modes, but in a smaller frequency range than Ando 
and Osaki. Although they only consider non-radial oscillations with / > 10 this is 
unlikely to be the cause of the difference; essentially all the damping and excitation of 
these modes take place very close to the surface where the vertical scale of the modes 
is small compared with the horizontal scale. Thus the difference is most likely caused 
by differences in the equilibrium model. Goldreich and Keeley (1977) also found stability 
of the acoustic modes of the Sun, although in their case an important contribution to 
the damping came from turbulent viscosity, treated in a highly simplified way (like Ando 
and Osaki they assumed J = B and so they found instability when no turbulent viscosity 
was included). A similar conclusion was reached by Baker and Gough (cf. Gough, 
1980), using Gough's (1977) treatment of the convective flux perturbation. Thus there 
now seems to be fairly strong evidence that acoustic modes are not self-excited in the 
Sun. However the calculated damping rates seem to be in conflict with the observed 
lifetimes of modes in the 5 min range of a few days (Grec etal., 1980) or possibly up 
to a month (Claverie etal, 1981; Woodard and Hudson, 1983). In fact the values of 
the relative damping rates r\ shown on Figure 4 correspond to a natural line width (full 
width at half maximum) of about 6 uHz at a frequency of 3 mHz, which is considerably 
larger than the observed line widths. Thus there appears to be problems in our 
understanding of the excitation and damping of these modes. 
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We intend to further extend the calculations. We have developed a programme to 
solve the non-grey equations in the atmosphere using the method devised by Rybicki 
(1971) which allows the inclusion of a fairly large number of frequency points; the 
atmospheric solution is then matched to a grey solution in the interior of the model. This 
procedure furthermore allows for the inclusion of at least a few spectral lines. Not only 
are these important from a diagnostic point of view but they may also have important 
dynamic effects; in fact radiative losses in the chromosphere occur predominantly in 
spectral lines (e.g. Giovanelli, 1978; Athay, 1981) and hence are probably severly 
underestimated in the present, grey calculation. We hope shortly to be able to report 
initial results of these calculations. By comparing the predictions of such increasingly 
detailed calculations with the large body of observational evidence that is becoming 
available it may become possible to determine how our theoretical treatment of the 
oscillations, and perhaps eventually the underlying atmospheric model, should be 
improved. 
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Appendix: The Equations for Radial Oscillations in Spherical Geometry 

The continuity equation is 

\U^r)=-^. (A.1) 
r ar p 

Furthermore it is easy to show, by generalizing the analysis of e.g. Cox (1980) that the 
equation of motion is now 

<^(fy\ = PS &P + P 
dr\pj p p p 

co2 + -g{\ + X) 
r 

br, (A. 2) 

where X = g/g and we have assumed Equation (2.4). 
The static equation of transfer in the spherical case is 

^—V + - ( 1 - M 2 ) " ^ = PK,vA- + Ka,vfiv-(K^V+ Ka,v)/V] (A-3) 
or r o\i 
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(e.g. Hummer and Rybicki, 1971); under the same conditions as in Section 2 its 
Lagrangian perturbation is 

dblv 1 2 ^ 5 / „ cr 

or r op. 

= P[*s,Mv+ Ka<vbBv+ bKStVBv-(bKStV+ bKatV)Iv]-

2 

r 
-p[KSi VJV + Ka> VBV- ( ^ V + Kay V)IV]br + 

+ l(fc + 3*W)^, (A.4) 
r \ p r J Op 

where Equation (A. 1) was used to eliminate the derivative of br. By taking moments of 
Equation (A.4) we obtain 

ddH- + -bHv = p[Ka,v(bBv-bJv) + bKa,v(Bv-Jv)] -
dr r 

2 

r 
and 

pKfl>v(*v-/v)5r+p + 3 y W , (A.5) 

— v + k^Kv- bJv) = -p[(KvbHv + bKvHv] + 
dr r 

+ -PKvHvbr+-(^ + 3~)(3Kv-Jv). (A.6) 
r r\p rJ 

The energy equation, in the form of Equation (2.15) or (2.18), is unchanged. 
As shown by Hummer and Rybicki (1971) in the static case, it is possible to generalize 

the variable Eddington factor method to spherical geometry; for the oscillations this 
could be done by integrating Equation (A.4), with the right-hand side found from a trial 
solution, and determining the Eddington factors from the moments of the resulting blv. 
On the other hand the effort involved in solving the transfer equation is considerably 
greater in spherical geometry than in the plane-parallel case; furthermore the dominant 
spherical term in Equation (A.4) appears to be the last, especially at high oscillation 
frequencies where bp/p and br/r increase rapidly with height in the atmosphere. We have 
approximated this term by finding dljdfi from the plane-parallel equilibrium equation 
of transfer; from Equation (2.9) it follows that 

V-~ I ~ I = L Ks,vJv + Ka,v"v~ \Ks,v + Ka,v)*v\ ~ \Ks,v + Ka, v)̂ T~ > 

or \ dp. J p. op. 
(A. 7) 
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and this equation can be solved by quadrature once Iv has been determined. On the other 
hand we neglected the spherical term on the left-hand side of Equation (A.4). Although 
this procedure is not quite consistent, it seems to ensure, at least in the grey case, 
approximate agreement between the bH and bK calculated from bl, and the bH and 
bK resulting from solving the moment equations with the iterated Eddington factors; 
thus it may be adequate. We intend in future to make a consistent investigation of the 
effects of spherical geometry on the Eddington factors for the oscillations. 
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