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Abstract

Inferences about target variables can be achieved by deliberate integration of probabilistic cues or by retrieving sim-
ilar cue-patterns (exemplars) from memory. In tasks with cue information presented in on-screen displays, rule-based
strategies tend to dominate unless the abstraction of cue-target relations is unfeasible. This dominance has also been
demonstrated — surprisingly — in experiments that demanded the retrieval of cue values from memory (M. Persson & J.
Rieskamp, 2009). In three modified replications involving a fictitious disease, binary cue values were represented either
by alternative symptoms (e.g., fever vs. hypothermia) or by symptom presence vs. absence (e.g., fever vs. no fever).
The former representation might hinder cue abstraction. The cues were predictive of the severity of the disease, and
participants had to infer in each trial who of two patients was sicker. Both experiments replicated the rule-dominance
with present-absent cues but yielded higher percentages of exemplar-based strategies with alternative cues. The experi-
ments demonstrate that a change in cue representation may induce a dramatic shift from rule-based to exemplar-based
reasoning in formally identical tasks.
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1 Introduction
In making choices between objects people express either
preferences (Which bike do I like more?) or inferences
(Which share will fare better?). Often, multiple pieces
of information about attributes or probabilistic cues have
to be combined. Traditionally, decision researchers for-
mulate decision strategies as processing steps that some-
how integrate the cues, either in a weighted additive fash-
ion (Brehmer, 1994), or according to noncompensatory
rules like lexicographic orderings (Gigerenzer & Gold-
stein, 1996). Numerous strategies have been proposed,
and participants appear to choose between them adap-
tively (Payne, Bettman & Johnson, 1993).

Juslin, Olsson, and Olsson (2003) emphasized the
structural similarity of choice and categorization tasks
which both involve the integration of features (= cues).
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However, in categorization, exemplar-based models as-
suming the storage and retrieval of feature patterns as a
basis for inference, rather than piecemeal cue integration
(cue abstraction models, CAM), have proven success-
ful (Brooks, 1978; Medin & Schaffer, 1978; Nosofsky,
1984). Juslin and his colleagues explored the applica-
bility of exemplar models to multiple cue judgment tasks
and found successes as well as failures (see section 1.1.3.;
see also, e.g., Rieskamp & Otto, 2006; von Helversen &
Rieskamp, 2009).

Persson and Rieskamp (2009; hereafter P&R) ex-
tended Juslin’s approach to memory-based decisions in
which cue values had to be retrieved from memory rather
than being presented by the experimenter. I.e, during
the judgmental phase of the experiments, participants re-
ceived only the stimulus names, and all of their respective
attributes — which had been learned beforehand — had
to be retrieved from long term memory. To their surprise,
P&R did not find more exemplar-based decision making;
rather, most participants adopted CAM. We will test the
conjecture that retrieval from memory per se does not
induce exemplar-based decisions, whereas the difficulty
of cue abstraction in combination with memory retrieval
does.
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1.1 Exemplars versus cue abstraction
To solve memory-based multi-attribute decision tasks,
people can either apply CAM or exemplar models, both
implying completely different kinds of knowledge repre-
sentation.

1.1.1 The cue abstraction model (CAM)

Gigerenzer and Todd (1999) answered the question of
how people select decision strategies with reference to
the metaphor of an adaptive toolbox. Like craftsmen
choose the right tools to solve specific technical prob-
lems, decision makers are assumed to choose between
different decision strategies adaptively. In this context
adaptivity refers to the fit between a strategy and the
given environmental conditions. Therefore a strategy can
never be good or bad per se but only with regard to the
structure of the task environment, thus referring to the
notion of bounded rationality expressed by Herbert Si-
mon (1956). Several simple heuristics were proposed
to solve decision problems and simultaneously accom-
modate bounded cognitive processing capacities, like the
ignorance-based recognition heuristic or heuristics being
referred to as one reason decision making like “Take The
Best” (TTB), “Take The Last” or “Minimalist”, to name
just a few (see, e.g., Todd, 2001 for a classification of
decision heuristics). Numerous studies show that peo-
ple do select simple heuristics when the task structure is
constituted in such a way, that they can outperform more
complex strategies (e.g., Bröder, 2003; Bröder & Schif-
fer, 2006; Payne, Bettman & Johnson, 1988; Rieskamp
& Otto, 2006) or when application costs are high (e.g.,
Bröder, 2000; Newell & Shanks, 2003; Newell, Weston
& Shanks, 2003; Payne et al., 1988; Rieskamp & Hof-
frage, 1999). However some empirical evidence shows
that people prefer compensatory strategies that integrate
a greater amount of information, when the application
of such strategies is possible (Bröder & Schiffer, 2006;
Rieskamp & Otto, 2006).

The term cue abstraction refers to the assumed knowl-
edge representation necessary to accomplish the rule-
based integration of cues. There must be some knowledge
about the bivariate covariation between cue and criterion
(direction and/or size of the covariation). For example,
TTB searches cues in the order of their predictive valid-
ity and hence, a validity hierarchy of cues must have been
established by abstracting cue-criterion relations in some
learning process.

In line with P&R we used an inference task where the
decision maker has to choose the alternative out of two
with the higher criterion value on the basis of four cues.
Several strategies can be used to solve such an inference
task. Within the scope of CAM, we focus on three strate-
gies that rely on abstract knowledge of cue-criterion re-

lationships to make an inference. The first strategy we
address is TTB, a strategy included in the adaptive tool-
box (Gigerenzer & Todd, 1999). TTB is a fast and fru-
gal heuristic because the judgment is solely based on the
most valid discriminating cue. The validity of a cue is
defined as the conditional probability of choosing the al-
ternative with the higher criterion value if the judgment
is solely based on this cue and the alternative with the
positive cue-value is chosen (e.g., Gigerenzer & Todd,
1999). Thus TTB searches the cues in order of validity
and chooses the alternative with the positive value of the
first discriminating cue.

A prominent compensatory strategy is called
“Weighted Additive Rule” (WADD). WADD deter-
mines the alternative with the higher criterion value by
summing up weighted cue values for each alternative
and by choosing the one with the largest sum. A special
case of WADD is a strategy that uses identical weights.
This strategy is referred to as the “Equal Weight Rule”
(EQW). EQW boils down to a simple counting strategy,
where the alternative with the larger number of positive
cue-values is chosen. In cases where both alternatives
exhibit an equal number of positive cue-values, EQW
has to guess.

Of course one can think of many other strategies to
solve this kind of inference task. The set of investi-
gated strategies can always be just a sample of all possi-
ble strategies and make no claim to be exhaustive. How-
ever P&R argue that the selected strategies cover a suffi-
cient range of strategies, where TTB represents strategies
that ignore information systematically and dispense with
trade-offs and WADD represents strategies that integrate
a lot of information and rely on trade-offs, with EQW as
a special case that is easy to apply. Based on the fact that
the predictions of other strategies that rely on cue abstrac-
tion as well are highly correlated with the predictions of
one of these strategies (P&R), this set of representative
strategies is assumed to be sufficient to compare CAM to
exemplar models.

1.1.2 The exemplar model

Contrary to CAM, exemplar models do not assume that
abstract representations of cue-criterion relationships are
formed during learning. Rather, each encounter with an
object is simply stored in memory. For example, Brooks
(1978) convincingly showed in a series of experiments
that participants used knowledge about individual exem-
plars to accomplish a later classification task with new
transfer stimuli although they had never learned catego-
rization explicitly. In Brooks’ (1978) terminology, partic-
ipants judged new stimuli “by analogy” with stored ex-
emplars. Medin and Schaffer (1978) formalized this in
their notion of similarity as defined below. Hence, ac-
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cording to exemplar models, a database with cue patterns
and criterion values is generated. When a new object has
to be judged, the probe is compared to the stored objects,
and the estimate is a weighted average of stored criterion
values in which the weights are determined by the sim-
ilarity between exemplars and probe (Juslin & Persson,
2002) given in Equation (1).1

S(x̄, ȳ) =
D∏

j=1

dj

with dj =

{
1 if xj =yi (feature match)
sj if xj 6=yi (feature mismatch)

(1)

D is the number of features in the probe vector x̄ and
each exemplar vector ȳ. The sj denote attention weights
given to each feature j, and they can vary between 0 and
1. Smaller numbers mean higher attention weights, since
a mismatch affects the overall similarity value to a much
greater extent. Like P&R, we assume that the sj may vary
between subjects, but they are constant across the four
cues for each participant. According to ProbEx (the ex-
emplar model proposed by Juslin & Persson, 2002, which
is also used here) the estimation of the criterion c(x̄) of
the probe vector x̄ is computed by multiplying the crite-
rion c(ȳi) of each retrieved exemplar i with the similarity
S(x̄, ȳi) between the probe and this exemplar. The esti-
mation of the criterion c′(x̄, n) at iteration n is given in
Equation 2:

c′(x̄, n) =
∑n

i=1 S(x̄, ȳi)c(ȳi)∑n
i=1 S(x̄, ȳi)

(2)

The estimation procedure terminates at iteration n,
where the gain in accuracy of estimate by retrieving fur-
ther exemplars is beneath a threshold. This is an aspect
in which our exemplar model, just like the one used by
P&R, differs from the more general model ProbEx: For
the sake of simplicity, the ProbEx version used here as-
sumes that all exemplars in memory are retrieved.

A cognitive representation in terms of exemplars has
the advantage that no pre-processing has to occur; i.e., no
cue-criterion relations have to be extracted from learning.
Rather, calculations are postponed to the time of judg-
ment. For example, if it is unclear during learning which
feature will later be the criterion, an enormous computa-
tional effort would be needed to extract all possible cue-
criterion relations to make them available for later rule-
based processing.

1This description conforms to the adaption of Medin and Schaffer’s
(1978) classification model to quantitative estimation as suggested by
Juslin and Persson’s (2002) ProbEx-model.

1.1.3 Exemplar models in judgment and decision
making

Karlsson, Juslin, and Olsson (2008) summarized an ex-
tensive research program which investigates when and
why participants switch from rule-based cue integration
to exemplar-based reasoning in judgment tasks. The
latter appears to be promoted by the use of binary as
opposed to continuous criterion feedback, deterministic
rather than probabilistic cue-criterion relations, multi-
plicative rather than additive cue-criterion relations, and
random as opposed to controlled learning sequence. Al-
together, the results “suggest that people have an inclina-
tion to abstract explicit representations whenever possible
(a ’rule bias’ . . . ), with exemplar memory as a backup”
(Juslin et al., 2003, p.153). This concurs with Brooks’
(1978, p. 194) conclusion that “if there is a very sim-
ple and salient feature that predicts category membership,
then adult subjects will be strongly tempted to encapsu-
alte it in an analytic rule.” This “rule bias” can persist
when it is non-optimal (e.g., nonlinear environments), af-
ter extensive training with only a few exemplars, and even
following instructions to use exemplar memory (Karls-
son et al., 2008; Nosofsky & Bergert, 2007). Karlsson et
al. (2008) conclude that the shift in strategies appears to
be an active choice rather than a stimulus-driven bottom-
up process. This interpretation converges with results
on selecting rule-based strategies (see Bröder & Newell,
2008).

This rule bias, however, is probably present only in sit-
uations in which explicit judgments or categorizations are
requested from the participants. Whenever the knowl-
edge acquisition is incidental or implicit, this rule bias
may not exist. For example, Brooks (1978) showed that,
for complex rules, classification in a later transfer task
was even better when the learning task did not focus on
classification at all. Here, knowledge about exemplars
presumably drove the performance.

1.2 Decisions from givens vs. decisions
from memory

Typical decision experiments provide participants with
all attribute information and then infer people’s decision
rules. Gigerenzer and Todd (1999) conjectured that this
practice obscures the fact that information in everyday
decisions often has to be retrieved from memory with as-
sociated cognitive costs probably motivating people to
use simple and frugal strategies like TTB. Since TTB
makes a decision based on the most valid discriminating
cue, it apparently comes with fewer processing costs than
compensatory strategies like WADD or EQW which in-
tegrate all cue information.
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Gigerenzer and Todd’s conjecture was tested and con-
firmed in several experiments showing that TTB was used
more often than compensatory strategies if cue informa-
tion had to be retrieved from memory (Bröder & Schif-
fer, 2003; 2006). Decision time analyses of these experi-
ments suggested a sequential processing of cues (Bröder
& Gaissmaier, 2007). The shift to noncompensatory pro-
cessing is even more pronounced under cognitive load
(Bröder & Schiffer, 2006), supporting the processing cost
account. One moderating variable, however, was the
representational format of the cue information: verbal
cues triggered TTB whereas pictorial cue patterns fos-
tered EQW and WADD (Bröder & Schiffer, 2003; 2006).
In these experiments, exemplar-based processing was not
possible because, in order to use exemplars for judg-
ment, a sample of cue patterns from a learning phase has
to be stored in memory along with their criterion val-
ues. However, criterion values were never provided in
the learning phase. P&R enabled exemplar-based pro-
cessing by adding a learning phase that included criterion
values, but still they reported almost a complete absence
of exemplar-based processing. This result is surprising
since memory-based judgments were thought to be espe-
cially prone to exemplar-based inference because retriev-
ing similar exemplars might reduce processing costs rel-
ative to cue integration in working memory. We seek an
explanation for this counterintuitive result in three exper-
imental replications.

1.3 The Persson & Rieskamp study

To test their idea, P&R used a clever methodology which
bears close similarities to the experimental logic intro-
duced by Brooks (1978) and Medin and Schaffer (1978),
who also used learning stimuli and later transfer stimuli
in classification tasks. In addition, however, cue informa-
tion about stimuli had to be retrieved from memory in the
P&R study. In a first pattern learning phase participants
learned about symptom patterns of 13 fictitious patients
suffering from a mysterious tropical fever. The patients
were identified by their names, and they could have 13
different constellations of symptoms out of a set of four
symptoms (see Table 1). Seven learning blocks with re-
peated testing ensured good knowledge of the database
(cue values).

In the second feedback training phase participants re-
peatedly did full paired comparisons between six of the
patients, deciding which patient was in a more severe
state of the disease and receiving feedback about the cor-
rect answer (criterion values). The first study used binary
feedback, the second used feedback about a continuous
criterion (percentage of lethal virus load in blood). We
adopted the second variant. Note that participants could
either store the criterion knowledge along with the al-

ready stored pattern, or they could retrieve the symptoms
and extract cue-criterion relations. In the third decision
phase participants made inferences about illness severity
for the remaining 7 patients, using their cue knowledge
from Phase 1 and transferring their criterion knowledge
from Phase 2. Since no feedback was provided, partici-
pants had to rely on their previously acquired knowledge,
which consists either of abstracted validities of each cue
or exemplars stored in long-term memory.

The item set in the training phase was constructed in
such a way to fulfill two conditions: First, the choice of
the item set in the training phase should ensure that the
exemplar model makes predictions in the decision phase
that differ from the predictions of CAM in order to be
able to classify participants reliably according to the strat-
egy they most likely used. Secondly, both the application
of TTB and WADD should allow for a high proportion
of correct predictions in the training phase. However,
neither TTB nor WADD allowed for perfect performance
since there would be one exception to each rule. For ex-
ample, TTB would fail in the comparison between pat-
terns T5 and T6 whereas it would never fail in the other
paired comparisons (see Table 1). Two different rank
orders of the cues allowed for the same high accuracy,
which implicated that two different versions of each strat-
egy were applicable successfully.2 Hence P&R tested two
versions of TTB, namely TTBA and TTBB with cue or-
ders A, B, C, D and B, A, C, D, respectively. The same
holds true for WADD where the strictly compensatory
cue weights 6, 4, 3, 2 were used, either for the cue or-
der A, B, C, D (WADDA) or B, A, C, D (WADDB) to
predict the criterion values.

P&R assessed the fit of various strategies and were sur-
prised to find only one in 50 participants whose data fit-
ted the ProbEx model best whereas all others were better
described by rule-based models (TTB, EQW, WADD).
Hence, there was no support at all for the conjecture
that memory retrieval induces exemplar-based reasoning,
thus strongly supporting the notion of rule based decision
making.

Before one accepts this strong conclusion, it is worth
examining the task more closely. In P&R’s task, any
symptom was either present or absent, with the presence
of a symptom signaling a more severe disease. Therefore,
it was probably easy to extract the cue-criterion relations.

2Since the criterion was computed by summing up the cue values
multiplied by the weights 8, 4, 2, 1 for the cues (symptoms) A, B, C and
D, respectively, a TTB strategy using validities according to this rank
order should allow 100% correct inferences. Actually cue profile T5
was an exception with regard to the computation of the criterion. For
cue profile T5 the criterion value 16 was assigned. Thus TTB would
make a wrong choice in trials where the cue profile T5 is to be com-
pared to the cue profile T6. To avoid this mistake TTB could use the
alternative rank order B, A, C, D for the cues. However with this rank
order TTB would incorrectly prefer T4 to T6.
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Table 1: Cue patterns and hypothetical criterion values used in the experiment, adopted from Persson and Rieskamp
(2009). T = pattern used in the feedback learning phase, D = pattern used in the decision phase, all patterns were
learned in the pattern learning phase. “1” denotes the presence of a symptom in the presence-absence format and the
critical symptom in the alternative format. “0” marks the absence of a symptom or the presence of the non-critical
symptom, respectively. Criterion values were computed by summing up the cue values multiplied by the weights 8, 4,
2, 1 for symptom A, B, C, D with the exception of cue profile T5, to which the criterion value 16 was assigned.

Cue profile Symptom A Symptom B Symptom C Symptom D Criterion value

T1 0 0 0 0 0
T2 0 0 0 1 1
T3 0 0 1 0 2
T4 0 1 0 0 4
T5 0 1 1 1 16
T6 1 0 0 0 8

D1 0 0 1 1 3
D2 0 1 0 1 5
D3 0 1 1 0 6
D4 1 0 0 1 9
D5 1 0 1 0 10
D6 1 0 1 1 11
D7 1 1 0 0 12

Even a simple symptom tallying strategy (EQW) guaran-
teed high success rates in the decision phase; TTB and
WADD fared even better (83%). If one accepts this inter-
pretation, P&R’s results fit with Karlsson et al.’s (2008)
conclusion that participants will always prefer rules if the
bivariate cue-criterion relations can easily be learned.

Things should be different, however, if the direction
of the cue was not self-evident during the two learning
phases. Whereas it is obvious that “fever” is associated
with more sickness than “no fever”, the case is less clear
if you suffer either from “fever” or from “hypothermia”.
In the latter case with alternative symptoms, cue-criterion
relations might be much harder to extract, and the re-
liance on exemplar memory might be boosted. Hence,
we hypothesize that it is not only the formal structure of
the learning environment that triggers different strategies,
but also the semantic content of the cues which can af-
fect the ease of cue-criterion relation extraction. Effects
of semantic embedding have been reported in multiple-
cue probability learning (Adelman, 1981; Muchinsky &
Dudycha, 1975) and researchers have noted that learn-
ing cue direction or “polarity” is a key component of
mastering multiple-cue inference tasks (Klayman, 1988;
Newell, Weston, Tunney & Shanks, 2009). Related re-
search in category learning reveals similar effects of prior
knowledge on facilitating category acquisition (e.g., Wat-
tenmaker, Murhpy, Dewey, & Medin, 1986). The ba-

sic effect is that participants learn categories in which
the empirical structure of training exemplars is consistent
with prior knowledge more rapidly than when structure
and knowledge are inconsistent. Rehder and Murphy’s
(2003) knowledge resonance model accounts for this fa-
cilitation by incorporating prior concept units in to its re-
current network. These units reflect the concepts already
held by participants before exposure to the experimen-
tal environment (see also Wisniewski & Medin, 1994).
We tested whether prior knowledge or semantic content
of the exemplars would affect participants’ judgments of
disease severity by replicating P&R’s studies while con-
trasting it with a condition that was formally identical but
used alternative as opposed to presence-absence cues.

2 Experiments 1 & 2

Both experiments were almost identical so we describe
them together. The procedure mirrors that described by
P&R with the exception of minor details in presenta-
tion (e.g., portrait photos and pictograms). The goal was
to (1) replicate P&R’s results and (2) to test whether
the changed cue representation would promote exemplar-
based decision making. The main difference between
both experiments was a different rewarding scheme: Cor-
rect responses earned the participants “points”. In Exper-
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iment 1, the five best participants earned a cinema ticket,
whereas in Experiment 2, points were directly converted
into money (0.01 C per point). The latter payoff scheme
is probably more motivating and reduces the potential im-
pact of different risk taking strategies. Second, a more
homogenous sample was used in Experiment 2.

2.1 Method

2.1.1 Participants

60 participants from various fields of study and differ-
ent occupations volunteered in Experiment 1 (28 female,
mean age 24.7, SD = 4.16). They were acquaintances of
the experimenters and received no compensation except
for the chance to win one of five cinema tickets. The
more homogenous sample in Experiment 2 consisted of
40 psychology students (36 female, mean age 24.5, SD =
5.87) who received course credit and strict performance-
contingent payment in addition.

2.1.2 Materials and design

We used the fictitious tropical disease task of P&R. The
independent variable cue representation was varied be-
tween subjects. One group learned patients and symp-
toms in the presence-absence format; i.e., each patient
could have any combination of up to four symptoms (e.g.
fever, headache, blood pressure drop, rash). For the other
group, symptoms were presented in an alternative symp-
toms format. Patients always had four symptoms, for in-
stance fever or weight loss, headache or earache, blood
pressure drop or tachycardia, rash or cough. One of the
symptom alternatives was critical being associated with
a more severe state of the disease. (The symptom sets
were counterbalanced within both experimental groups).
Table 1 denotes the 13 cue patterns used in the experi-
ments. Note that both conditions were formally identical
with respect to cue-criterion relations and differed only in
the labeling of the binary cues. The six patterns marked
with T were training patterns used in the feedback learn-
ing phase. The seven patterns identified with D were used
in the decision phase. Each fictitious patient was identi-
fied by a portrait photo and a common German male first
name. Pictures and names were randomly assigned to the
cue patterns for each participant.

2.1.3 Procedure

Pattern learning phase. Like P&R we used an an-
ticipation learning paradigm (Bröder & Schiffer, 2003;
2006) with seven learning blocks, each followed by a re-
warded test. In a trial of a practice block, the portrait and
name of a patient were presented along with four pairs of

buttons that denoted the presence or absence of a symp-
tom (e.g., fever vs. no fever) in one condition or the al-
ternative symptoms in the other condition (e.g., fever vs.
weight loss). Participants chose a response by clicking
with the mouse and received feedback via a verbal label
and a pictogram symbolizing the symptom (see Figure 1a
and 1b). One patient was repeated until the symptoms
were reproduced without error, and then the next patient
was presented. After reproducing all symptoms of all 13
patients correctly, a test followed: All 13 patients were
presented, and the symptoms had to be reproduced. Par-
ticipants received feedback, and earned/lost 4 points for
each correct/false response (+/– 0.01 C in Experiment 2).
This cycle of practice and test blocks was repeated seven
times. The order of patients was randomly determined
anew in all practice and test blocks.

Feedback training phase. This phase consisted of five
blocks with repeated full comparisons of the six train-
ing patterns (“T” in Table 1). Full comparison of six ob-
jects results in 15 choices. Hence, this phase consisted
of 75 trials. In each trial, participants were presented
with two portraits and corresponding names and had to
decide which of these patients was in a more severe state
of the illness. The establishment of a meaningful strategy
for later transfer necessitated the retrieval of the symp-
tom patterns from memory. Participants received feed-
back about the correct choice and the numerical value of
the criterion variable which was denoted as the viral load
in the blood expressed as percentage of the lethal dose
(given in Column 6 of Table 1).

Decision phase. The third phase consisted of five
blocks that contained a full set of comparisons of the
remaining seven patterns not presented in the feedback
training phase (105 trials). Participants were encouraged
to use their knowledge from the former two phases and
earned 15 points (0.03 C in Experiment 2) for each cor-
rect decision. However, feedback was delayed until after
the decision phase was finished. This phase was crucial to
compare model fits of TTB, WADD, EQW, ProbEx and
Guessing and assess the strategy used.

Final memory test. Finally, participants’ memory for
the 13 patterns learned in the first phase was tested in
the same way as in the test phases of the pattern learning
phase. Each decision was sanctioned with 4/–4 points
(0.03/–0.03 C in Experiment 2).

Hence, the formal structure of the task as well as al-
most all aspects of the procedure (except the memory test
added at the end) was identical to P&R’s study.
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Figure 1: a. Example of a completed pattern learning trial in the condition with presence-absence cues. (Original faces
not disguised.) Ausschlag=rash, Kopfschmerzen = headache, Fieber = fever, Blutdruckabfall = blood pressure drop).

2.2 Results and discussion

2.2.1 Success of pattern learning

Figure 2 shows the learning success of the symptom pat-
terns across the seven blocks of the first phase.

In Experiments 1 and 2, there was significant improve-
ment across blocks (Huyn-Feldt F(3.68, 213.35) = 76.87,
p < .001 and F(2.78, 105.58) = 96.29, p < .001, respec-
tively), a main effect of the experimental condition show-
ing better performance in the presence-absence condi-
tion (F(1,58) = 15.23, p < .001 and F(1,38) = 8.66, p
= .006) as well as a tendency for an interaction, indi-
cating slower learning in the alternative-cues conditions
(F(3.68, 213.35) = 2.59, p = .04 and F(2.78, 105.58) =
2.36, p = .08). Hence, alternative cues were harder to
learn, which is not surprising because they convey more
verbal (but not statistical) information. In addition, Fig-
ure 2 shows, as intended, better performance in the sec-
ond experiment, possibly due to the more motivating re-
ward scheme. The final memory performance was 87%
correct in the presence-absence condition and 74% in the
alternative-cue condition in Experiment 1. The improved
values were 97% and 83%, respectively, in Experiment 2.
Hence, the cue patterns were established reasonably well

in memory to warrant further analysis.

2.2.2 Decision phase

An outcome-based maximum-likelihood method was
used to assess individual choice strategies. This classi-
fication method is aimed at determining the highest like-
lihood of the data, given precise predictions derived from
each of the cognitive models. Therefore it is essential
that the item set in the decision phase is designed in such
a way that each strategy predicts a different choice pat-
tern across the decision trials. By comparing the observed
choice patterns of participants to the predicted choice pat-
terns of each strategy, the best-fitting strategy can be iden-
tified and the participant is classified as user of this strat-
egy. Assuming that participants sometimes make errors
when using a decision strategy, simple binomial response
error models are formulated that serve as a basis for clas-
sification. The ML method computes conditional proba-
bilities of the observed data, given each of the strategies
and response errors. Additionally this method provides
likelihood ratios as a measure of confidence in the cor-
rectness of the classification (for details see e.g., Bröder
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Figure 1: b. Example of a completed pattern learning trial in the condition with alternative cues. (Original faces not
disguised.) Fieber = fever, Gewichtsverlust = weight loss, Husten = cough, Ausschlag = rash, Kopfschmerzen =

headache, Ohrenschmerzen = earache, Blutdruckabfall = blood pressure drop, Herzrasen = tachycardia).

& Schiffer, 2003; Bröder, 2010).3

Predictions of the following strategies were generated:
TTBA, TTBB, WADDA, WADDB, EQW, ProbExA, and
ProbExB. TTBA and TTBB refer to TTB strategies us-
ing different cue rankings. As P&R remarked about their
environment, both variants are equally successful in the
feedback training phase and hence, participants might
learn different optimal cue orders. The same holds true
for WADD (see section 1.3). In contrast to P&R we also
implemented two different versions of ProbEx, differing
with regard to their s-parameter. P&R used a restricted
variant of ProbEx assuming equal weights sj = 0.5 for
each cue j (see P&R, for a justification). For the sake of
parsimony we also assumed equal weights for each cue j,
but the s-parameter was not set to a fixed value of s = 0.5
for every participant but was a free parameter. As men-
tioned above the s-parameter determines the weight, with
which dissimilar exemplars contribute to the estimation

3P&R used a quadratic scoring rule (QS) to assess model fits and
reported an average QS fit for each strategy and reported it on a group
level. Group averages of a fit measure confound the actual fit of the
strategy with its actual frequency in the group. The ML method pro-
vides the error rate as an easy-to-interpret fit measure per participant
and strategy. The pattern of results, however, does not change, if P&R’s
classification method is used.

of the criterion value of a certain probe. The selected
item set for the decision phase had the advantage that ev-
ery possible value of s led to only two different prediction
vectors of ProbEx. Hence we implemented two different
versions of ProbEx with ProbExA presuming s > 0.436
and ProbExB presuming s < 0.436.

Each participant was classified as using one of these
strategies according to the best model fit score when the
estimated response error ε̂ for the best fitting model was
less than 0.40. Making an error with probability ε̂ means
that in 40 percent of all trials the alternative not pre-
dicted by the strategy was erroneously chosen. If the
best fitting model yielded ε̂ > 0.40, a pattern was clas-
sified as a random guessing strategy (see, e.g., Bröder &
Schiffer, 2003). The Maximum Likelihood classification
method computes the likelihood of the data under each
strategy. Hence, one can compute pairwise Bayes factors
(likelihood ratios) as measures of classification reliabil-
ity. We computed the ratios of likelihoods for the best-
fitting model and the second best for each participant.
This Bayes factor denotes how much more likely the data
are under the assumption of the best strategy than under
the assumption of the second best. According to conven-
tions that can be found in Wassermann (2000), the clas-
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Table 2: Likelihood Ratios according to strategy classifications across all three experiments (likelihood of strategy
with most likely data divided by second largest likelihood), TTB = Take The Best, WADD = Weighted Additive Rule,
EQW = Equal Weight Rule, ProbEx = exemplar model, conventions for weak / moderate / strong evidence in favour
of a model after Wassermann (2000).

Likelihood Ratio (Bayes factor)

N Min
% of participants < 3

(weak evidence)

% of participants
with 3 to 10

(moderate evidence)

% of participants >
10

(strong evidence)
Md

TTB 13 9.20 0 7.7 92.3 6149.74

WADD 49 1.78 14.3 10.2 75.5 902.89

EQW 41 1.38 19.5 2.4 78.0 3667.81

ProbEx 32 1.38 9.4 18.8 71.9 189.36

Figure 2: Correct reproductions of symptoms across the
seven blocks in the pattern learning phase of Experiments
1 & 2.
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sification of the vast majority of participants (more than
80% for each strategy) could be classified with at least
moderate confidence (Bayes factor larger than 3; see Ta-
ble 2.

Table 3 reports the average percentage of predicted in-
ferences in all experimental conditions of all experiments
by strategy,4 as well as the strategy classifications in all
experimental conditions. For the sake of clarity, the dif-
ferent versions of the strategies (A vs. B) are presented in
aggregate.

4Note that this corresponds to (1− ε), where ε is the estimated error
probability of a strategy.

Whereas no participant used ProbEx in the presence-
absence cue conditions of Experiments 1 and 2, respec-
tively, the number increased to 10 (34%) and 8 (40%) in
the respective alternative cue conditions. Contrasting the
frequency distributions between conditions yielded sig-
nificant differences in both experiments (χ2(4) = 17.73
and χ2(4) = 18.10, both p < .01).

Hence, we replicated P&R’s result that ProbEx appar-
ently plays no role in memory-based decisions. This was
true, however, only for a presence-absence cue format.
With an alternative cue format, the proportion of ProbEx
users increased up to 40%. Our results thus corroborate
our hypothesis that binary cues with distinct alternatives
trigger exemplar-based inference. We hypothesize that
this format increases the difficulty of cue abstraction dur-
ing training since not only cue validity orders have to be
determined, but also the cue directions.

Two major experimental confounds may possibly un-
dermine this conclusion in the first 2 experiments: First,
as one reviewer acknowledged, participants might have
interpreted the four binary alternative symptoms as eight
independent symptoms. Although we consider this pos-
sibility quite unlikely, given the instructions, the display
during pattern learning, and the lack of co-occurrences
of exclusive symptoms, we conducted a third experiment
in which we ruled out this possibility of a misrepresenta-
tion. Second, the final memory performance differed be-
tween groups because alternative symptoms were harder
to learn. Strategy differences might therefore reflect the
quality of the memory representation rather than its na-
ture. This is a serious caveat. In the first two experi-
ments, we used 7 learning blocks for both groups in or-
der to match P&R’s procedure as closely as possible. In
our third experiment, all participants learned the pattern
to the same success criterion in order to eliminate differ-
ences in cue knowledge.
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Table 3: Frequencies and average percentage of predicted inferences of strategies used, classified using a ML estima-
tion according to the best-fitting model, Chi-square values contrast ProbEx vs. CAM across experimental conditions.
TTB = take the best, WADD = weighted additive strategy, EQW = equal weight strategy, ProbEx = exemplar model,
Guess = guessing (percentage of predicted inferences < 60%), Unclass. = unclassified pattern (identical likelihoods
for 2 strategies).

Strategy classification

TTB WADD EQW ProbEx Guess Unclass.

Exp. 1
presence-
absence

4
82.14%

13
87.66%

10
94.33%

-
-

4
-

-
-

χ2(1) = 16.24,
p < .001

alternative
1

86.67%
5

74.70%
5

75.33%
10

66.86%
7
-

1
-

Exp. 2 presence-
absence

3
94.60%

11
93.85%

5
92.67%

-
-

1
-

-
-

χ2(1) = 14.33,
p < .001

alternative
2

85.24%
3

78.41%
1

80.00%
8

66.79%
5
-

1
-

Exp. 3 presence-
absence

2
87.14%

12
87.14%

14
94.29%

2
74.76%

-
-

-
-

χ2(1) = 13.04,
p < .001

alternative
1

71.43%
5

77.34%
6

90.00%
12

69.52%
8
-

-
-

3 Experiment 3

In the third experiment, both confounds were eliminated:
Cue labels in the alternative condition were mutually ex-
clusive symptoms (fever vs. hypothermia; constipation
vs. diarrhea; hepatomegaly vs. cirrhosis; hypertension vs.
hypotension), and all participants were required to meet
a 90% learning criterion in the learning phase in a max-
imum of 15 learning blocks. Participants did not earn or
lose points in the pattern learning phase. In the instruc-
tions, all symptoms were explained, so their pairwise ex-
clusive nature was obvious to the participants. Experi-
ment 3 resembled the former experiments in all other re-
spects.

3.1 Participants

62 people, mainly psychology students participated in
Experiment 3 (55 female, mean age = 21.58, SD=3.64).
The participants received course credit and performance
contingent payment with the best 40% of participants
earning additional 10 C.

3.2 Results and discussion

3.2.1 Success of pattern learning

Figure 3 shows the cumulative percentage of participants
who reached the learning criterion within a certain learn-
ing block.

Whereas 100 percent of the participants in the
presence-absence condition reached the learning criterion
within 9 learning blocks, it took 12 learning blocks for the
participants in the alternative condition. This difference
was not significant (t(60) = 1.81, p > .05).

3.2.2 Decision phase

Strategy classifications and fit values are provided in Ta-
ble 3. There were 2 (6%) versus 12 (39%) ProbEx users
in the presence-absence condition and alternative con-
dition, respectively (χ2(4) = 21.52, p < .001), confirm-
ing the former results. Since memory performance in
the final test was equivalent between groups (92.18% vs.
91.53%, t(60) = 0.54, p =. 59) and the mutually exclu-
sive symptom labels excluded the eight cues interpreta-
tion, the confirmation of the general result cannot be at-
tributed to these possible confounds being present in the
first two experiments.

https://doi.org/10.1017/S1930297500002138 Published online by Cambridge University Press

https://doi.org/10.1017/S1930297500002138


Judgment and Decision Making, Vol. 5, No. 5, August 2010 Exemplar-based reasoning 336

Figure 3: Cumulative percentage of participants who
reached the learning criterion (90 percent correct repro-
ductions of symptoms) in a certain learning block in Ex-
periment 3.
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4 General discussion
Karlsson et al. (2008) reviewed an extensive research
program showing that exemplar-based reasoning belongs
to the “toolbox” of strategies in multi-attribute decision
making but that people generally exhibit a preference for
strategies based on cue abstraction. Only if the abstrac-
tion of cue-criterion relations becomes hard do people
switch to exemplar-based strategies. Sometimes, they are
even reluctant to do so when explicitly instructed to use
exemplar memory (Nosofsky & Bergert, 2007). In sum-
mary, Juslin and co-workers focused on formal character-
istics of environments that trigger exemplar-based infer-
ences.

P&R extended this view in hypothesizing that the need
to retrieve cue and exemplar information from memory
might also foster a shift to exemplar reasoning. To their
surprise, there was no such tendency. We added another
psychological hypothesis, stating that memory-based de-
cisions per se do not necessarily induce exemplar-based
reasoning when cue-criterion relations are still easy to ex-
tract. Furthermore, cue abstraction is not only influenced
by the formal structure of the environment, but also by
the cognitive representation of cues. Remember that the
formal structure of both conditions was identical in our
experiments.

Hence, neither memory-based decisions nor an alter-
native cue format per se are sufficient for triggering ex-
emplar judgments. Note that the procedure used by Juslin
and his co-workers always involved cues with alternative
cue values in which new cue patterns are presented vi-

sually during both the feedback learning phase and the
decision phase. Hence, cue criterion relations could be
learned without burdening working memory. Not until
other factors are supervened (e.g., binary, probabilistic or
multiplicative criterion) that complicate the abstraction of
cue-criterion relations, people switch to exemplar models
as a backup. Newell et al. (2009) found that participants’
learning in tasks similar to those used by Juslin, Olsson
et al. (2003) depended crucially on the ability to infer cue
direction — a finding that echoes the difference in the
learning performance of the presence-absence and alter-
native cues groups in the current experiments (see Fig-
ure 2). In a recent paper, von Helversen and Rieskamp
(2009) also explored the predictive accuracy of exemplar
models. In line with the previously mentioned results,
they found a preponderance of exemplar-based reasoning
only in a condition with an alternative cue format with
unknown cue direction in combination with a reduced
number of predictive cues (only 3 out of 6 cues corre-
lated substantially with the criterion). From these find-
ings one could conclude that the crucial factor for trigger-
ing exemplar-based processes is the availability of knowl-
edge concerning the task structure, namely knowledge
that is indispensable for inferring the underlying rules.
The fact that the task is memory-based may be of sec-
ondary importance. However we would argue that it is
the interaction of different factors making exemplar based
reasoning necessary because, due to a cognitive overload,
rules can no longer be inferred. The nature and number
of factors interacting can be manifold. Providing alter-
native cues with an unknown cue direction does not per
se trigger exemplar based processes but only in combina-
tion with a binary or deterministic criterion (Juslin, Ols-
son et al., 2003), a multiplicative cue-combination rule
(Juslin, Karlsson & Olsson, 2008), a multiplicative rule
plus a reduced number of predictive cues (von Helversen
& Rieskamp, 2009) or if cue information has to be re-
trieved from memory (present study).

Our results clearly corroborate the hypothesis of a
strategy shift from rule-based to exemplar-based reason-
ing with an alternative cue format. However one aspect
that is conspicuous and needs further explanation is that
the percentage of predicted inferences for ProbEx is less
in both conditions compared to the percentage of pre-
dicted inferences for CAM. This can be interpreted as
a higher proportion of unsystematic response errors, for
ProbEx than for CAM. This finding seems to be plausi-
ble at least for two reasons, albeit the explanation is post
hoc: As mentioned above, Juslin and colleagues concep-
tualize ProbEx as a backup whenever cue abstraction is
not possible (Juslin, Olsson et al., 2003). Abstract rule-
based knowledge has the advantage that “[. . . it] is ex-
plicit, can be verbalized, and therefore is likely to create
a stronger sense of insight into and mastery of the task”
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(Juslin, Jones, Olsson & Winman, 2003, p. 938). Further-
more abstract rules can be generalized more easily and
provide estimations of the criterion values that are more
robust than the ones provided by the exemplar model. In
the present experiments cue pattern T5 is an example of
an exemplar with an extreme criterion value (see Table 1).
Such extreme exemplars have generally less influence on
the abstraction of a rule. However the estimation of the
criterion value is much more distorted if such exemplars
serve as a basis for exemplar based reasoning. Maybe
people go against this influence intuitively by consider-
ing extreme exemplars less important, thus producing a
response pattern that is more dissimilar to the one pre-
dicted by ProbEx. Another explanation focuses on the
time, when computations are required: CAM has to ab-
stract validities during the feedback training phase and
during the decision phase no further computations are re-
quired. In contrast ProbEx postpones all computations
to the time of the judgment. During the decision phase
ProbEx has to compute and integrate similarities between
the probe and stored exemplars. For this reason, the prob-
ability of making unsystematic response errors in the de-
cision phase is higher for ProbEx than for CAM (see also
Juslin & Persson, 2002). Finally, the process of comput-
ing a probe’s similarity to stored exemplars may simply
be noisier than rule-based cue integration and thus lead
to noisier responses. This may be the very reason why
people show the “rule bias” and use exemplar-based rea-
soning only as a backup in probabilistic environments.

What the current study adds is new insight into how the
learning of cue direction is affected by the need to retrieve
cue information in each learning trial and keep it tem-
porarily available in working memory. With presence-
absence cues, it is still manageable to extract the cue-
criterion relation since the presence of a symptom always
points to a more severe state of the sickness. The dom-
inance of the WADD strategy in the presence-absence
condition across all three experiments attests to the ease
with which participants presumably added up such cues
when drawing inferences about disease severity. With
alternative cues, however, additional memory processes
are necessary: You also have to retrieve the direction of
the relationship (i.e., which symptom is associated with
more severe illness? which one is not?). Our results sug-
gest that only the combination of both factors (memory
retrieval and alternative cues) burdens working memory
enough to have many people switch to similarity-based
processing.
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