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#### Abstract

We construct the generalized Witt modular Lie superalgebra $\tilde{W}$ of Cartan type. We give a set of generators for $\tilde{W}$ and show that $\tilde{W}$ is an extension of a subalgebra of $\tilde{W}$ by an ideal $\bar{J}$. Finally, we describe the homogeneous derivations of Z-degree of $\tilde{W}$ and we determine the derivation superalgebra of $\tilde{W}$.
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## 1. Introduction

The theory of Lie superalgebras over a field of characteristic zero is very well developed (see, for example, [4, 5, 10]). But the same is not true for modular Lie superalgebras. For instance, the classification of finite-dimensional simple modular Lie superalgebras is not yet complete. As far as we know, the ( $p, 2 p$ )-structure for modular Lie superalgebras (analogous to $p$-mappings for modular Lie algebras) was introduced by Kochetkov and Leites [6]. Later, Petrogradski [9] studied restricted enveloping algebras for modular Lie superalgebras, and Farnsteiner [2] worked on Frobenius extensions and restricted modular Lie superalgebras. In 1997, Zhang [13] constructed four classes of finite-dimensional Cartan type modular Lie superalgebras $X(m, n, t)$ and studied their simplicity and restrictiveness, where $X$ is one of the algebras $W, S, H$ or $K$.

Derivation algebras of Lie algebras play an important role in the study of properties of Lie algebras such as filtrations and automorphism groups. Celousov [1] and Petrogradski [9] investigated derivation algebras of Cartan type modular Lie algebras. Derivation superalgebras of Cartan type modular Lie superalgebras are becoming a

[^0]subject of interest in the structure theory of Lie superalgebras. Due to the prime characteristic and superstructure of Lie superalgebras, their derivation superalgebras are harder to determine. Despite this, the derivation superalgebras of $W, S, H, K, H O$ and $K O$ have been determined (see [3, 7, 8, 12, 15]).

Our work is motivated by the results and methods for Lie algebras and Lie superalgebras and is based on certain results on modular Lie algebras and Lie superalgebras of Cartan type (see [11, 14, 15]). The paper is organized as follows. In Section 2, we construct the finite-dimensional generalized Witt modular Lie superalgebra. In Section 3, we give a set of generators for $\tilde{W}$ and show that $\tilde{W}$ is not simple; moreover, we show that $\tilde{W}$ is an extension of a subalgebra of $\tilde{W}$ by the ideal $\bar{J}$. In Section 4 , we establish some technical lemmas and determine the derivation superalgebra of $\tilde{W}$.

## 2. Basics and construction

Throughout this paper, $F$ denotes a field of characteristic $p$, greater than 2, and $Z_{2}=\{\overline{0}, \overline{1}\}$ denotes the field of two elements. We use the notation $N$ and $N_{0}$ to stand for the sets of positive integers and nonnegative integers, respectively. For $n \in N$ and $\alpha=\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}\right) \in N_{0}^{n}$, we define $|\alpha|=\sum_{i=1}^{n} \alpha_{i}$.

Let $O(n)$ denote the divided power algebra with an $F$-basis $\left\{x^{(\alpha)} \mid \alpha \in N_{0}^{n}\right\}$. Put $\boldsymbol{t}=\left(t_{1}, t_{2}, \ldots, t_{n}\right) \in N_{0}^{n}$ and $\pi_{i}=p^{t_{i}}-1$, where $i=1,2, \ldots, n$. Let

$$
A(\boldsymbol{t}):=\left\{\alpha=\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}\right) \in N_{0}^{n} \mid 0 \leq \alpha_{i} \leq \pi_{i}\right\} .
$$

Then

$$
O(n, t):=\operatorname{span}_{F}\left\{x^{(\alpha)} \mid \alpha \in A(t)\right\}
$$

is a finite-dimensional subalgebra of $O(n)$.
Let $\Lambda(q)$ denote the Grassmann superalgebra over $F$ in $q$ variables $x_{n+1}, x_{n+2}, \ldots$, $x_{r}$, where $r=n+q$. In order to shorten the notation for the Grassmann superalgebra, we put

$$
B_{k}=\left\{\left\langle i_{1}, i_{2}, \ldots, i_{k}\right\rangle \mid n+1 \leq i_{1}<i_{2}<\cdots<i_{k} \leq r\right\}
$$

and $B(q)=\bigcup_{k=0}^{q} B_{k}$, where $B_{0}=\emptyset$. When $\mu=\left\langle i_{1}, i_{2}, \ldots, i_{k}\right\rangle \in B_{k}$, we define $|\mu|=k$, $\{\mu\}=\left\{i_{1}, i_{2}, \ldots, i_{k}\right\}$ and $x^{\mu}=x_{i_{1}} x_{i_{2}} \cdots x_{i_{k}}$, where we adopt the conventions that $|\emptyset|:=0$ and $x^{\emptyset}=1$. Then the set $\left\{x^{\mu} \mid \mu \in B(q)\right\}$ is an $F$-basis of $\Lambda(q)$.

We now fix two positive integers $m_{1}$ and $m_{2}$. We write $m:=m_{1}+m_{2}, s:=r+m_{1}$ and $s_{1}:=s+m_{2}$. Let

$$
Q(m)=F\left[y_{r+1}, \ldots, y_{s}, y_{s+1}, \ldots, y_{s_{1}}\right]
$$

be the truncated polynomial algebra such that $y_{i}^{p}=1$ for $i=r+1, \ldots, s_{1}$. We let $\Pi=\{0,1, \ldots, p-1\}$ denote the prime subfield of $F$ and write $H:=\Pi^{m}$. For every element $\lambda=\left(\lambda_{r+1}, \ldots, \lambda_{s_{1}}\right) \in H$, we define $y^{\lambda}=\prod_{r+1}^{s_{1}} y_{i}^{\lambda_{i}}$. Then $Q(m)$ has an $F$-basis $\left\{y^{\lambda} \mid \lambda \in H\right\}$. The tensor product

$$
G:=O(n, t) \otimes \Lambda(q) \otimes Q(m)
$$

is an associative superalgebra with a $Z_{2}$-gradation induced by the standard $Z_{2}$-gradation of $\Lambda(q)$. For $f \in O(n, \boldsymbol{t}), g \in \Lambda(q)$ and $h \in Q(m)$, we write $f g h$ for $f \otimes g \otimes h$. Then

$$
\left\{x^{(\alpha)} x^{\mu} y^{\lambda} \mid \alpha \in A(\boldsymbol{t}), \mu \in B(q), \lambda \in H\right\}
$$

is an $F$-basis for $G$.
Let $E=\langle n+1, \ldots, r\rangle$ and $\pi=\left(\pi_{1}, \ldots, \pi_{n}\right)$. Clearly, $E \in B(q)$ and $\pi \in A(t)$. For convenience, we write $Y_{0}=\{1, \ldots, n\}, Y_{1}=\{n+1, \ldots, r\}$ and $Y_{2}=\{r+1, \ldots, s\}$. Let $Y=Y_{0} \cup Y_{1}$ and $S=Y \cup Y_{2}$. When $i \in Y_{0}$ and $\varepsilon_{i}=\left(\delta_{i 1}, \delta_{i 2}, \ldots, \delta_{i n}\right)$, we abbreviate $x^{\left(\varepsilon_{i}\right)}$ to $x_{i}$. When $i=r+1, \ldots, s_{1}$ and $\bar{\varepsilon}_{i}=\left(\delta_{i(r+1)}, \delta_{i(r+2)}, \ldots, \delta_{i s_{1}}\right)$, we abbreviate $y^{\bar{\varepsilon}_{i}}$ to $y_{i}$.

Let $D_{1}, D_{2}, \ldots, D_{s}$ be the linear transformations of $G$ such that

$$
D_{i}\left(x^{(\alpha)} x^{\mu} y^{\lambda}\right)= \begin{cases}x^{\left(\alpha-\varepsilon_{i}\right)} x^{\mu} y^{\lambda} & \text { if } i \in Y_{0} \\ x^{(\alpha)} \partial_{i}\left(x^{\mu}\right) y^{\lambda} & \text { if } i \in Y_{1}, \\ \lambda_{i} x^{(\alpha)} x^{\mu} y^{\lambda} & \text { if } i \in Y_{2}\end{cases}
$$

Here $\partial_{i}$ is the derivation of $\Lambda(q)$ such that $\partial_{i}\left(x_{j}\right)=\delta_{i j}$ for $i, j \in Y_{1}$. Then $D_{1}$, $D_{2}, \ldots, D_{s}$ are derivations of the superalgebra $G$. Let

$$
\tilde{W}(n, \boldsymbol{t}, q, m)=\left\{\sum_{i=1}^{s} f_{i} D_{i} \mid f_{i} \in G\right\} .
$$

For a superalgebra (or a superspace) $L=L_{\overline{0}} \oplus L_{\overline{1}}$, we write $\mathrm{h}(L)=L_{\overline{0}} \cup L_{\overline{1}}$ for the set of all $Z_{2}$-homogeneous elements of $L$ and write $|x|$ for the $Z_{2}$-degree of a given homogeneous element $x$. It is clear that $\left|D_{i}\right|=\tilde{\imath}$, where

$$
\tilde{\imath}= \begin{cases}\overline{0} & \text { if } i \in Y_{0} \cup Y_{2} \\ \overline{1} & \text { if } i \in Y_{1}\end{cases}
$$

Set

$$
\tilde{W}_{\gamma}=\operatorname{span}_{F}\left\{x^{(\alpha)} x^{\mu} y^{\lambda} D_{i} \mid \overline{|\mu|}+\tilde{\imath}=\gamma\right\}
$$

for $\gamma \in Z_{2}$. Then $\tilde{W}=\bigoplus_{\gamma \in Z_{2}} \tilde{W}_{\gamma}$. The following formula holds in $\tilde{W}(n, \boldsymbol{t}, q, m)$ :

$$
\begin{equation*}
\left[f D_{i}, g D_{j}\right]=f D_{i}(g) D_{j}-(-1)^{\left|f D_{i} \| g D_{j}\right|} g D_{j}(f) D_{i} \tag{2.1}
\end{equation*}
$$

for $f, g \in \mathrm{~h}(G)$ and $i, j \in S$. It follows that $\tilde{W}(n, \boldsymbol{t}, q, m)$ is a finite-dimensional Lie superalgebra contained in der $G$. We abbreviate $\tilde{W}(n, t, q, m)$ to $\tilde{W}$ and call $\tilde{W}$ a generalized Witt modular Lie superalgebra of Cartan type.

Let

$$
G_{i}=\operatorname{span}_{F}\left\{x^{(\alpha)} x^{\mu} y^{\lambda}| | \alpha|+|\mu|=i\} .\right.
$$

Then $G=\bigoplus_{i=0}^{\xi} G_{i}$ is a $Z$-graded associative superalgebra, where $\xi=\sum_{i=1}^{n} \pi_{i}+q$. Set

$$
\delta\left(j, Y_{2}\right)= \begin{cases}1 & \text { if } j \in Y_{2} \\ 0 & \text { if } j \notin Y_{2}\end{cases}
$$

Let

$$
\tilde{W}_{i}=\operatorname{span}_{F}\left\{x^{(\alpha)} x^{\mu} y^{\lambda} D_{j}\left|j \in S,|\alpha|+|\mu|+\delta\left(j, Y_{2}\right)-1=i\right\} .\right.
$$

Then $\tilde{W}=\bigoplus_{i=-1}^{\xi} \tilde{W}_{i}$ is a $Z$-graded Lie superalgebra.
Lemma 2.1. Let $f \in G$. If $D_{i}(f)=0$ for all $i \in Y$, then $f \in G_{0}$.
Proof. Without loss of generality, we may assume that $f$ has the form $f=x^{(\alpha)} x^{\mu} y^{\lambda}$. For any $i \in Y_{0} \cup Y_{1}$, our assumption forces $\alpha=0$ and $\mu=\emptyset$. Thus, $f=y^{\lambda} \in G_{0}$.

## 3. Structure of $\tilde{W}$

Lemma 3.1. Let

$$
M_{1}=\left\{x^{\left(k_{i} \varepsilon_{i}\right)} D_{j} \mid i \in Y_{0}, j \in Y, 0 \leq k_{i} \leq \pi_{i}\right\},
$$

let

$$
M_{2}=\left\{x_{l} D_{t} \mid l \in Y_{1}, t \in Y_{2}\right\}
$$

and let

$$
M=M_{1} \cup M_{2} \cup \tilde{W}_{-1} \cup \tilde{W}_{0}
$$

Then $\tilde{W}$ is generated by the set $M$.
Proof. Let $X$ be the subalgebra of $\tilde{W}$ generated by $M$. We proceed in several steps to show that $\tilde{W}=X$.

Step 1. We show that $x^{\pi} y^{\lambda} D_{1} \in X$. In order to prove the result, we first show that

$$
x^{\left(\pi_{1} \varepsilon_{1}+\cdots+\pi_{t} \varepsilon_{t}\right)} D_{1} \in X
$$

by induction on $t$, where $t \in Y_{0}$.
If $t=1$, then $x^{\left(\pi_{1} \varepsilon_{1}\right)} D_{1} \in M_{1} \subseteq X$. Suppose that $x^{\left(\pi_{1} \varepsilon_{1}+\cdots+\pi_{t-1} \varepsilon_{t-1}\right)} D_{1} \in X$. We can easily verify that

$$
x^{\left(\pi_{t} \varepsilon_{t}\right)} x_{1} D_{1}=\left[x^{\left(\pi_{t} \varepsilon_{t}\right)} D_{1}, x^{\left(2 \varepsilon_{1}\right)} D_{1}\right] \in X .
$$

Moreover, we get

$$
x^{\left(\pi_{1} \varepsilon_{1}+\cdots+\pi_{t} \varepsilon_{t}\right)} D_{1}=1 / 2\left[x^{\left(\pi_{1} \varepsilon_{1}+\cdots+\pi_{t-1} \varepsilon_{t-1}\right)} D_{1}, x^{\left(\pi_{t} \varepsilon_{t}\right)} x_{1} D_{1}\right] \in X
$$

The induction is completed and $x^{\pi} D_{1} \in X$. Since

$$
x_{1} y^{\lambda} D_{1}=\left[y^{\lambda} D_{1}, x^{\left(2 \varepsilon_{1}\right)} D_{1}\right] \in\left[\tilde{W}_{-1}, M_{1}\right] \subseteq X,
$$

we see that

$$
x^{\pi} y^{\lambda} D_{1}=1 / 2\left[x^{\pi} D_{1}, x_{1} y^{\lambda} D_{1}\right] \in X .
$$

Step 2. We now show that $x^{\pi} x^{E} y^{\lambda} D_{i} \in X$ for $i \in S$. We consider three cases below.

Case 1. Suppose that $i \in Y_{0}$. We first show that $x_{n+1} \cdots x_{k} D_{1} \in X$ by induction on $k$, where $k \in Y_{1}$. If $k=n+1$, then $x_{n+1} D_{1} \in \tilde{W}_{0} \subseteq X$. Suppose that $x_{n+1} \cdots x_{k-1} D_{1} \in X$. One can easily verify that

$$
x_{1} x_{k} D_{1}=\left[x_{k} D_{1}, x^{\left(2 \varepsilon_{1}\right)} D_{1}\right] \in X
$$

Moreover,

$$
x_{n+1} \cdots x_{k} D_{1}=\left[x_{n+1} \cdots x_{k-1} D_{1}, x_{1} x_{k} D_{1}\right] \in X .
$$

The induction is completed and $x^{E} D_{1} \in X$.
Since

$$
x^{E} y^{\lambda} D_{1}=\left[x^{E} D_{1}, x_{1} y^{\lambda} D_{1}\right] \in X
$$

we see that

$$
x_{1} x^{E} y^{\lambda} D_{i}=\left[x^{E} y^{\lambda} D_{1}, x^{\left(2 \varepsilon_{1}\right)} D_{i}\right] \in X
$$

for any $i \in Y_{0}$. Moreover,

$$
x^{\pi} x^{E} y^{\lambda} D_{1}=1 / 2\left[x^{\pi} D_{1}, x_{1} x^{E} y^{\lambda} D_{1}\right] \in X
$$

and

$$
x^{\pi} x^{E} y^{\lambda} D_{i}=\left[x^{\pi} D_{1}, x_{1} x^{E} y^{\lambda} D_{i}\right] \in X
$$

when $i \neq 1$.
Case 2. Suppose that $i \in Y_{1}$. By Case 1, we deduce that

$$
x^{\pi} x^{E} y^{\lambda} D_{i}=\left[x^{\pi} x^{E} y^{\lambda} D_{1}, x_{1} D_{i}\right] \in X
$$

Case 3. Suppose that $i \in Y_{2}$. Noting that $x_{l} D_{i} \in M_{2}$ for any $l \in Y_{1}$, we deduce from Case 2 that

$$
x^{\pi} x^{E} y^{\lambda} D_{i}=\left[x^{\pi} x^{E} y^{\lambda} D_{l}, x_{l} D_{i}\right] \in X .
$$

Step 3. We shall show that

$$
x^{(\alpha)} x^{\mu} y^{\lambda} D_{i} \in X
$$

for any $i \in S$ by induction on $(|\pi|+|E|)-(|\alpha|+|\mu|)$, which we call $t$.
Let $t=0$. By Step 2 , we see that $x^{\pi} x^{E} y^{\lambda} D_{i} \in X$ for any $i \in S$. Let $t \geq 1$. Suppose that the result is true for $t-1$. We consider the two cases $|\alpha|<|\pi|$ and $|\alpha|=|\pi|$ separately.

If $|\alpha|<|\pi|$, then there exists $k \in Y_{0}$ such that $x^{\left(\alpha+\varepsilon_{k}\right)} x^{\mu} y^{\lambda} \in G$. By our inductive hypothesis, $x^{\left(\alpha+\varepsilon_{k}\right)} x^{\mu} y^{\lambda} D_{i} \in X$. Moreover,

$$
x^{(\alpha)} x^{\mu} y^{\lambda} D_{i}=\left[D_{k}, x^{\left(\alpha+\varepsilon_{k}\right)} x^{\mu} y^{\lambda} D_{i}\right] \in X
$$

If $|\alpha|=|\pi|$, then $|\mu|<|E|$ since $t \geq 1$. Consequently, there exists $k \in Y_{1}$ such that $x_{k} x^{\mu} \neq 0$. By our inductive hypothesis, $x^{(\alpha)} x_{k} x^{\mu} y^{\lambda} D_{i} \in X$. Moreover,

$$
x^{(\alpha)} x^{\mu} y^{\lambda} D_{i}=\left[D_{k}, x^{(\alpha)} x_{k} x^{\mu} y^{\lambda} D_{i}\right] \in X .
$$

Hence, $\tilde{W}=X$ and the proof is completed.

Lemma 3.2. Let $l=|H|=p^{m}$ and let

$$
\Delta=\left\{\sum_{i=1}^{l} a_{i} y^{\lambda_{i}} \mid \lambda_{i} \in H, a_{i} \in F, \sum_{i=1}^{l} a_{i}=0\right\}
$$

Then $\Delta$ is an ideal of $Q(m)$ and $Q(m)=\Delta \oplus F 1$.
Proof. Suppose that $f=\sum_{i=1}^{l} a_{i} y^{\lambda_{i}} \in \Delta$ and $g=\sum_{j=1}^{l} b_{j} y^{\lambda_{j}} \in Q(m)$, where $a_{i}, b_{j} \in F$ and $\lambda_{i}, \lambda_{j} \in H$. Then $\sum_{i=1}^{l} a_{i}=0$. Write $h:=f g=\sum_{k=1}^{l} c_{k} y^{\lambda_{k}}$, where $c_{k} \in F, \lambda_{k} \in H$. Then

$$
\left(\sum_{i=1}^{l} a_{i} y^{\lambda_{i}}\right)\left(\sum_{j=1}^{l} b_{j} y^{\lambda_{j}}\right)=\sum_{k=1}^{l} c_{k} y^{\lambda_{k}}
$$

and we conclude that

$$
\sum_{i, j=1}^{l} a_{i} b_{j} y^{\lambda_{i}+\lambda_{j}}=\sum_{k=1}^{l} c_{k} y^{\lambda_{k}}
$$

Since $y^{\lambda_{i}+\lambda_{j}} \neq 0$, we see that

$$
\sum_{k=1}^{l} c_{k}=\sum_{i, j=1}^{l} a_{i} b_{j}=\left(\sum_{i=1}^{l} a_{i}\right)\left(\sum_{j=1}^{l} b_{j}\right)=0
$$

Hence, $h \in \Delta$ and $\Delta$ is an ideal of $Q(m)$.
Let $f=\sum_{i=1}^{l} a_{i} y^{\lambda_{i}}$ be any element of $Q(m)$. Then $f-\sum_{i=1}^{l} a_{i} \cdot 1 \in \Delta$ and we conclude that $Q(m)=\Delta+F 1$. Clearly, $\Delta \cap F 1=\{0\}$. Hence, $Q(m)=\Delta \oplus F 1$.

Lemma 3.3. Let

$$
\Gamma=\operatorname{span}_{F}\{g h \mid g \in O(n, t) \otimes \Lambda(q), h \in \Delta\}
$$

and let

$$
\bar{J}=\left\{\sum_{i=1}^{s} f_{i} D_{i} \mid f_{i} \in \Gamma, D_{i_{k}} \cdots D_{i_{2}} D_{i_{1}}\left(f_{i}\right) \in \Gamma \forall i_{k} \in S, 1 \leq k \leq s\right\} .
$$

Then $\Gamma$ is an ideal of $G$ and $\bar{J}$ is an ideal of $\tilde{W}$.
Proof. Let $f \in G$. Without loss of generality, we may suppose that $f=g^{\prime} h^{\prime}$, where $g^{\prime} \in O(n, t) \otimes \Lambda(q)$ and $h^{\prime} \in Q(m)$. Suppose that $g h \in \Gamma$, where $g \in O(n, t) \otimes \Lambda(q)$ and $h \in \Delta$. Then

$$
f(g h)=\left(g^{\prime} h^{\prime}\right)(g h)=\left(g^{\prime} g\right)\left(h^{\prime} h\right) \in \Gamma
$$

by Lemma 3.2. Similarly, $(g h) f \in \Gamma$. Thus, $\Gamma$ is an ideal of $G$.
Now suppose that $A=\sum_{i=1}^{s} g_{i} D_{i} \in \tilde{W}$ and $B=\sum_{j=1}^{s} f_{j} D_{j} \in \bar{J}$, where $g_{i} \in G, f_{j} \in \Gamma$ and $D_{i_{k}} \cdots D_{i_{2}} D_{i_{1}}\left(f_{j}\right) \in \Gamma$. By (2.1), we see that

$$
[A, B]=\sum_{i, j=1}^{s} g_{i} D_{i}\left(f_{j}\right) D_{j}-\sum_{i, j=1}^{s}(-1)^{\left|g_{i} D_{i}\right|\left|f_{j} D_{j}\right|} f_{j} D_{j}\left(g_{i}\right) D_{i} .
$$

By our assumption, $D_{i_{k}} \cdots D_{i_{2}} D_{i_{1}}\left(f_{j}\right) \in \Gamma$. Putting $k=1$, we deduce that $D_{i}\left(f_{j}\right) \in \Gamma$. Consequently, $g_{i} D_{i}\left(f_{j}\right) \in \Gamma$ and $f_{j} D_{j}\left(g_{i}\right) \in \Gamma$. Moreover, we can easily deduce that

$$
D_{i_{k}} \cdots D_{i_{2}} D_{i_{1}}\left(g_{i} D_{i}\left(f_{j}\right)\right) \in \Gamma, \quad D_{i_{k}} \cdots D_{i_{2}} D_{i_{1}}\left(f_{j} D_{j}\left(g_{i}\right)\right) \in \Gamma
$$

by induction on $k$. Hence, $\bar{J}$ is an ideal of $\tilde{W}$.
Suppose that

$$
\bar{X}=\left\{\sum_{i=1}^{s} g_{i} D_{i} \mid g_{i} \in G, \exists k \in\{1, \ldots, s\} \text { such that } i_{k} \in S \text { and } D_{i_{k}} \cdots D_{i_{2}} D_{i_{1}}\left(g_{i}\right) \notin \Gamma\right\} .
$$

It may be verified that $\bar{X}$ is a subalgebra of $\tilde{W}$. In particular,

$$
\left\{\sum_{i=1}^{s} g_{i} D_{i} \mid g_{i} \in O(n, t) \otimes \Lambda(q)\right\}
$$

is a subalgebra of $\bar{X}$.
Theorem 3.4. The algebra $\tilde{W}$ is an extension of a subalgebra $\bar{X}$ by the ideal $\bar{J}$.
Proof. Let $\sum_{i=1}^{s} f_{i} D_{i}$ be any element of $\tilde{W}$, where $f_{i} \in G$. Without loss of generality, we may suppose that $f_{i}=g_{i} h_{i}$, where $g_{i} \in O(n, \boldsymbol{t}) \otimes \Lambda(q)$ and $h_{i} \in Q(m)$. It follows by Lemma 3.2 that

$$
f_{i}=g_{i}\left(h_{i}^{\prime}+a_{i} 1\right)=g_{i} h_{i}^{\prime}+a_{i} g_{i}
$$

where $h_{i}^{\prime} \in \Delta, a_{i} \in F$. Thus,

$$
\begin{aligned}
\sum_{i=1}^{s} f_{i} D_{i} & =\sum_{i=1}^{s}\left(g_{i} h_{i}^{\prime}\right) D_{i}+\sum_{i=1}^{s}\left(a_{i} g_{i}\right) D_{i} \\
& =\sum_{D_{i k} \cdots D_{i_{2}} D_{i_{1}}\left(g_{i} h_{i}^{\prime}\right) \in \Gamma}\left(g_{i} h_{i}^{\prime}\right) D_{i}+\sum_{D_{i k} \ldots D_{i_{2}} D_{i_{1}}\left(g_{i} h_{i}^{\prime}\right) \notin \Gamma}\left(g_{i} h_{i}^{\prime}\right) D_{i}+\sum_{i=1}^{s}\left(a_{i} g_{i}\right) D_{i} \\
& \in \bar{J}+\bar{X} .
\end{aligned}
$$

It is clear that $\bar{X} \cap \bar{J}=\{0\}$. By Lemma 3.3, $\tilde{W}$ is an extension of $\bar{X}$ by $\bar{J}$.

## 4. Derivation superalgebra of $\tilde{W}$

Let $L=\bigoplus_{i \in Z} L_{i}$ be a $Z$-graded superalgebra. Let $x \in L$. If there exists $i \in Z$ such that $x \in L_{i}$, then we call $x$ a $Z$-homogeneous element and $i$ the $Z$-degree of $x$. As usual, the derivation superalgebra of $\tilde{W}$ is a $Z$-graded Lie superalgebra, that is, $\operatorname{der} \tilde{W}=\bigoplus_{t \in J} \operatorname{der}_{t} \tilde{W}$, where

$$
\operatorname{der}_{t} \tilde{W}:=\left\{\varphi \in \operatorname{der} \tilde{W} \mid \varphi\left(\tilde{W}_{i}\right) \subset \tilde{W}_{t+i}\right\}, \quad J=\{-\xi-1,-\xi, \ldots, \xi, \xi+1\}
$$

Set

$$
\tau(i)= \begin{cases}\pi_{i} & \text { if } i \in Y_{0} \\ 1 & \text { if } i \in Y_{1}\end{cases}
$$

Define a linear mapping $\rho_{i}: G \rightarrow G$ such that

$$
\rho_{i}\left(x^{(\alpha)} x^{\mu} y^{\lambda}\right)= \begin{cases}x^{\left(\alpha+\varepsilon_{i}\right)} x^{\mu} y^{\lambda} & \text { if } i \in Y_{0} \text { and } \alpha+\varepsilon_{i} \in A(\boldsymbol{t}), \\ x^{(\alpha)} x_{i} x^{\mu} y^{\lambda} & \text { if } i \in Y_{1}, \\ \lambda_{i}^{-1} x^{(\alpha)} x^{\mu} y^{\lambda} & \text { if } i \in Y_{2} \text { and } \lambda_{i} \neq 0 .\end{cases}
$$

We use the convention that $\rho_{i}\left(x^{(\alpha)} x^{\mu} y^{\lambda}\right)=0$ for $\alpha+\varepsilon_{i} \notin A(\boldsymbol{t})$ or $\lambda_{i}=0$.
Defintion 4.1. An element $f$ of $G$ is said to be of $D_{i}$-type if $D_{i}^{\tau(i)}(f)=0$ for $i \in Y$ and $D_{i}^{p-1}(f)=f$ for $i \in Y_{2}$.
Lemma 4.2. Suppose that $f \in G$.
(i) If $i \in Y_{2}$, then $f$ is of $D_{i}$-type if and only if $\lambda_{i}^{p-1}=1$.
(ii) $D_{i}(f)$ is of $D_{i}$-type for any $i \in S$.

Proof. Part (i) is obvious.
We now consider part (ii). For $i \in Y$, it is clear that

$$
D_{i}^{\tau(i)}\left(D_{i}(f)\right)=D_{i}^{\tau(i)+1}(f)=0 .
$$

For $i \in Y_{2}$, we may assume that $f=x^{(\alpha)} x^{\mu} y^{\lambda}$. Since $\lambda_{i}^{p}=\lambda_{i}$, we see that

$$
D_{i}^{p-1}\left(D_{i}(f)\right)=D_{i}^{p}(f)=\lambda_{i}^{p} x^{(\alpha)} x^{\mu} y^{\lambda}=\lambda_{i} x^{(\alpha)} x^{\mu} y^{\lambda}=D_{i}(f)
$$

Hence, $D_{i}(f)$ is of $D_{i}$-type.
Lemma 4.3. Suppose that $i, j \in S$ and $i \neq j$. Then:
(i) if $f \in G$ is of $D_{i}$-type, then $D_{i} \rho_{i}(f)=f$;
(ii) we have the equality

$$
D_{i} \rho_{j}=(-1)^{i \tilde{\jmath}} \rho_{j} D_{i} .
$$

Proof. To prove (i), suppose that $i \in Y_{2}$ and $f=x^{(\alpha)} x^{\mu} y^{\lambda}$. Since $f$ is of $D_{i}$-type, we deduce from Lemma 4.2(i) that $\lambda_{i} \neq 0$. Thus,

$$
D_{i} \rho_{i}(f)=D_{i}\left(\lambda_{i}^{-1} x^{(\alpha)} x^{\mu} y^{\lambda}\right)=x^{(\alpha)} x^{\mu} y^{\lambda}=f
$$

The remaining cases where $i \in Y_{0} \cup Y_{1}$ are similar.
Part (ii) is obvious.
Lemma 4.4. Let $f_{t_{1}}, f_{t_{2}}, \ldots, f_{t_{k}} \in G$, where $t_{1}, t_{2}, \ldots, t_{k} \in S$. If $f_{t_{1}}, f_{t_{2}}, \ldots, f_{t_{k}}$ are of $D_{i}$-type and $D_{i}\left(f_{j}\right)=(-1)^{i j} D_{j}\left(f_{i}\right)$ for any $i, j \in\left\{t_{1}, t_{2}, \ldots, t_{k}\right\}$, there exists $f \in G$ such that $D_{i}(f)=f_{i}$ for all $i=t_{1}, t_{2}, \ldots, t_{k}$.

Proof. We use induction on $k$. Let $k=1$ and $f=\rho_{t_{1}}\left(f_{t_{1}}\right)$. It follows from Lemma 4.3(i) that $D_{t_{1}}(f)=D_{t_{1}} \rho_{t_{1}}\left(f_{t_{1}}\right)=f_{t_{1}}$.

Suppose that there exists $g \in G$ such that $D_{i}(g)=f_{i}$ whenever $i=t_{1}, t_{2}, \ldots, t_{k-1}$. Let $f=g+\rho_{t_{k}}\left(f_{t_{k}}-D_{t_{k}}(g)\right)$. By our inductive hypothesis and Lemma 4.3(ii), we deduce that

$$
\begin{aligned}
D_{i}(f) & =D_{i}(g)+D_{i} \rho_{t_{k}}\left(f_{t_{k}}-D_{t_{k}}(g)\right) \\
& =f_{i}+(-1)^{\tilde{t}_{k} \tilde{k}} \rho_{t_{k}}\left(D_{i}\left(f_{t_{k}}\right)-D_{i} D_{t_{k}}(g)\right) \\
& =f_{i}+(-1)^{\tilde{t}_{k} \tilde{i}} \rho_{t_{k}}\left((-1)^{\tilde{t}_{k} \tilde{i}} D_{t_{k}}\left(f_{i}\right)-(-1)^{\tilde{\tau}_{k} \tilde{i}} D_{t_{k}} D_{i}(g)\right) \\
& =f_{i} .
\end{aligned}
$$

We have to show that $D_{t_{k}}(f)=f_{t_{k}}$. By Lemma 4.2(ii), $D_{t_{k}}(g)$ is of $D_{t_{k}}$-type. Consequently, $f_{t_{k}}-D_{t_{k}}(g)$ is also of $D_{t_{k}}$-type. By Lemma 4.3(i),

$$
D_{t_{k}}(f)=D_{t_{k}}(g)+D_{t_{k}} \rho_{t_{k}}\left(f_{t_{k}}-D_{t_{k}}(g)\right)=D_{t_{k}}(g)+\left(f_{t_{k}}-D_{t_{k}}(g)\right)=f_{t_{k}}
$$

and our result follows.
Lemma 4.5. We have $C(\tilde{W})=0$, where $C(\tilde{W})$ denotes the center of $\tilde{W}$.
Proof. Let $D \in C(\tilde{W})$ and write $D=\sum_{k=1}^{s} f_{k} D_{k}$, where $f_{k} \in G$. For any $i \in S$,

$$
\left[D, D_{i}\right]=\left[\sum_{k=1}^{s} f_{k} D_{k}, D_{i}\right]=-(-1)^{\left|f_{k} D_{k}\right| \bar{\imath}} \sum_{k=1}^{s} D_{i}\left(f_{k}\right) D_{k}=0 .
$$

This implies that $D_{i}\left(f_{k}\right)=0$ for all $i \in S$.
Moreover, by Lemma 2.1, we see that $f_{k} \in G_{0}$ for all $k \in S$. For $j \in Y$ and $t \in Y_{2}, m \in$ $Y_{0}$, one calculates

$$
\left[D, x_{j} D_{j}+y_{t} D_{m}\right]=\left[\sum_{k=1}^{s} f_{k} D_{k}, x_{j} D_{j}+y_{t} D_{m}\right]=f_{j} D_{j}+f_{t} y_{t} D_{m}=0
$$

It follows that $f_{j}=f_{t}=0$ and $D=0$.
Lemma 4.6. Let $L$ be a centerless Lie superalgebra. Let $\varphi \in \mathrm{h}(\operatorname{der} L), x \in L_{\overline{0}}$ and $x_{1} \in L$. If there exists $k \geq 1$ such that $(\operatorname{ad} x)^{p^{k}}=\operatorname{ad} x_{1}$, then $\varphi\left(x_{1}\right)=(\operatorname{ad} x)^{p^{k}-1} \varphi(x)$.
Proof. The proof is similar to that of [11, Lemma 8.1, p. 191].
Lemma 4.7. Let $\varphi \in \mathrm{h}\left(\operatorname{der}_{t} \tilde{W}\right)$, where $t \in J$ and $t \geq 0$. Then there exists $A \in \tilde{W}_{t}$ such that $\varphi\left(D_{i}\right)=\operatorname{ad} A\left(D_{i}\right)$ for all $i \in S$.

Proof. Let $\varphi\left(D_{i}\right)=\sum_{k=1}^{s} f_{k i} D_{k}$, where $f_{k i} \in G$. This implies that $|\varphi|+\tilde{\imath}=\left|f_{k i}\right|+\tilde{k}$. Since $\left[D_{i}, D_{j}\right]=0$ for any $j \in S$, we see that

$$
\left[\sum_{k=1}^{s} f_{k i} D_{k}, D_{j}\right]+(-1)^{|\varphi| i}\left[D_{i}, \sum_{k=1}^{s} f_{k j} D_{k}\right]=0
$$

It follows that

$$
\sum_{k=1}^{s}\left[(-1)^{|\varphi| \tilde{i}} D_{i}\left(f_{k j}\right)-(-1)^{\left(\left|f_{k i l}\right|+\tilde{k}\right) \tilde{j}} D_{j}\left(f_{k i}\right)\right] D_{k}=0
$$

Since $|\varphi|+\tilde{\imath}=\left|f_{k i}\right|+\tilde{k}$, we see that

$$
\begin{equation*}
D_{i}\left((-1)^{|\varphi| \tilde{\jmath}} f_{k j}\right)=(-1)^{\tilde{\jmath} \tilde{J}} D_{j}\left((-1)^{|\varphi| \tilde{\imath}} f_{k i}\right) . \tag{4.1}
\end{equation*}
$$

For our purposes, it is enough to suppose that $f_{k i}$ is of $D_{i}$-type. We treat the three possible cases separately.

Case 1. Suppose that $i \in Y_{0}$. Since $\left(\operatorname{ad} D_{i}\right)^{\pi_{i}+1}=0$, we deduce from Lemma 4.6 that $\left(\operatorname{ad} D_{i}\right)^{\pi_{i}}\left(\varphi\left(D_{i}\right)\right)=0$. This implies that $\left(\operatorname{ad} D_{i}\right)^{\pi_{i}}\left(\sum_{k=1}^{s} f_{k i} D_{k}\right)=0$. It follows that $D_{i}^{\pi_{i}}\left(f_{k i}\right)=0$.
Case 2. Suppose that $i \in Y_{1}$. Putting $j=i$ in (4.1) enables us to deduce that $D_{i}\left(f_{k i}\right)=0$.
Case 3. Suppose that $i \in Y_{2}$. Since $\lambda_{i}^{p}=\lambda_{i}$, we see that

$$
\left(\operatorname{ad} D_{i}\right)^{p}\left(x^{(\alpha)} x^{u} y^{\lambda} D_{j}\right)=\lambda_{i}^{p} x^{(\alpha)} x^{u} y^{\lambda} D_{j}=\lambda_{i} x^{(\alpha)} x^{u} y^{\lambda} D_{j}=\operatorname{ad} D_{i}\left(x^{(\alpha)} x^{u} y^{\lambda} D_{j}\right)
$$

It follows that

$$
\left(\operatorname{ad} D_{i}\right)^{p-1}\left(\varphi\left(D_{i}\right)\right)=\varphi\left(D_{i}\right)
$$

by Lemma 4.6. Consequently,

$$
\left(\operatorname{ad} D_{i}\right)^{p-1}\left(\sum_{k=1}^{s} f_{k i} D_{k}\right)=\sum_{k=1}^{s} D_{i}^{p-1}\left(f_{k i}\right) D_{k}=\sum_{k=1}^{s} f_{k i} D_{k} .
$$

This implies that $D_{i}^{p-1}\left(f_{k i}\right)=f_{k i}$. Hence, $f_{k i}$ is of $D_{i}$-type for all $k, i \in S$.
Equation (4.1) shows that $\left\{(-1)^{|\varphi| \tau} f_{k i} \mid i \in S\right\}$ satisfies the conditions of Lemma 4.4.
Thus, there exists $g_{k} \in G$ such that $D_{i}\left(g_{k}\right)=(-1)^{|\varphi| \tilde{l}} f_{k i}$. This implies that $\tilde{l}+\left|g_{k}\right|=\left|f_{k i}\right|$. Note that $|\varphi|=\left|g_{k}\right|+\tilde{k}$. Write

$$
B:=-\sum_{k=1}^{s} g_{k} D_{k} \in \tilde{W} .
$$

One deduces that

$$
\left[B, D_{i}\right]=\sum_{k=1}^{s}(-1)^{\left(\left|g_{k}\right|+\tilde{k}\right) \tilde{i}} D_{i}\left(g_{k}\right) D_{k}=\sum_{k=1}^{s}(-1)^{|\varphi| \tilde{\tau}} D_{i}\left(g_{k}\right) D_{k}=\sum_{k=1}^{s} f_{k i} D_{k}=\varphi\left(D_{i}\right)
$$

Since $\tilde{W}$ is $Z$-graded, we may suppose that $B=\sum_{l=-1}^{\xi} B_{l}$, where $B_{l} \in \tilde{W}_{l}$. It follows that $\varphi\left(D_{i}\right)=\left[B_{t}, D_{i}\right]$. Thereby, we find $A=B_{t} \in \tilde{W}_{t}$ such that $\varphi\left(D_{i}\right)=\operatorname{ad} A\left(D_{i}\right)$ for $i \in S$.

Write

$$
\Theta:=Q(m)^{m_{2}}=Q(m) \times Q(m) \times \cdots \times Q(m) .
$$

For

$$
\theta=\left(h_{s+1}(y), h_{s+2}(y), \ldots, h_{s_{1}}(y)\right) \in \Theta
$$

define

$$
\tilde{\theta}: H \longrightarrow Q(m), \quad \lambda \longmapsto \sum_{j=s+1}^{s_{1}} \lambda_{j} h_{j}(y)
$$

For $\lambda, \eta \in H$, we are able to verify that

$$
\tilde{\theta}(\lambda+\eta)=\tilde{\theta}(\lambda)+\tilde{\theta}(\eta)
$$

For $\theta \in \Theta$, define a linear mapping $D_{\theta}: \tilde{W} \longrightarrow \tilde{W}$ such that

$$
D_{\theta}\left(x^{(\alpha)} x^{\mu} y^{\lambda} D_{i}\right)=\tilde{\theta}(\lambda) x^{(\alpha)} x^{\mu} y^{\lambda} D_{i} \quad \forall i \in S .
$$

Lemma 4.8. For any $\theta \in \Theta$, we have $D_{\theta} \in \operatorname{der}_{\overline{0}}(\tilde{W})$.
Proof. For $i \in Y_{0}$ and $k \in Y_{2}$, a direct computation shows that

$$
\left[x^{(\alpha)} x^{\mu} y^{\lambda} D_{i}, x^{(\beta)} x^{\nu} y^{\eta} D_{k}\right]=x^{(\alpha)} x^{\mu} x^{\nu} y^{\eta}\left[y^{\lambda} D_{i}, x^{(\beta)} D_{k}\right] .
$$

Consequently,

$$
\begin{aligned}
D_{\theta} & {\left[x^{(\alpha)} x^{\mu} y^{\lambda} D_{i}, x^{(\beta)} x^{\nu} y^{\eta} D_{k}\right] } \\
& =D_{\theta}\left(x^{(\alpha)} x^{\mu} x^{\nu} y^{\eta} y^{\lambda} D_{i}\left(x^{(\beta)}\right) D_{k}-x^{(\alpha)} x^{\mu} x^{\nu} y^{\eta} x^{(\beta)} D_{k}\left(y^{\lambda}\right) D_{i}\right) \\
& =D_{\theta}\left(x^{(\alpha)} x^{\mu} x^{v} y^{\lambda+\eta} D_{i}\left(x^{(\beta)}\right) D_{k}\right)-D_{\theta}\left(\lambda_{k} x^{(\alpha)} x^{(\beta)} x^{\mu} x^{\nu} y^{\lambda+\eta} D_{i}\right) \\
& =\tilde{\theta}(\lambda+\eta) x^{(\alpha)} x^{\mu} x^{\nu} y^{\eta}\left(y^{\lambda} D_{i}\left(x^{(\beta)}\right) D_{k}-x^{(\beta)} D_{k}\left(y^{\lambda}\right) D_{i}\right) \\
& =(\tilde{\theta}(\lambda)+\tilde{\theta}(\eta)) x^{(\alpha)} x^{\mu} x^{\nu} y^{\eta}\left[y^{\lambda} D_{i}, x^{(\beta)} D_{k}\right] \\
& =(\tilde{\theta}(\lambda)+\tilde{\theta}(\eta))\left[x^{(\alpha)} x^{\mu} y^{\lambda} D_{i}, x^{(\beta)} x^{\nu} y^{\eta} D_{k}\right] \\
& =\left[D_{\theta}\left(x^{(\alpha)} x^{\mu} y^{\lambda} D_{i}\right), x^{(\beta)} x^{\nu} y^{\eta} D_{k}\right]+\left[x^{(\alpha)} x^{\mu} y^{\lambda} D_{i}, D_{\theta}\left(x^{(\beta)} x^{\nu} y^{\eta} D_{k}\right)\right] .
\end{aligned}
$$

Hence, we conclude that $D_{\theta} \in \operatorname{der}_{\overline{0}}(\tilde{W})$. The argument for the remaining cases is similar.

Lemma 4.9. Let $\varphi \in \mathrm{h}(\operatorname{der} \tilde{W})$. If $\varphi\left(D_{j}\right)=0$ for all $j \in S$, then there exists $\theta \in \Theta$ such that $\varphi\left(y^{\lambda} D_{i}\right)=D_{\theta}\left(y^{\lambda} D_{i}\right)$ for any $\lambda \in H$ and $i \in Y$.

Proof. We proceed in several steps.
Step 1. Let $\varphi\left(y^{\lambda} D_{i}\right)=\sum_{k=1}^{s} g_{k i \lambda} D_{k}$, where $g_{k i \lambda} \in G$. Since $\left[D_{j}, y^{\lambda} D_{i}\right]=0$ for $j \in Y$, we see that

$$
\left[\varphi\left(D_{j}\right), y^{\lambda} D_{i}\right]+(-1)^{|\varphi| \tilde{j}}\left[D_{j}, \varphi\left(y^{\lambda} D_{i}\right)\right]=0
$$

Consequently, it follows by our assumption that $\varphi\left(D_{j}\right)=0$ that

$$
\left[D_{j}, \varphi\left(y^{\lambda} D_{i}\right)\right]=\left[D_{j}, \sum_{k=1}^{s} g_{k i \lambda} D_{k}\right]=\sum_{k=1}^{s} D_{j}\left(g_{k i \lambda}\right) D_{k}=0
$$

We now deduce from Lemma 2.1 that $g_{k i \lambda} \in G_{0}$ for all $k \in S$.

Step 2. Let $\varphi\left(x_{i} D_{i}\right)=\sum_{k=1}^{s} a_{k} D_{k}$, where $a_{k} \in G$. Since $\left[D_{i}, x_{i} D_{i}\right]=D_{i}$, we see that

$$
\left[D_{i}, \sum_{k=1}^{s} a_{k} D_{k}\right]=\sum_{k=1}^{s} D_{i}\left(a_{k}\right) D_{k}=0
$$

This means that $a_{k} \in G_{0}$ by Lemma 2.1.
Since $\left[y^{\lambda} D_{i}, x_{i} D_{i}\right]=y^{\lambda} D_{i}$, we deduce that

$$
\left[\sum_{k=1}^{s} g_{k i \lambda} D_{k}, x_{i} D_{i}\right]+(-1)^{|\varphi| i}\left[y^{\lambda} D_{i}, \sum_{k=1}^{s} a_{k} D_{k}\right]=\sum_{k=1}^{s} g_{k i \lambda} D_{k} .
$$

This implies that

$$
g_{i i \lambda} D_{i}-\sum_{k \in Y_{2}}(-1)^{|\varphi| \tau} a_{k} D_{k}\left(y^{\lambda}\right) D_{i}=\sum_{k=1}^{s} g_{k i \lambda} D_{k}
$$

It follows that $g_{k i \lambda}=0$ for all $k \in S \backslash\{i\}$ and $\varphi\left(y^{\lambda} D_{i}\right)=g_{i i \lambda} D_{i}$. We abbreviate $g_{i i \lambda}$ to $g_{i \lambda}$. Set $h_{i \lambda}(y)=g_{i \lambda} y^{-\lambda}$. Then

$$
\varphi\left(y^{\lambda} D_{i}\right)=g_{i \lambda} D_{i}=h_{i \lambda}(y) y^{\lambda} D_{i} .
$$

Step 3. We claim that

$$
h_{i \lambda}(y)+h_{j \eta}(y)=h_{j(\lambda+\eta)}(y)
$$

for any $\lambda, \eta \in H$ and $i, j \in Y$.
Suppose that $\varphi\left(x_{i} y^{\eta} D_{j}\right)=\sum_{k=1}^{s} f_{k} D_{k}$, where $f_{k} \in G$. Since $\left[D_{i}, x_{i} y^{\eta} D_{j}\right]=y^{\eta} D_{j}$, we deduce that

$$
(-1)^{|\varphi| \bar{i}}\left[D_{i}, \sum_{k=1}^{s} f_{k} D_{k}\right]=(-1)^{|\varphi| \tau} \sum_{k=1}^{s} D_{i}\left(f_{k}\right) D_{k}=h_{j \eta}(y) y^{\eta} D_{j}
$$

This implies that $D_{i}\left(f_{k}\right)=0$ for all $k \in S \backslash\{j\}$ and $D_{i}\left(f_{j}\right)=(-1)^{\mid \varphi \tau} h_{j \eta}(y) y^{\eta}$. Therefore, we may assume that $f_{j}=(-1)^{|\varphi|} h_{j \eta}(y) y^{\eta} x_{i}+g_{j}$, where $g_{j} \in G$ and $D_{i}\left(g_{j}\right)=0$. Since [ $\left.y^{\lambda} D_{i}, x_{i} y^{\eta} D_{j}\right]=y^{\lambda+\eta} D_{j}$, we deduce that

$$
\begin{aligned}
& {\left[h_{i \lambda}(y) y^{\lambda} D_{i}, x_{i} y^{\eta} D_{j}\right]+(-1)^{|\varphi| i}\left[y^{\lambda} D_{i}, \sum_{k=1}^{s} f_{k} D_{k}\right]} \\
& \quad=\left[h_{i \lambda}(y) y^{\lambda} D_{i}, x_{i} y^{\eta} D_{j}\right]+(-1)^{|\varphi| \tau}\left[y^{\lambda} D_{i},(-1)^{|\varphi| \tau} h_{j \eta}(y) y^{\eta} x_{i} D_{j}+g_{j} D_{j}+\sum_{k \neq j} f_{k} D_{k}\right] \\
& \quad=h_{i \lambda}(y) y^{\lambda+\eta} D_{j}+h_{j \eta}(y) y^{\lambda+\eta} D_{j}-\sum_{k \in Y_{2}}(-1)^{\left(|\varphi|+\left|\left|f_{k} D_{k}\right|\right) \tilde{\imath}\right.} f_{k} D_{k}\left(y^{\lambda}\right) D_{i} \\
& \quad=h_{j(\lambda+\eta)}(y) y^{(\lambda+\eta)} D_{j} .
\end{aligned}
$$

In the following, we consider the two cases where $i \neq j$ and $i=j$ separately. If $i \neq j$, then the assertion is obvious. Moreover, we deduce that

$$
\sum_{k \in Y_{2}}(-1)^{\left(|\varphi|+\left|f_{k} D_{k}\right|\right) \tilde{\tau}} f_{k} D_{k}\left(y^{\lambda}\right)=0
$$

Hence, if $i=j$, then the equality $h_{i \lambda}(y)+h_{j \eta}(y)=h_{j(\lambda+\eta)}(y)$ also holds. We have established our claim.

Step 4. Since $\lambda, \eta, i, j$ have been chosen randomly,

$$
h_{i \lambda}(y)+h_{j \lambda}(y)=h_{j(2 \lambda)}(y)=h_{j \lambda}(y)+h_{j \lambda}(y)
$$

We deduce that $h_{i \lambda}(y)=h_{j \lambda}(y)$. We write $h_{i \lambda}(y)$ for $h_{\lambda}(y)$ for any $i \in Y$. Then $\varphi\left(y^{\lambda} D_{i}\right)=$ $h_{\lambda}(y) y^{\lambda} D_{i}$. By Step 3, $h_{\lambda}(y)+h_{\eta}(y)=h_{\lambda+\eta}(y)$. In particular,

$$
h_{\bar{\varepsilon}_{k}}(y)+h_{\bar{\varepsilon}_{k}}(y)=h_{2 \bar{\varepsilon}_{k}}(y)=2 h_{\bar{\varepsilon}_{k}}(y), h_{2 \bar{\varepsilon}_{k}}(y)+h_{\bar{\varepsilon}_{k}}(y)=h_{3 \bar{\varepsilon}_{k}}(y)=3 h_{\bar{\varepsilon}_{k}}(y) .
$$

Moreover, we see that $h_{c \bar{\varepsilon}_{k}}(y)=c h_{\bar{\varepsilon}_{k}}(y)$ for any $c \in \Pi$ and $k=r+1, \ldots, s_{1}$. We abbreviate $h_{\bar{\varepsilon}_{k}}(y)$ by $h_{k}(y)$.
Step 5. We now complete the proof. Set

$$
H_{1}=\left\{\lambda \in H \mid \lambda_{k}=0 \forall k=s+1, s+2, \ldots, s_{1}\right\}
$$

and

$$
H_{2}=\left\{\lambda \in H \mid \lambda_{k}=0 \forall k \in Y_{2}\right\} .
$$

For any $\lambda \in H$, we can find $\lambda^{\prime} \in H_{1}$ and $\lambda^{\prime \prime} \in H_{2}$ such that $\lambda=\lambda^{\prime}+\lambda^{\prime \prime}$.
Suppose that $\lambda_{t}$ is the first number of $\lambda^{\prime \prime}$ which is not equal to 0 , where $t$ is one of $s+1, \ldots, s_{1}$. Then

$$
\begin{aligned}
h_{\lambda}(y) & =h_{\lambda^{\prime}+\lambda^{\prime \prime}}(y)=h_{\lambda^{\prime}}(y)+h_{\lambda^{\prime \prime}}(y) \\
& =h_{\lambda^{\prime}}(y)+h_{\lambda_{t} \bar{\varepsilon}_{t}+\cdots+\lambda_{s_{1}} \bar{\varepsilon}_{s_{1}}}(y) \\
& =h_{\lambda^{\prime}}(y)+\lambda_{t} h_{t}(y)+\cdots+\lambda_{s_{1}} h_{s_{1}}(y) \\
& =\lambda_{s+1} h_{s+1}(y)+\cdots+\lambda_{t}\left(\lambda_{t}^{-1} h_{\lambda^{\prime}}(y)+h_{t}(y)\right)+\cdots+\lambda_{s_{1}} h_{s_{1}}(y)
\end{aligned}
$$

Set

$$
\theta=\left(h_{s+1}(y), \ldots, \lambda_{t}^{-1} h_{\chi^{\prime}}(y)+h_{t}(y), h_{t+1}(y), \ldots, h_{s_{1}}(y)\right) .
$$

Then $\theta \in \Theta$ and

$$
\varphi\left(y^{\lambda} D_{i}\right)=h_{\lambda}(y) y^{\lambda} D_{i}=\tilde{\theta}(\lambda) y^{\lambda} D_{i}=D_{\theta}\left(y^{\lambda} D_{i}\right) .
$$

This completes the proof.
Lemma 4.10. Let $A \in \tilde{W}$. If $\left[D_{i}, A\right]=\left[y_{j} D_{t}, A\right]=0$ for all $i \in Y, t \in Y_{1}$ and $j \in Y_{2}$, then $A \in \tilde{W}_{-1}$.

Proof. Suppose that $A=\sum_{k=1}^{s} f_{k} D_{k}$, where $f_{k} \in G$. Then

$$
\left[D_{i}, A\right]=\left[D_{i}, \sum_{k=1}^{s} f_{k} D_{k}\right]=\sum_{k=1}^{s} D_{i}\left(f_{k}\right) D_{k}=0
$$

and we conclude that $D_{i}\left(f_{k}\right)=0$. By Lemma 2.1, this shows that $f_{k} \in G_{0}$ for all $k \in S$. Since $\left[y_{j} D_{t}, A\right]=\left[y_{j} D_{t}, \sum_{k=1}^{s} f_{k} D_{k}\right]=0$, it follows that $f_{j} y_{j} D_{t}=0$. This shows that $f_{j}=0$ for all $j \in Y_{2}$, whence $A=\sum_{k=1}^{r} f_{k} D_{k} \in \tilde{W}_{-1}$.

Lemma 4.11. Let $\varphi \in \mathrm{h}\left(\operatorname{der}_{t} \tilde{W}\right)$, where $t \in J$. Suppose that $k \geq-1$ and $\varphi\left(\tilde{W}_{j}\right)=0$, where $j=-1,0, \ldots, k$. If $k+t \geq-1$, then $\varphi=0$.

Proof. We let $l \geq k$ and show that $\varphi\left(\tilde{W}_{l}\right)=0$ by induction on $l$. By our assumption that $\varphi\left(\tilde{W}_{j}\right)=0$, it will then follow that $\varphi\left(\tilde{W}_{k}\right)=0$.

Suppose that $l>k$ and $\varphi\left(\tilde{W}_{l-1}\right)=0$. Lemma 4.10 allows us to deduce that

$$
\varphi(A) \in \tilde{W}_{-1} \cap \tilde{W}_{l+t}=0,
$$

since $\left[D_{i}, A\right] \in \tilde{W}_{l-1}$ for any $A \in \tilde{W}_{l}$ and $i \in Y$ and $\left[y_{h} D_{v}, A\right] \in \tilde{W}_{l-1}$ for any $h \in Y_{2}$ and $v \in Y_{1}$, while $\varphi\left(D_{i}\right)=\varphi\left(y_{h} D_{v}\right)=0$. Hence, $\varphi\left(\tilde{W}_{l}\right)=0$ and we may conclude that $\varphi=0$.

Proposition 4.12. Let $\varphi \in \mathrm{h}\left(\operatorname{der}_{t} \tilde{W}\right)$, where $t \in J$ and $t \geq 0$. Then there exist $A \in \tilde{W}_{t}$ and $\theta \in \Theta$ such that $\varphi=\operatorname{ad} A+D_{\theta}$.
Proof. By Lemma 4.7, there exists $A \in \tilde{W}_{t}$ such that $\varphi\left(D_{i}\right)=\operatorname{ad} A\left(D_{i}\right)$ for all $i \in S$. Thus, we may find $\theta \in \Theta$ such that $\left(\varphi-\operatorname{ad} A-D_{\theta}\right)\left(y^{\lambda} D_{j}\right)=0$ for any $\lambda \in H$ and $j \in Y$ by Lemma 4.9. This allows us to deduce that $\left(\varphi-\operatorname{ad} A-D_{\theta}\right)\left(\tilde{W}_{-1}\right)=0$ and $\varphi=\operatorname{ad} A+D_{\theta}$ by Lemma 4.11.

Remark 4.13. It is possible to add the following conclusions to Proposition 4.12. If $\varphi \in\left(\operatorname{der}_{0} \tilde{W}\right)_{\overline{0}}$, then there exist $A \in \tilde{W}_{t}$ and $\theta \in \Theta$ such that $\varphi=\operatorname{ad} A+D_{\theta}$. Otherwise there exists $A \in \tilde{W}_{t}$ such that $\varphi=\operatorname{ad} A$.

Proposition 4.14. Let $\Omega=\left\{D_{\theta} \mid \theta \in \Theta\right\}$. Then the following statements hold.
(i) The space $\Omega$ is a subspace of der $\tilde{W}$.
(ii) The intersection ad $\tilde{W} \cap \Omega=\{0\}$.

Proof. We first prove (i). Since $Q(m)$ is a linear space over $F$, we see that $\Theta=Q(m)^{m_{2}}$ is also a linear space over $F$. Suppose that

$$
\theta=\left(h_{s+1}(y), \ldots, h_{s_{1}}(y)\right), \quad \eta=\left(g_{s+1}(y), \ldots, g_{s_{1}}(y)\right)
$$

for any $\theta, \eta \in \Theta$. Then

$$
\theta+\eta=\left(h_{s+1}(y)+g_{s+1}(y), \ldots, h_{s_{1}}(y)+g_{s_{1}}(y)\right)
$$

For $\lambda \in H$,

$$
\begin{aligned}
\tilde{\theta}(\lambda)+\tilde{\eta}(\lambda) & =\sum_{j=s+1}^{s_{1}} \lambda_{j} h_{j}(y)+\sum_{j=s+1}^{s_{1}} \lambda_{j} g_{j}(y) \\
& =\sum_{j=s+1}^{s_{1}} \lambda_{j}\left(h_{j}(y)+g_{j}(y)\right)=(\theta+\eta)^{\sim}(\lambda) .
\end{aligned}
$$

We deduce that

$$
\begin{aligned}
\left(D_{\theta}+D_{\eta}\right)\left(x^{(\alpha)} x^{\mu} y^{\lambda} D_{i}\right) & =\tilde{\theta}(\lambda) x^{(\alpha)} x^{\mu} y^{\lambda} D_{i}+\tilde{\eta}(\lambda) x^{(\alpha)} x^{\mu} y^{\lambda} D_{i} \\
& =(\theta+\eta)^{\sim}(\lambda) x^{(\alpha)} x^{\mu} y^{\lambda} D_{i} \\
& =D_{\theta+\eta}\left(x^{(\alpha)} x^{\mu} y^{\lambda} D_{i}\right)
\end{aligned}
$$

and we conclude that $D_{\theta}+D_{\eta}=D_{\theta+\eta} \in \Omega$. Similarly, $k D_{\theta}=D_{k \theta} \in \Omega$ for any $k \in F$. Thus, $\Omega$ is a subspace of der $\tilde{W}$.

To prove (ii), let $X$ be an arbitrary element of ad $\tilde{W} \cap \Omega$. Then there exist $B=\sum_{k=1}^{s} f_{k} D_{k} \in \tilde{W}$ and $\theta \in \Theta$ such that $X=\operatorname{ad} B=D_{\theta}$. Consequently,

$$
\operatorname{ad} B\left(D_{j}\right)=\left[\sum_{k=1}^{s} f_{k} D_{k}, D_{j}\right]=\sum_{k=1}^{s}(-1)^{\nearrow 1 f_{k} D_{k} \mid} D_{j}\left(f_{k}\right) D_{k}=D_{\theta}\left(D_{j}\right)=0
$$

for all $j \in Y$. Lemma 2.1 shows that $f_{k} \in G_{0}$ for all $k \in S$. Since $B \in \tilde{W}_{\overline{0}}$ by Lemma 4.8, we may assume that

$$
B=\sum_{k=1}^{n} f_{k} D_{k}+\sum_{k^{\prime}=r+1}^{s} f_{k^{\prime}} D_{k^{\prime}} .
$$

Thus,

$$
\operatorname{ad} B\left(x_{i} D_{i}+y_{t} D_{j}\right)=f_{i} D_{i}+f_{t} y_{t} D_{j}=D_{\theta}\left(x_{i} D_{i}+y_{t} D_{j}\right)=0
$$

for any $i \in Y_{0}, j \in Y_{1}, t \in Y_{2}$. This implies that $f_{i}=f_{t}=0$, whence $X=\operatorname{ad} B=0$. The proof is now complete.

Proposition 4.15. We have the equality of sets $\operatorname{der}_{-1} \tilde{W}=\operatorname{ad} \tilde{W}_{-1}$.
Proof. Let $\varphi \in \mathrm{h}\left(\operatorname{der}_{-1} \tilde{W}\right)$. We see that

$$
\tilde{W}_{0}=\operatorname{span}_{F}\left\{x_{i} D_{j}, x_{i} D_{i}, x_{i} y^{\lambda} D_{j}, x_{i} y^{\lambda} D_{i}, y^{\lambda} D_{l} \mid \lambda \in H, i, j \in Y, i \neq j, l \in Y_{2}\right\} .
$$

Clearly, ad $\tilde{W}_{-1} \subseteq \operatorname{der}_{-1} \tilde{W}$. It remains to show that ad $\tilde{W}_{-1} \supseteq \operatorname{der}_{-1} \tilde{W}$. We proceed in several steps.
Step 1. Let $\varphi\left(x_{i} D_{j}\right)=\sum_{k=1}^{r} a_{k} D_{k}$ and $\varphi\left(x_{h} D_{l}\right)=\sum_{k=1}^{r} b_{k} D_{k}$ for any $h, l \in Y \backslash\{i, j\}$, where $a_{k}, b_{k} \in G_{0}$. Since $\left[x_{i} D_{j}, x_{h} D_{l}\right]=0$, we see that

$$
\left[\sum_{k=1}^{r} a_{k} D_{k}, x_{h} D_{l}\right]+(-1)^{|\varphi|(\tilde{i} \tilde{j})}\left[x_{i} D_{j}, \sum_{k=1}^{r} b_{k} D_{k}\right]=0 .
$$

It follows that $a_{h} D_{l}-(-1)^{(\tilde{i}+\tilde{j})(|\varphi|+\tilde{i})} b_{i} D_{j}=0$. This means that $a_{h}=0$ for every $h \in$ $Y \backslash\{i, j\}$. Hence, $\varphi\left(x_{i} D_{j}\right)=a_{i} D_{i}+a_{j} D_{j}$.

Moreover, we may suppose that $\varphi\left(x_{i} D_{h}\right)=c_{i} D_{i}+c_{h} D_{h}$ and $\varphi\left(x_{h} D_{j}\right)=d_{h} D_{h}+d_{j} D_{j}$, where $c_{i}, c_{h}, d_{h}, d_{j} \in G_{0}$. Since $\left[x_{i} D_{h}, x_{h} D_{j}\right]=x_{i} D_{j}$, we see that

$$
\left[c_{i} D_{i}+c_{h} D_{h}, x_{h} D_{j}\right]+(-1)^{\mid \varphi(\tilde{\imath}+\tilde{h})}\left[x_{i} D_{h}, d_{h} D_{h}+d_{j} D_{j}\right]=a_{i} D_{i}+a_{j} D_{j}
$$

It follows that $a_{i}=0$ and $\varphi\left(x_{i} D_{j}\right)=a_{j} D_{j}$.
In particular, suppose that $\varphi\left(x_{i} D_{i+1}\right)=h_{i} D_{i+1}$ for $i=1, \ldots, r-1$ and $\varphi\left(x_{r} D_{1}\right)=$ $h_{r} D_{1}$, where $h_{k} \in G_{0}$ for $k=1, \ldots, r$. Let $\psi=\varphi-\sum_{k=1}^{r} \operatorname{ad}\left(h_{k} D_{k}\right)$. Then

$$
\psi\left(x_{i} D_{i+1}\right)=\varphi\left(x_{i} D_{i+1}\right)-\sum_{k=1}^{r} \operatorname{ad}\left(h_{k} D_{k}\right)\left(x_{i} D_{i+1}\right)=h_{i} D_{i+1}-h_{i} D_{i+1}=0
$$

and $\psi\left(x_{r} D_{1}\right)=0$. In the following steps, we shall prove that $\psi\left(\tilde{W}_{0}\right)=0$.
Step 2. We claim that $\psi\left(x_{i} D_{j}\right)=0$. Indeed, if $i<j$, then by Step 1 we have

$$
\psi\left(x_{i} D_{i+2}\right)=\psi\left(\left[x_{i} D_{i+1}, x_{i+1} D_{i+2}\right]\right)=0
$$

and it follows that $\psi\left(x_{i} D_{j}\right)=0$. If $i>j$, then

$$
\psi\left(x_{r-1} D_{1}\right)=\psi\left(\left[x_{r-1} D_{r}, x_{r} D_{1}\right]\right)=0
$$

It follows that $\psi\left(x_{i} D_{1}\right)=0$. Consequently, $\psi\left(x_{i} D_{2}\right)=\psi\left(\left[x_{i} D_{1}, x_{1} D_{2}\right]\right)=0$ and it follows that $\psi\left(x_{i} D_{j}\right)=0$, establishing our claim.

Step 3. We claim that $\psi\left(x_{i} D_{i}\right)=0$. Suppose that $\psi\left(x_{i} D_{i}\right)=\sum_{k=1}^{r} e_{k} D_{k}$, where $e_{k} \in G_{0}$. Since $\left[x_{i} D_{i}, x_{j} D_{j+1}\right]=0$ for any $j \in Y \backslash\{i-1, i, r\}$, we see that

$$
\left[\sum_{k=1}^{r} e_{k} D_{k}, x_{j} D_{j+1}\right]=e_{j} D_{j+1}=0
$$

This implies that $e_{j}=0$. It follows that

$$
\psi\left(x_{i} D_{i}\right)=e_{i-1} D_{i-1}+e_{i} D_{i}+e_{r} D_{r} .
$$

Let $i \in Y \backslash\{1, r\}$. By applying $\psi$ to

$$
\left[x_{i} D_{i}, x_{i} D_{i+1}\right]=x_{i} D_{i+1}, \quad\left[x_{i} D_{i}, x_{i-1} D_{i}\right]=-x_{i-1} D_{i}, \quad\left[x_{i} D_{i}, x_{r} D_{1}\right]=0
$$

we deduce that $e_{i}=e_{i-1}=e_{r}=0$. Hence, $\psi\left(x_{i} D_{i}\right)=0$ for any $i \in Y \backslash\{i, r\}$. We can similarly verify that $\psi\left(x_{1} D_{1}\right)=\psi\left(x_{r} D_{r}\right)=0$ and we have established our claim.

Step 4. We claim that $\psi\left(x_{i} y^{\lambda} D_{j}\right)=0$. Suppose that $\psi\left(x_{i} y^{\lambda} D_{j}\right)=\sum_{k=1}^{r} f_{k} D_{k}$, where $f_{k} \in G_{0}$. Now Steps 2 and 3 imply that $\psi\left(x_{h} D_{l}\right)=0$. Since also $\left[x_{i} y^{\lambda} D_{j}, x_{h} D_{l}\right]=0$ for $h, l \in Y$ with $h \neq j$ and $l \neq i$, we deduce that

$$
\left[\sum_{k=1}^{r} f_{k} D_{k}, x_{h} D_{l}\right]=f_{h} D_{l}=0
$$

It follows that $f_{h}=0$ and $\psi\left(x_{i} y^{\lambda} D_{j}\right)=f_{j} D_{j}$. Since $\left[x_{i} D_{i}, x_{i} y^{\lambda} D_{j}\right]=x_{i} y^{\lambda} D_{j}$, we see that $0=\left[x_{i} D_{i}, f_{j} D_{j}\right]=f_{j} D_{j}$ by Step 3. It follows that $f_{j}=0$ and $\psi\left(x_{i} y^{\lambda} D_{j}\right)=0$, establishing our claim.

Step 5. We claim that $\psi\left(x_{i} y^{\lambda} D_{i}\right)=0$. Suppose that $\psi\left(x_{i} y^{\lambda} D_{i}\right)=\sum_{k=1}^{r} g_{k} D_{k}$, where $g_{k} \in G_{0}$. Since $\left[x_{i} y^{\lambda} D_{i}, x_{j} D_{j}\right]=0$ for any $j \in Y \backslash\{i\}$, we see that

$$
\left[\sum_{k=1}^{r} g_{k} D_{k}, x_{j} D_{j}\right]=g_{j} D_{j}=0
$$

It follows that $g_{j}=0$ and $\psi\left(x_{i} y^{\lambda} D_{i}\right)=g_{i} D_{i}$. Since

$$
\left[x_{i} y^{\lambda} D_{i}, x_{i} D_{j}\right]=x_{i} y^{\lambda} D_{j}
$$

we deduce that

$$
\left[g_{i} D_{i}, x_{i} D_{j}\right]=g_{i} D_{j}=0
$$

It follows that $g_{i}=0$ and $\psi\left(x_{i} y^{\lambda} D_{i}\right)=0$, establishing our claim.
Step 6. To complete the proof, we first show that $\psi\left(y^{\lambda} D_{l}\right)=0$. Let $\psi\left(y^{\lambda} D_{l}\right)=$ $\sum_{k=1}^{r} a_{k}^{\prime} D_{k}$, where $a_{k}^{\prime} \in G_{0}$. Since $\psi\left(x_{i} y^{-\lambda} D_{i}\right)=0$ for any $i \in Y$ by Step 5 , we may apply $\psi$ to

$$
\left[y^{\lambda} D_{l}, x_{i} y^{-\lambda} D_{i}\right]=-\lambda_{l} x_{i} D_{i}
$$

to deduce that $\left[\sum_{k=1}^{r} a_{k}^{\prime} D_{k}, x_{i} y^{-\lambda} D_{i}\right]=0$. It follows that $a_{i}^{\prime}=0$ and $\psi\left(y^{\lambda} D_{l}\right)=0$. From the discussion above, we conclude that $\psi\left(\tilde{W}_{0}\right)=0$. Thus, $\psi=0$ by Lemma 4.11 and $\operatorname{der}_{-1} \tilde{W}=\operatorname{ad} \tilde{W}_{-1}$.

We can use a similar method to that used to prove [15, Propositions 3 and 4] to deduce the following proposition.

Proposition 4.16. Let $t \in J$ and $t>1$. If there is no $k \in N$ such that $t=p^{k}$, then $\operatorname{der}_{-t} \tilde{W}=0$. If there exists $k \in N$ such that $t=p^{k}$, then

$$
\operatorname{der}_{-t} \tilde{W}=\operatorname{Span}_{G_{0}}\left\{\operatorname{ad} D_{i}^{t} \mid i \in Y_{0}\right\} .
$$

Theorem 4.17. We have the equality

$$
\operatorname{der} \tilde{W}=\operatorname{ad} \tilde{W} \oplus \Omega \oplus \operatorname{Span}_{G_{0}}\left\{\left(\operatorname{ad} D_{i}\right)^{p^{k_{i}}} \mid i \in Y_{0}, 1 \leq k_{i}<t_{i}\right\}
$$

Proof. This is a direct consequence of Propositions 4.12, 4.14, 4.15 and 4.16.
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