Generic inference of inflation models by local non-Gaussianity
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Abstract. The presence of multiple fields during inflation might seed a detectable amount of non-Gaussianity in the curvature perturbations, which in turn becomes observable in present data sets like the cosmic microwave background (CMB) or the large scale structure (LSS). Within this proceeding we present a fully analytic method to infer inflationary parameters from observations by exploiting higher-order statistics of the curvature perturbations. To keep this analyticity, and thereby to dispense with numerically expensive sampling techniques, a saddle-point approximation is introduced whose precision has been validated for a numerical toy example. Applied to real data, this approach might enable to discriminate among the still viable models of inflation.
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1. Motivation & data model

Precision measurements of the CMB and the LSS have opened a window to the physics of the early universe (WMAP 2012, Planck 2013a). In particular it has become possible to measure the exact statistics of the primordial curvature perturbations on uniform density hypersurfaces, ζ, which turned out to be almost Gaussian (Planck 2013b). These small deviations from Gaussianity are commonly represented by the parameters \( f_{\text{NL}} \) and \( g_{\text{NL}} \) and allow to write

\[
ζ = ζ_1 + \frac{3}{5} f_{\text{NL}} ζ_1^2 + \frac{9}{25} g_{\text{NL}} ζ_1^3 + O(ζ_1^4), \tag{1.1}
\]

where \( ζ_1 \) denotes the Gaussian curvature perturbations.

On the other side, the exact statistics of \( ζ \) are predicted by inflation models. This suggests to relate current observations directly to inflation models, parametrized by inflationary parameters, \( p \), by higher order statistics of the curvature perturbations (see Fig. 1). How to set up such an inference approach in the framework of information field theory (Enßlin et al. 2011) was originally developed in (Dorn et al. 2013a, 2014) and is addressed in the work at hand.
Figure 1. Schematic illustration of the generation of non-Gaussian curvature perturbations out of inflation and their translation to the observable CMB.

To do inference of inflationary parameter we consider the observation (CMB, LSS) to be a discrete data set,
\[ d = (d_1, \ldots, d_m)^T \in \mathbb{R}^m, \ m \in \mathbb{N}, \]
given by
\[ d = \delta T_{\text{CMB}} = R \zeta + n = R \left( \zeta_1 + \frac{3}{5} f_{\text{NL}} \zeta_2 + \frac{9}{25} g_{\text{NL}} \zeta_3 + \mathcal{O}(\zeta_4) \right) + n, \quad (1.2) \]
where \( n \) denotes some Gaussian noise, \( P(n) = \mathcal{G}(n, N) \equiv |2\pi N|^{-1/2} \exp(-n^\dagger N^{-1} n/2) \), and \( R \) the so-called response operator. If we consider the CMB, the latter is a linear operator that transfers the curvature perturbations into temperature anisotropies, i.e. the radiation transfer function, and contains all measurement and instrumental effects.

2. Posterior of inflationary parameters

Since the non-Gaussianity parameters depend on a particular inflation model, the calculation of their posterior,
\[ \mathcal{P}(f_{\text{NL}}, g_{\text{NL}}|d) \propto \mathcal{P}(f_{\text{NL}}, g_{\text{NL}}) \int \mathcal{D}\zeta_1 \exp[-\mathcal{H}(\zeta_1, d|f_{\text{NL}}, g_{\text{NL}})], \quad (2.1) \]
is done first (Dorn et al. 2014). \( \mathcal{H} \) denotes the information Hamiltonian, \( \mathcal{H}(\cdot) \equiv -\ln \mathcal{P}(\cdot) \). A straightforward calculation of this Hamiltonian shows that it contains terms up to \( \mathcal{O}(\zeta_4^4) \). Therefore the integral of Eq. (2.1) cannot be performed analytically. However, this obstacle can be circumvented by conducting a saddle-point approximation in \( \zeta_1 \) around \( \bar{\zeta}_1 \equiv \arg \min [\mathcal{H}(\zeta_1, d|f_{\text{NL}}, g_{\text{NL}})] \) up to the second order in \( \zeta_1 \) to be still able to perform the path-integration analytically. This means, we replace \( \mathcal{P}(\zeta_1, d|f_{\text{NL}}, g_{\text{NL}}) \) by the Gaussian \( \mathcal{G}(\zeta_1 - \bar{\zeta}_1, D_{d,f_{\text{NL}},g_{\text{NL}}}) \), with
\[ D_{d,f_{\text{NL}},g_{\text{NL}}}^{-1} \equiv \delta^2 \mathcal{H}(\zeta_1, d|f_{\text{NL}}, g_{\text{NL}}) \bigg|_{\zeta_1 = \bar{\zeta}_1}, \quad 0 = \frac{\delta \mathcal{H}(\zeta_1, d|f_{\text{NL}}, g_{\text{NL}})}{\delta \zeta_1} \bigg|_{\zeta_1 = \bar{\zeta}_1}. \quad (2.2) \]
Including the saddle-point approximation and performing the path integral in Eq. (2.1) yields the final expression of the posterior (Dorn et al. 2014),
\[ \mathcal{P}(f_{\text{NL}}, g_{\text{NL}}|d) \propto \sqrt{2\pi D_{d,f_{\text{NL}},g_{\text{NL}}}} \exp\left[-\mathcal{H}(d, \bar{\zeta}_1|f_{\text{NL}}, g_{\text{NL}})\right] \mathcal{P}(f_{\text{NL}}, g_{\text{NL}}). \quad (2.3) \]
Eq. (2.3) enables to calculate the posterior of \( f_{\text{NL}}, g_{\text{NL}} \) fully analytic without expensive Monte Carlo sampling techniques. This analyticity has been conserved by conducting a saddle-point approximation, whose sufficiency has been validated by the DIP test (Dorn et al. 2013b). Note that \( \mathcal{H}(d, \bar{\zeta}_1|f_{\text{NL}}, g_{\text{NL}}) \) as well as \( D_{d,f_{\text{NL}},g_{\text{NL}}} \) depend on the two point correlation function of \( \zeta_1 \) and thus requires some a priori knowledge on the primordial power spectrum. One might use the currently measured and therefore well motivated primordial power spectrum (pure power law) with best fit parameters from Planck (2013c).
Figure 2. Simplest curvaton model: (Left) Possible values of $f_{NL}$ and $g_{NL}$ within current Planck constraints parametrized by the curvaton parameter $\kappa$. (Right) Normalized likelihood distributions for $\kappa$ in a two-dimensional test case in the Sachs-Wolfe limit with data generated from $\kappa_{\text{gen}} = 5$. Figures taken from (Dorn et al. 2014).

To obtain the posterior of inflationary parameters we replace $f_{NL}(p), g_{NL}(p)$ by their parameter dependent expressions, predicted by inflation models, e.g., for the simplest curvaton model with potential $V(\phi, \chi) = \frac{1}{2}m_{\phi}\phi^2 + \frac{1}{2}m_{\chi}\chi^2$ (Bartolo et al. 2002; Sasaki et al. 2006) one obtains

$$f_{NL} = \frac{5}{4}\kappa - \frac{5}{3} - \frac{5}{6}\kappa, \quad g_{NL} = \frac{25}{54}\left(-9\kappa + \frac{10}{\kappa} + \frac{3}{\kappa^2}\right), \quad \kappa \equiv \frac{4\rho_r}{3\rho_{\chi}} + 1. \quad (2.4)$$

The posterior for the curvaton parameter $\kappa$ for a toy example in two dimensions as well as possible values of $f_{NL}(\kappa), g_{NL}(\kappa)$ are illustrated in Fig. 2.

3. Conclusions

We presented a novel and generic method to infer inflationary parameters from observations (CMB, LSS) by local non-Gaussianity. The method is fully analytic and thereby avoids expensive sampling techniques. The introduced approximation, necessary to conserve the analyticity, has been validated successfully.
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