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#### Abstract

Applying Ekeland's variational principle in this paper, we obtain a maximum principle for optimal control for a class of two-point boundary value controlled systems. The control domain need not be convex. For a special case, that is the so called LQ-type problem, we obtain the optimal control in the closed loop form and a corresponding Riccati type differential equation.


## 1. Introduction

In this paper we discuss an optimal control problem: minimize the cost function

$$
J(v(\cdot), x(0))=h(x(0))+\gamma(x(T))
$$

subject to the system

$$
\dot{x}(t)=f(x(t), v(t))
$$

with initial and terminal state constraints $G_{0}(x(0))=0$ and $G_{1}(x(T))=0$ respectively, where $v(\cdot)$ is the control function mapping into a subset of $R^{k}$ and $x(\cdot)$ is the state of the system. We call the above system a two-point boundary value controlled system. Our objective is to obtain a necessary condition, called a maximum principle, for an optimal control of the problem.

The paper is motivated by Pontryagin et al. [4]. Applying a convex cone method in the celebrated book, Pontryagin discussed an optimal control problem with initial and endpoint state constraints. In this paper we obtain a maximum principle by using Ekeland's variational principle [3], where the transversality conditions are in a more precise form. (See (14) and (16) for details.)

[^0]We may sometimes allow the initial state to vary in some given range. Rehbock et al. [5] studied the sensitivity of the optimum cost with respect to changes in the coefficient vector, especially in the initial state of the dynamical system. They formulated a new cost function by penalizing the sensitivity of the original objective functional and solved the problem by using the control parameterization technique [6]. See [5] for further details.

Only necessary conditions for the optimal control are discussed. We do not incorporate the existence problem. Some results in this field can be found in Ahmed [1, 2].

The problem is stated in detail in Section 2 and the maximum principle derived for the optimal control in Section 3. In Section 4, we consider a specific LQ-type problem and obtain the optimal control in the closed loop form and a corresponding Riccati type differential equation. We give a brief conclusion in the last section.

## 2. Statement of the problem

Let $f, G_{0}, G_{1}, h$ and $\gamma$ be given maps such that $f: R^{n} \times R^{k} \rightarrow R^{n} ; G_{0}: R^{n} \rightarrow$ $R^{n_{0}}, n_{0}<n ; G_{1}: R^{n} \rightarrow R^{n_{1}}, n_{1}<n ; h: R^{n} \rightarrow R^{1}$ and $\gamma: R^{n} \rightarrow R^{1}$. We assume (H1) $f$ is continuous with respect to ( $x, v$ ) and continuously differentiable with respect to $x$;
(H2) $G_{0}, G_{1}, h$ and $\gamma$ are continuously differentiable.
Let $U$ be a nonempty closed subset of $R^{k}$. Define the set $\mathscr{U}_{a d}$ of admissable controls as

$$
\mathscr{U}_{a d}=\left\{v(\cdot) \in L^{\infty}\left(0, T ; R^{k}\right): v(t) \in U, \quad \text { a.e. } t \in[0, T]\right\},
$$

where $L^{\infty}\left(0, T ; R^{k}\right)$ denotes the Banach space of all essentially bounded measurable functions from $[0, T]$ to $R^{k}$.

We consider the controlled system

$$
\begin{equation*}
\dot{x}(t)=f(x(t), v(t)), \quad G_{0}(x(0))=0, G_{1}(x(T))=0, \tag{1}
\end{equation*}
$$

where $G_{0}(x(0))=0$ and $G_{1}(x(T))=0$ are initial and terminal state constraints respectively. For any $x(0) \in\left\{x: G_{0}(x)=0\right\}$ and $v(\cdot) \in \mathscr{U}_{a d}$, the solution $x(\cdot)=$ $x(\cdot ; v(\cdot), x(0))$ of the system (1) is called a trajectory corresponding to $(v(\cdot), x(0))$ if it satisfies the terminal state constraints. For any $x(0) \in\left\{x: G_{0}(x)=0\right\}$ and $v(\cdot) \in \mathscr{U}_{a d}$, define the cost function
$J(v(\cdot), x(0))= \begin{cases}h(x(0))+\gamma(x(T ; v(\cdot), x(0)), & \text { if the trajectory } x(\cdot ; v(\cdot), x(0)) \text { exists, } \\ +\infty, & \text { otherwise } .\end{cases}$

The optimal control problem is to find a pair $(v(\cdot), x(0)) \in \mathscr{U}_{a d} \times\left\{x: G_{0}(x)=0\right\}$ minimizing the cost function (2).

If $\left(u(\cdot), x_{0}\right) \in \mathscr{U}_{a d} \times\left\{x: G_{0}(x)=0\right\}$ attains the minimum of $J(v(\cdot), x(0)), x_{0}$ is called an optimal initial state and $u(\cdot)$ is called an optimal control corresponding to $x_{0}$.

## 3. The maximum principle

In this section, we first introduce the variational equation and derive the variational inequality. Then we apply Ekeland's principle to obtain the maximum principle.

Let $\left(u(\cdot), x_{0}, x(\cdot)\right)$ be an optimal solution to the optimal control problem (1) and (2). Define the variational control

$$
u^{\epsilon}(t)= \begin{cases}v, & \tau \leq t \leq \tau+\epsilon \\ u(t), & \text { otherwise }\end{cases}
$$

where $v \in U, \tau \in[0, T)$ and $\epsilon>0$ is sufficiently small.
Let us consider a variational form of (1) with initial state perturbation

$$
\begin{equation*}
\dot{x}(t)=f(x(t), v(t)), \quad x(0)=x_{0}+\xi \tag{3}
\end{equation*}
$$

where $\xi \in R^{n}$ and $v(\cdot) \in \mathscr{U}_{a d}$. Denote the solution of (3) as $x(t ; v(\cdot), \xi)$ and $x^{\epsilon}(\cdot) \triangleq x\left(\cdot ; u^{\epsilon}(\cdot), \epsilon \xi\right)$ with an arbitrarily given $\xi \in R^{n}$. For convenience, we use the following notation:

$$
f(u)=f(x(t), u(t)), \quad f\left(u^{\epsilon}\right)=f\left(x(t), u^{\epsilon}(t)\right)
$$

and introducing the variational equation

$$
\begin{align*}
\dot{x}_{1} & =f_{x}(u) x_{1}+f\left(u^{\epsilon}\right)-f(u),  \tag{4}\\
x_{1}(0) & =\epsilon \xi
\end{align*}
$$

we have the following result.
Lemma 1. Suppose (H1) holds. For $x_{1}$, we have the estimation

$$
\begin{equation*}
x^{\epsilon}(t)=x(t)+x_{1}(t)+o(\epsilon), \quad \forall t \in[0, T] \tag{5}
\end{equation*}
$$

Proof. From (3) and (4)

$$
\begin{aligned}
x^{\epsilon}(t)-x(t)-x_{1}(t) & =\int_{0}^{t}\left[f\left(x^{\epsilon}, u^{\epsilon}\right)-f\left(u^{\epsilon}\right)-f_{x}(u) x_{1}\right] d s \\
& =\int_{0}^{t}\left[\int_{0}^{1} f_{x}\left(x+\lambda\left(x^{\epsilon}-x\right), u^{\epsilon}\right) d \lambda\left(x^{\epsilon}-x\right)-f_{x}(u) x_{1}\right] d s
\end{aligned}
$$

It follows that

$$
\begin{aligned}
\mid x^{\epsilon}(t) & -x(t)-x_{1}(t) \mid \\
& \leq \int_{0}^{t}\left|f_{x}(u)\right| \cdot\left|x^{\epsilon}(s)-x(s)-x_{1}(s)\right| d s+\left|\int_{0}^{t} A^{\epsilon} \cdot\left(x^{\epsilon}(s)-x(s)\right) d s\right|
\end{aligned}
$$

with

$$
A^{\epsilon}=\int_{0}^{1}\left(f_{x}\left(x+\lambda\left(x^{\epsilon}-x\right), u^{\epsilon}\right)-f_{x}(x, u)\right) d \lambda
$$

One can prove that $x^{\epsilon}(t)-x(t)=O(\epsilon), \forall t \in[0, T]$. Applying Gronwall's inequality (see [7]) to the above relation, we have

$$
\left|x^{\epsilon}(t)-x(t)-x_{1}(t)\right| \leq C \cdot\left|\int_{0}^{t} A^{\epsilon}\left(x^{\epsilon}(s)-x(s)\right) d s\right|=o(\epsilon), \quad \forall t \in[0, T]
$$

with $C=e^{\int_{0}^{T}\left|f_{x}(u)\right| d t}$. This completes the proof.

We apply Ekeland's variational principle to solve our problem. Define a metric in $\mathscr{U}_{a d} \times R^{n}$; for $\left(\nu_{1}(\cdot), \xi\right),\left(v_{2}(\cdot), \eta\right) \in \mathscr{U}_{a d} \times R^{n}$, let

$$
d\left(\left(v_{1}(\cdot), \xi\right),\left(v_{2}(\cdot), \eta\right)\right) \triangleq \operatorname{meas}\{t \in[0, T]: u(t) \neq v(t)\}+\left\{\sum_{i=1}^{n}\left(\xi_{i}-\eta_{i}\right)^{2}\right\}^{1 / 2}
$$

where $\xi=\left(\xi_{1}, \cdots, \xi_{n}\right)^{T} \in R^{n}, \eta=\left(\eta_{1}, \cdots, \eta_{n}\right)^{T} \in R^{n}$ and meas is the Lebesgue measure. We can follow Ekeland [3] to prove that ( $\mathscr{U}_{a d} \times R^{n}, d(\cdot, \cdot)$ ) is a complete metric space.

For $(v(\cdot), \xi) \in \mathscr{U}_{a d} \times R^{n}$, consider the following cost function

$$
\begin{align*}
F_{\epsilon}(v(\cdot), \xi)= & \left\{\left|G_{0}\left(x_{0}+\xi\right)\right|^{2}+\left|G_{1}(x(T ; v(\cdot), \xi))\right|^{2}\right. \\
& \left.+\left(h\left(x_{0}+\xi\right)+\gamma(x(T ; v(\cdot), \xi))-h(x(0))-\gamma(x(T))+\epsilon\right)^{2}\right\}^{1 / 2} \tag{6}
\end{align*}
$$

It can be proved that $F_{\epsilon}: \mathscr{U}_{a d} \times R^{n} \rightarrow R^{1}$ is continuous and

$$
F_{\epsilon}(v(\cdot), \xi) \geq 0, \quad F_{\epsilon}(u(\cdot), 0)=\epsilon
$$

Obviously

$$
F_{\epsilon}(u(\cdot), 0) \leq \inf _{(v(\cdot), \xi) \in \mathscr{U}_{a d} \times R^{n}} F_{\epsilon}(v(\cdot), \xi)+\epsilon
$$

From Ekeland's variational principle, there exists $\left(u_{\epsilon}(\cdot), \xi_{\epsilon}\right) \in \mathscr{U}_{a d} \times R^{n}$ such that
(i) $F_{\epsilon}\left(u_{\epsilon}(\cdot), \xi_{\epsilon}\right) \leq F_{\epsilon}(u(\cdot), 0)=\epsilon$,
(ii) $d\left(\left(u_{\epsilon}(\cdot), \xi_{\epsilon}\right),(u(\cdot), 0)\right) \leq \sqrt{\epsilon}$,
(iii) $\quad F_{\epsilon}(w(\cdot), \xi) \geq F_{\epsilon}\left(u_{\epsilon}(\cdot), \xi_{\epsilon}\right)-\sqrt{\epsilon} d\left((w(\cdot), \xi),\left(u_{\epsilon}(\cdot), \xi_{\epsilon}\right)\right)$,

$$
\begin{equation*}
\forall(w(\cdot), \boldsymbol{\xi}) \in \mathscr{U}_{a d} \times R^{n} \tag{7}
\end{equation*}
$$

Define a spike variation

$$
u_{\epsilon}^{\rho}(t)= \begin{cases}v, & \tau \leq t \leq \tau+\rho \\ u_{\epsilon}(t), & \text { otherwise }\end{cases}
$$

with $v \in U$ and an initial state perturbation $\xi_{\epsilon}^{\rho}=\xi_{\epsilon}+\rho \xi_{0}$ with an arbitrarily given $\xi_{0} \in R^{n}$. It can be seen that $\left(u_{\epsilon}^{\rho}(\cdot), \xi_{\epsilon}^{\rho}\right) \in \mathscr{U}_{a d} \times R^{n}$ and

$$
d\left(\left(u_{\epsilon}^{\rho}(\cdot), \xi_{\epsilon}^{\rho}\right),\left(u_{\epsilon}(\cdot), \xi_{\epsilon}\right)\right) \leq\left(1+\left|\xi_{0}\right|\right) \rho,
$$

where $|\cdot|$ represents the Euclidean norm on $R^{n}$.
Then it follows from (7)(iii) that

$$
\begin{equation*}
F_{\epsilon}\left(u_{\epsilon}^{\rho}(\cdot), \xi_{\epsilon}^{\rho}\right)-F_{\epsilon}\left(u_{\epsilon}(\cdot), \xi_{\epsilon}\right)+\sqrt{\epsilon}\left(1+\left|\xi_{0}\right|\right) \rho \geq 0 \tag{8}
\end{equation*}
$$

For notational simplification, denote $x_{\epsilon}^{\rho}(t) \triangleq x\left(t ; u_{\epsilon}^{\rho}(\cdot), \xi_{\epsilon}^{\rho}\right)$ and $x_{\epsilon}(t) \triangleq x\left(t ; u_{\epsilon}(\cdot)\right.$, $\left.\xi_{\epsilon}\right)$. Let $x_{1 \epsilon}(t)$ be the solution of

$$
\begin{aligned}
\dot{x}_{1 \epsilon} & =f_{x}\left(x_{\epsilon}, u_{\epsilon}\right) x_{1 \epsilon}+f\left(x_{\epsilon}, u_{\epsilon}^{\rho}\right)-f\left(x_{\epsilon}, u_{\epsilon}\right), \\
x_{1 \epsilon}(0) & =\rho \xi_{0} .
\end{aligned}
$$

The estimation

$$
\begin{equation*}
x_{\epsilon}^{\rho}(t)=x_{\epsilon}(t)+x_{1 \epsilon}(t)+o(\rho), \quad \forall t \in[0, T] \tag{9}
\end{equation*}
$$

is obtained from Lemma 1. From the assumption (H2) and (9), we can derive that

$$
\begin{align*}
& \left(F_{\epsilon}\left(u_{\epsilon}^{\rho}(\cdot), \xi_{\epsilon}^{\rho}\right)\right)^{2}-\left(F_{\epsilon}\left(u_{\epsilon}(\cdot), \xi_{\epsilon}\right)\right)^{2} \\
& \quad=2\left\langle G_{0 x}\left(x_{0}+\xi_{\epsilon}\right) \rho \xi_{0}, G_{0}\left(x_{0}+\xi_{\epsilon}\right)\right\rangle+2\left\langle G_{1 x}\left(x_{\epsilon}(T)\right) x_{1 \epsilon}(T), G_{1}\left(x_{\epsilon}(T)\right)\right\rangle \\
& \quad+2\left\langle h_{x}\left(x_{0}+\xi_{\epsilon}\right) \rho \xi_{0}+\gamma_{x}\left(x_{\epsilon}(T)\right) x_{1 \epsilon}(T)\right.  \tag{10}\\
& \left.\quad h\left(x_{0}+\xi_{\epsilon}\right)+\gamma\left(x_{\epsilon}(T)\right)-h(x(0))-\gamma(x(T))+\epsilon\right\rangle+o(\rho)
\end{align*}
$$

Since

$$
F_{\epsilon}\left(u_{\epsilon}^{\rho}(\cdot), \xi_{\epsilon}^{\rho}\right) \rightarrow F_{\epsilon}\left(u_{\epsilon}(\cdot), \xi_{\epsilon}\right) \quad \text { and } \quad F_{\epsilon}\left(u_{\epsilon}(\cdot), \xi_{\epsilon}\right)>0
$$

it follows from (8) and (10) that

$$
\begin{align*}
& \left\langle G_{0 x}\left(x_{0}+\xi_{\epsilon}\right) \rho \xi_{0}, h_{1 \epsilon}\right\rangle+\left\langle G_{1 x}\left(x_{\epsilon}(T)\right) x_{1 \epsilon}(T), h_{2 \epsilon}\right\rangle+  \tag{11}\\
& \quad\left\langle h_{x}\left(x_{0}+\xi_{\epsilon}\right) \rho \xi_{0}+\gamma_{x}\left(x_{\epsilon}(T)\right) x_{1 \epsilon}(T), h_{0 \epsilon}\right\rangle+\rho \sqrt{\epsilon}\left(1+\left|\xi_{0}\right|\right)+o(\rho) \geq 0
\end{align*}
$$

with

$$
\begin{aligned}
h_{0 \epsilon} & =\frac{h\left(x_{0}+\xi_{\epsilon}\right)+\gamma\left(x_{\epsilon}(T)\right)-h\left(x_{0}\right)-\gamma(x(T))+\epsilon}{F_{\epsilon}\left(u_{\epsilon}(\cdot), \xi_{\epsilon}\right)}, \\
h_{1 \epsilon} & =\frac{G_{0}\left(x_{0}+\xi_{\epsilon}\right)}{F_{\epsilon}\left(u_{\epsilon}(\cdot), \xi_{\epsilon}\right)} \\
h_{2 \epsilon} & =\frac{G_{1}\left(x_{\epsilon}(T)\right)}{F_{\epsilon}\left(u_{\epsilon}(\cdot), \xi_{\epsilon}\right)} .
\end{aligned}
$$

Let $p_{\epsilon}$ be the solution of

$$
\begin{aligned}
-\dot{p}_{\epsilon} & =f_{x}^{*}\left(x_{\epsilon}, u_{\epsilon}\right) \cdot p_{\epsilon} \\
p_{\epsilon}(T) & =G_{1 x}^{*}\left(x_{\epsilon}(T)\right) h_{2 \epsilon}+\gamma_{x}^{*}\left(x_{\epsilon}(T)\right) h_{0 \epsilon}
\end{aligned}
$$

Then the inequality

$$
\begin{align*}
& \left\langle p_{\epsilon}(0)+G_{0 x}^{*}\left(x_{0}+\xi_{\epsilon}\right) \cdot h_{1 \epsilon}+h_{x}^{*}\left(x_{0}+\xi_{\epsilon}\right) \cdot h_{0 \epsilon}, \rho \xi_{0}\right\rangle \\
& \quad+\int_{0}^{T}\left[H\left(x_{\epsilon}, u_{\epsilon}^{\rho}, p_{\epsilon}\right)-H\left(x_{\epsilon}, u_{\epsilon}, p_{\epsilon}\right)\right] d t+\rho \sqrt{\epsilon}\left(1+\left|\xi_{0}\right|\right)+o(\rho) \geq 0 \tag{12}
\end{align*}
$$

follows from (11), where $H(x, v, p) \triangleq\langle p, f(x, v)\rangle$ is the Hamiltonian function.
Multiplying both sides of (12) by $1 / \rho$ and then letting $\rho \rightarrow 0$, yields

$$
\begin{align*}
& \left\langle p_{\epsilon}(0)+G_{0 x}^{*}\left(x_{0}+\xi_{\epsilon}\right) \cdot h_{1 \epsilon}+h_{x}^{*}\left(x_{0}+\xi_{\epsilon}\right) \cdot h_{0 \epsilon}, \xi_{0}\right\rangle \\
& \quad+H\left(x_{\epsilon}, v, p_{\epsilon}\right)-H\left(x_{\epsilon}, u_{\epsilon}, p_{\epsilon}\right)+\sqrt{\epsilon}\left(1+\left|\xi_{0}\right|\right) \geq 0 . \tag{13}
\end{align*}
$$

Since $\sum_{i=0}^{2}\left|h_{i \epsilon}\right|^{2}=1$, there exists a convergent subsequence of $\left\{h_{i \epsilon}\right\}$ such that

$$
h_{i \epsilon} \rightarrow h_{i}, \quad \epsilon \rightarrow 0, \quad i=0,1,2 .
$$

From (7)(ii), it follows that $\left(u_{\epsilon}(\cdot), \xi_{\epsilon}\right) \rightarrow(u(\cdot), 0)$ in $\left(\mathscr{U}_{a d} \times R^{n}, d\right)$ and $x_{\epsilon}(t) \rightarrow$ $x(t), p_{\epsilon}(t) \rightarrow p(t), \epsilon \rightarrow 0, \forall t \in[0, T]$, where $p(\cdot)$ is the solution of the following adjoint equation

$$
\begin{align*}
-\dot{p} & =f_{x}^{*}(x, u) \cdot p \\
p(T) & =G_{1 x}^{*}(x(T)) \cdot h_{2}+\gamma_{x}^{*}(x(T)) \cdot h_{0} \tag{14}
\end{align*}
$$

Letting $\epsilon \rightarrow 0$ in (13), yields

$$
\left\langle p(0)+G_{0 x}^{*}\left(x_{0}\right) \cdot h_{1}+h_{x}^{*}\left(x_{0}\right) \cdot h_{0}, \xi_{0}\right\rangle+H(x, v, p)-H(x, u, p) \geq 0
$$

and since $\xi_{0} \in R^{n}$ is arbitrary

$$
\begin{equation*}
H(x(t), v, p(t)) \geq H(x(t), u(t), p(t)), \quad \forall v \in U, \quad \text { a.e. } t \in[0, T] \tag{15}
\end{equation*}
$$

and

$$
\begin{equation*}
p(0)=-\left(G_{0 x}^{*}\left(x_{0}\right) \cdot h_{1}+h_{x}^{*}\left(x_{0}\right) \cdot h_{0}\right) \tag{16}
\end{equation*}
$$

THEOREM 1. Suppose (H1) and (H2) hold. Let $\left(u(\cdot), x_{0}, x(\cdot)\right)$ be an optimal solution to the problem (1) and (2), and $p(\cdot)$ the corresponding solution of the adjoint equation (14) and (16). Then the maximum principle (15) holds.

## 4. A LQ-type optimal control problem

In this section, we discuss a specific LQ-type optimal control problem. First consider two special cases of (1) and (2).

CASE 1. Minimize the cost function

$$
\begin{equation*}
J(v(\cdot))=h(y(0))+\gamma(x(T)) \tag{17}
\end{equation*}
$$

subject to the controlled system

$$
\begin{array}{ll}
\dot{x}=f(x, v), & x(0)=x_{0}  \tag{18}\\
\dot{y}=g(x, y, v), & y(T)=m(x(T))
\end{array}
$$

where $v(\cdot) \in \mathscr{U}_{a d}, f: R^{n} \times R^{k} \rightarrow R^{n}, g: R^{n} \times R^{m} \times R^{k} \rightarrow R^{m}, m: R^{n} \rightarrow R^{m}$, $h: R^{m} \rightarrow R^{1}$ and $\gamma: R^{n} \rightarrow R^{1}$. Assume (H1), (H2) and an additional condition
(H3) $g$ is continuous with respect to ( $x, y, v$ ) and continuously differentiable with respect to $x, y ; m$ is continuously differentiable.

The following result follows naturally from Theorem 1 .
COROLLARY 1. Suppose (H1), (H2) and (H3) hold. Let $(u(\cdot),(x(\cdot), y(\cdot))$ be an optimal solution to the problem (17) and (18), and let $(p(\cdot), q(\cdot))$ be the corresponding solution of the adjoint equation

$$
\left\{\begin{align*}
-\dot{p} & =f_{x}^{*}(x, u) \cdot p+g_{x}^{*}(x, y, u) \cdot q  \tag{19}\\
p(T) & =\gamma_{x}(x(T))-m_{x}^{*}(x(T)) q(T) \\
-\dot{q} & =g_{y}^{*}(x, y, u) \cdot q \\
q(0) & =-h_{y}(y(0))
\end{align*}\right.
$$

Then the maximum principle

$$
\begin{equation*}
H(x(t), y(t), v, p(t), q(t)) \geq H(x(t), y(t), u(t), p(t), q(t)), \forall v \in U, \text { a.e. } t \tag{20}
\end{equation*}
$$

holds, where $H(x, y, v, p, q) \triangleq\langle p, f(x, v)\rangle+\langle q, g(x, y, v)\rangle$ is the Hamiltonian function.

CASE 2. Minimize the cost function

$$
\begin{equation*}
J(v(\cdot))=h(y(0))+\gamma(x(T))+\int_{0}^{T} l(x, y, v) d t \tag{21}
\end{equation*}
$$

subject to system (18). Assume that $l(x, y, v)$ satisfies the conditions analoguous to that $g(x, y, v)$ satisfies in (H3).

Defining a new state $z(t)=\int_{t}^{T} l(x, y, v) d s$ it is easily seen that the problem is in the form of Case 1. We have the following result from Corollary 1.

COROLLARY 2. Suppose all the assumptions hold. Let $(u(\cdot),(x(\cdot), y(\cdot))$ be an optimal solution to the problem (21) and (18), and let $(p(\cdot), q(\cdot))$ be the corresponding solution of the adjoint equation

$$
\left\{\begin{align*}
-\dot{p} & =f_{x}^{*}(x, u) \cdot p+g_{x}^{*}(x, y, u) \cdot q+l_{x}(x, y, u)  \tag{22}\\
p(T) & =\gamma_{x}(x(T))-m_{x}^{*}(x(T)) \cdot q(T) \\
-\dot{q} & =g_{y}^{*}(x, y, u) \cdot q+l_{y}(x, y, u) \\
q(0) & =-h_{y}(y(0))
\end{align*}\right.
$$

Then the maximum principle (20) holds, where the Hamiltonian function is

$$
H(x, y, v, p, q) \triangleq\langle p, f(x, v)\rangle+\langle q, g(x, y, v)\rangle+l(x, y, v)
$$

Let us now consider a LQ-type optimal control problem. The linear controlled system is

$$
\begin{array}{ll}
\dot{x}=A x+B v, & x(0)=x_{0} \\
\dot{y}=C x+D y+E v, & y(T)=W x(T) \tag{23}
\end{array}
$$

where $v(\cdot) \in \mathscr{U}_{a d}, U=R^{k}, x \in R^{n}$ and $y \in R^{m}$. The objective is to find a $u(\cdot) \in \mathscr{U}_{a d}$ minimizing the quadratic cost function

$$
\begin{align*}
J(v(\cdot))= & \frac{1}{2} x^{*}(T) W_{1} x(T)+\frac{1}{2} y^{*}(0) W_{2} y(0) \\
& +\frac{1}{2} \int_{0}^{T}\left[u^{*}(t) R u(t)+x^{*}(t) Q_{1} x(t)+y^{*}(t) Q_{2} y(t)\right] d t \tag{24}
\end{align*}
$$

where $A \in R^{n \times n}, B \in R^{n \times k}, C \in R^{m \times n}, D \in R^{m \times m}, E \in R^{m \times k}, W \in R^{m \times n}$, $W_{1} \in R^{n \times n}, W_{2} \in R^{m \times m}, R \in R^{k \times k}, Q_{1} \in R^{n \times n}$ and $Q_{2} \in R^{m \times m}$ are matrices with

$$
R>0, \quad W_{1} \geq 0, \quad W_{2} \geq 0, \quad Q_{1} \geq 0, \quad Q_{2} \geq 0
$$

Obviously, this problem is in the form of Case 2. Corollary 2 gives the optimal control and the adjoint equation in the following form,

$$
\begin{equation*}
u=-R^{-1}\left(B^{*} p+E^{*} q\right) \tag{25}
\end{equation*}
$$

and

$$
\begin{array}{ll}
-\dot{p}=A^{*} p+C^{*} q+Q_{1} x, & p(T)=W_{1} x(T)-W q(T)  \tag{26}\\
-\dot{q}=D^{*} q+Q_{2} y, & q(0)=-W_{2} y(0)
\end{array}
$$

Moreover, the optimal trajectory is the solution of the following system

$$
\begin{array}{ll}
\dot{x}=A x-B R^{-1}\left(B^{*} p+E^{*} q\right), & x(0)=x_{0} \\
\dot{y}=C x+D y-E R^{-1}\left(B^{*} p+E^{*} q\right), & y(T)=W x(T) \tag{27}
\end{array}
$$

Now we try to solve the dual equations (26) and (27). Letting $p(t)=F_{1}(t) x(t)$, $q(t)=F_{2}(t) x(t)$ and $y(t)=F_{3}(t) x(t)$, one can easily show that $F_{1}(t), F_{2}(t)$ and $F_{3}(t)$ satisfy the following Riccati type differential equations

$$
\begin{gather*}
\dot{F}_{1}+F_{1} A+A^{*} F_{1}-F_{1} B R^{-1}\left(B^{*} F_{1}+E^{*} F_{2}\right)+C^{*} F_{2}+Q_{1}=0 \\
F_{1}(T)=W_{1}-W F_{2}(T) \\
\dot{F}_{2}+F_{2} A+D^{*} F_{2}-F_{2} B R^{-1}\left(B^{*} F_{1}+E^{*} F_{2}\right)+Q_{2} F_{3}=0 \\
F_{2}(0)=-W_{2} F_{3}(0)  \tag{28}\\
\dot{F}_{3}+F_{3} A-D F_{3}-\left(F_{3} B-E\right) R^{-1}\left(B^{*} F_{1}+E^{*} F_{2}\right)-C=0 \\
F_{3}(T)=W
\end{gather*}
$$

From (25) and (28), the optimal control is in the closed loop form

$$
\begin{equation*}
u(t)=-R^{-1}\left(B^{*} F_{1}(t)+E^{*} F_{2}(t)\right) x(t) \tag{29}
\end{equation*}
$$

where $x(\cdot)$ is the corresponding optimal trajectory.
THEOREM 2. Let $(u(\cdot), x(\cdot), y(\cdot))$ be an optimal solution to the LQ-type problem (23) and (24). Then, if the corresponding Riccati type equation (28) has some solution $\left(F_{1}(\cdot), F_{2}(\cdot), F_{3}(\cdot)\right)$, the optimal control $u(\cdot)$ is in the closed loop form (29).

## 5. Conclusion

In this paper, we consider a class of optimal control problem (1) and (2) in which the controlled dynamical system (1) is a two-point boundary value system. The objective is to find a control which minimizes the cost function (2), where the initial state of the system is treated as controls. To solve the problem, we apply Ekeland's variational principle. The necessary condition (15) for the optimal control is derived. We note that the corresponding adjoint equations (14) and (16) are a two-point boundary value system. For the specific LQ-type problem (23) and (24), we obtain the optimal control (29) in the closed loop form.
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