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Abstract. This paper studies the integration of inclusion of subdifferentials. Under various verifiable conditions, we obtain that if two proper lower semicontinuous functions $f$ and $g$ have the subdifferential of $f$ included in the $\gamma$-enlargement of the subdifferential of $g$, then the difference of those functions is $\gamma$-Lipschitz over their effective domain.

## 1 Introduction

The famous Rockafellar integration result (see $[13,14]$ ) concerning the subdifferentials of convex functions states that the inclusion

$$
\begin{equation*}
\partial f(x) \subset \partial g(x) \quad \text { for all } x \in E \tag{1.1}
\end{equation*}
$$

entails that the functions $f$ and $g$ are equal up to an additive constant whenever $E$ is a Banach space and the functions $f$ and $g$ from $E$ to $\mathbb{R} \cup\{+\infty\}$ are proper, convex, and lower semicontinuous. This result has been also established in [1, 3, 4, 15], for some classes of locally Lipschitz functions such as the directionally regular, semismooth, and separately regular real-valued functions. Poliquin [11] provided the first strong extension of (1.1) for nonconvex and non locally Lipschitz extended real valued functions. He showed that the integration result of (1.1) still holds whenever E is finite dimensional and the functions $f$ and $g$ are primal lower nice, a notion that he introduced in [12]. Note that those functions found several applications in the theory of second order epi-derivatives and proto-differentiability of nonsmooth functions.

Later, we extended in [19] the Poliquin theorem recalled above to the class of convexly subdifferentially similar functions defined over a Banach space. We also showed that this class includes the primal lower nice functions relative to infinite dimensional Hilbert spaces and also the differences of convex functions. The key point in that extension is the following statement of our Theorem 2.1 in [19]: If for some $\gamma \geq 0$ and for two lower semicontinuous functions $f, g$ from an open convex set $X$ of a Banach space $E$ into $\mathbb{R} \cup\{+\infty\}$ one has

$$
\begin{equation*}
\partial f(x) \subset \partial g(x)+\gamma \mathbb{B} B \quad \text { for all } x \in X \tag{1.2}
\end{equation*}
$$

then for all $u \in X$ and $v \in X \cap \operatorname{dom} g$ one has

$$
\begin{equation*}
g(u)-g(v)-\gamma\|u-v\| \leq f(u)-f(v) \leq g(u)-g(v)+\gamma\|u-v\| \tag{1.3}
\end{equation*}
$$

[^0]whenever the function $g$ is convex on $X$. Since that paper, two articles have been devoted to the inclusion (1.2). Geoffroy, Jules and Lassonde [6] studied the inclusion (1.2) for some classes of subdifferentials, the function $g$ being still convex. Very recently, Ngai, Luc and Théra [10] showed that the result above concerning (1.2) still holds whenever $g$ is approximate convex. We also refer the reader to the paper [8] by Ivanov and Zlateva where the integration of subdifferentials of semi-convex functions is studied.

The purpose of this paper is to introduce a general class of extended real valued (not necessarily convex) functions $g$ for which the conclusion (1.3) above is preserved. After recalling some preliminaries, we define the functions of that class in section 3 with the name of subdifferentially and directionally stable functions. We show a stability result for the sum of two functions and we prove that convex functions, directionally regular functions and approximate convex functions are all subdifferentially and directionally stable functions. Then, we establish in the last section that the inclusion (1.2) entails the inequalities (1.3) whenever $g$ is subdifferentially and directionally stable. So, on the one hand, we provide a unified proof of several results concerning (1.2) and on the other hand, we bring to light, by the stability result for the sum and by Corollary 3.1, new classes for which (1.2) implies (1.3). The study of (1.2) with functions in the line of primal lower nice functions and differences of convex functions requires in addition a much longer development. It will then appear in a forthcoming paper.

## 2 Preliminaries

Throughout this paper, $E$ will be a real Banach space. For a function $f$ from $E$ into $\mathbb{R} \cup\{+\infty\}$, it is usual to denote by $\operatorname{dom} f$ the effective domain of $f$, i.e., $\operatorname{dom} f=$ $\{x \in E: f(x)<+\infty\}$.

We will consider in this paper a general presubdifferential operator. Recall that a presubdifferential operator $\partial$ associates with each function $f$ from $E$ into $\mathbb{R} \cup\{+\infty\}$ and with each point $x \in E$ a subset $\partial f(x)$ of the topological dual space $E^{\star}$ such that the following properties hold:
(1) $\partial f(x)=\varnothing$ if $x \notin \operatorname{dom} f$;
(2) $\partial f(x)=\partial g(x)$ whenever $f$ and $g$ coincide on a neighborhood of $x$;
(3) $\partial f(x)$ is equal to the subdifferential in the sense of convex analysis whenever $f$ is convex;
(4) $0 \in \partial f(x)$ whenever $x$ is a local minimum point of $f$;
(5) for $f$ lower semicontinuous near $x$ and $g$ convex and continuous on a neighborhood of $x$

$$
\partial(g+f)(x) \subset \partial g(x)+\limsup _{y \rightarrow f} \partial f(y)
$$

Here limsup denotes the weak-star sequential limit superior and $y \rightarrow_{f} x$ means $y \rightarrow x$ and $f(y) \rightarrow f(x)$. The effective domain of the set-valued mapping $\partial f$ is the set $\operatorname{dom} \partial f=\{x \in E: \partial f(x) \neq \varnothing\}$.

All usual subdifferentials or presubdifferentials (see [19]) over appropriate Banach spaces are subdifferentials in the sense above.

When $f: S \rightarrow \mathbb{R} \cup\{+\infty\}$ is just defined on a subset of $E$ and $x \in S$, we define $\partial f(x)$ as the presubdifferential at $x$ of the function extending $f$ to all of $E$ and equal to $+\infty$ at all points outside of $S$.

One of the virtues enjoyed by a presubdifferential operator is the following mean value theorem by Zagrodny [20] (see also [5]). In [20] the theorem has been stated with the Clarke subdifferential. However, it is not difficult to see (as it is made clear in [18]) that the theorem still holds for any presubdifferential satisfying the natural properties above. We use for $a \neq b$ in $E$ the notation $[a, b[:=\{(1-t) a+t b: t \in$ [0, $1[ \}$.

Theorem 2.1 Let $f: E \rightarrow \mathbb{R} \cup\{+\infty\}$ be a lower semicontinuous function and let $a, b \in \operatorname{dom} f$ with $a \neq b$. Then there exist $x_{n} \rightarrow_{f} \mathcal{c} \in\left[a, b\left[, x_{n}^{\star} \in \partial f\left(x_{n}\right)\right.\right.$ such that:
(a) $f(b)-f(a) \leq \lim _{n \rightarrow \infty}\left\langle x_{n}^{\star}, b-a\right\rangle$;
(b) $\frac{\|b-c\|}{\|b-a\|}(f(b)-f(a)) \leq \lim _{n \rightarrow \infty}\left\langle x_{n}^{\star}, b-x_{n}\right\rangle$;
(c) $\|b-a\|(f(c)-f(a)) \leq\|c-a\|(f(b)-f(a))$.

Two important presubdifferentials will be considered in this paper: the Fréchet and the Clarke subdifferentials. Let $x \in \operatorname{dom} f$. The Fréchet subdifferential $\partial^{F} f(x)$ of $f$ at $x$ is the set of all $x^{\star} \in E^{\star}$ for which for any $\varepsilon>0$ there exists some $\delta>0$ such that for all $y \in x+\delta \mid \mathbb{B}$

$$
\begin{equation*}
\left\langle x^{\star}, y-x\right\rangle \leq f(y)-f(x)+\varepsilon\|y-x\| . \tag{2.1}
\end{equation*}
$$

Here $\mathbb{B}$ denotes the closed unit ball around the origin. All properties (1)-(5) hold for $\partial^{F} f$ whenever the Banach space $X$ is an Asplund space (see e.g., [9]).

Supposing that $f$ is lower semicontinuous, the Clarke subdifferential $\partial^{C} f(x)$ is equal to the set of all $x^{\star} \in E^{\star}$ such that for all $h \in E$

$$
\left\langle x^{\star}, h\right\rangle \leq f^{\uparrow}(x ; h)
$$

where

$$
\begin{equation*}
f^{\uparrow}(x ; h)=\sup _{\eta>0} \limsup _{\substack{y \rightarrow f x \\ t \downarrow 0}} \inf _{v \in h+\eta \mathbb{B}} t^{-1}[f(y+t v)-f(y)] \tag{2.2}
\end{equation*}
$$

(see [2] for properties (1)-(5)). Observe that the obvious monotonicity property with respect to $\eta$ allows us to see that $f^{\uparrow}(x ; h)$ is also equal to the expression above with $\lim _{\eta \downarrow 0}$ in place of $\sup _{\eta>0}$.

When $f$ is Lipschitz near $x$, then (see [2]) the expression of $f^{\uparrow}(x ; h)$ takes the following simpler form

$$
\begin{equation*}
f^{\uparrow}(x ; h)=\limsup _{\substack{y \rightarrow x \\ t \downarrow 0}} t^{-1}[f(y+t h)-f(y)] . \tag{2.3}
\end{equation*}
$$

## 3 Subdifferentially and Directionally Stable Functions

In this section we introduce a general class of functions for which the $\gamma$-enlargement of inclusion of subdifferentials entails that the difference of the functions is $\gamma$-Lipschitz over their effective domain. Then we study several examples of such functions. The enlarged subdifferential inclusion result above will be established in section 4 via the mean value theorem recalled in the preliminaries.

Recall that the usual directional derivative $g^{\prime}(x ; h)$ of a function $g: E \rightarrow \mathbb{R} \cup\{+\infty\}$ at a point $x \in \operatorname{dom} g$ in the direction $h$ is given by the limit

$$
g^{\prime}(x ; h)=\lim _{t \downarrow 0} t^{-1}[g(x+t h)-g(x)]
$$

when the latter exists in $\mathbb{R} \cup\{-\infty,+\infty\}$.
Definition 3.1 Let $X$ be a nonempty open convex subset of $E$ and $g: E \rightarrow \mathbb{R} \cup$ $\{+\infty\}$ be a function that is lower semicontinuous on $X$ with $X \cap \operatorname{dom} g \neq \varnothing$. We say that the function $g$ is $\partial$-subdifferentially and directionally stable (sds for short) on $X$ provided that for all $v \in X \cap \operatorname{dom} \partial g$ and $u \in X \cap \operatorname{dom} g$ with $u \neq v$ the following properties hold:
(i) the restriction to $[0,1]$ of the function $t \mapsto g(v+t(u-v))$ is finite and continuous;
(ii) for any $t \in\left[0,1\left[\right.\right.$ the directional derivative $g^{\prime}(v+t(u-v) ; u-v)$ exists and is less than $+\infty$;
(iii) for each fixed $y \in[v, u[$ and for each real number $\varepsilon>0$, there exists some $\left.r_{0} \in\right] 0,1[$ such that for any $w=y+r(u-y)$ with $\left.r \in] 0, r_{0}\right]$ and for every sequence $\left(x_{n}, x_{n}^{\star}\right) \in \partial g$ with $x_{n} \rightarrow x_{0} \in[y, w[$

$$
\begin{equation*}
\liminf _{n \rightarrow \infty}\left\langle x_{n}^{\star}, w-x_{n}\right\rangle \leq g^{\prime}\left(y ; w-x_{0}\right)+\varepsilon\left\|w-x_{0}\right\| . \tag{3.1}
\end{equation*}
$$

Remark 3.1 (a) One may replace lim inf in (3.1) by lim sup.
Indeed choose a subsequence (with an infinite subset $K \subset \mathbb{N}$ ) such that

$$
\limsup _{n \rightarrow \infty}\left\langle x_{n}^{\star}, w-x_{n}\right\rangle=\lim _{k \in K}\left\langle x_{k}^{\star}, w-x_{k}\right\rangle .
$$

So, by (3.1) one has

$$
\lim _{k \in K}\left\langle x_{k}^{\star}, w-x_{k}\right\rangle \leq g^{\prime}\left(y ; w-x_{0}\right)+\varepsilon\left\|w-x_{0}\right\|
$$

which finishes the verification.
(b) If $g$ is $\partial$-sds on $X$, then it is obviously $\partial^{\prime}$-sds on $X$ for any subdifferential $\partial^{\prime}$ satisfying $\partial^{\prime} g \subset \partial g$.

We first observe the preservation of the sds property under the sum of a finite number of functions.

Proposition 3.1 Let $X$ be a nonnempty open convex subset of $E$ and let $g_{1}, g_{2}: E \rightarrow$ $\mathbb{R} \cup\{+\infty\}$ be lower semicontinuous and sds over $X$ with $X \cap \operatorname{dom} g_{1} \cap \operatorname{dom} g_{2} \neq \varnothing$. Assume that for any $x \in X$

$$
\begin{equation*}
\partial\left(g_{1}+g_{2}\right)(x) \subset \partial g_{1}(x)+\partial g_{2}(x) \tag{3.2}
\end{equation*}
$$

Then the function $g_{1}+g_{2}$ is sds over $X$.
Proof Putting $g:=g_{1}+g_{2}$ one obviously has $\operatorname{dom} g=\operatorname{dom} g_{1} \cap \operatorname{dom} g_{2}$ and hence $X \cap \operatorname{dom} g \neq \varnothing$. Fix any $v \in X \cap \operatorname{dom} \partial g$ and $u \in X \cap \operatorname{dom} g$. By assumptions $v \in X \cap \operatorname{dom} \partial g_{i}$ and $u \in X \cap \operatorname{dom} g_{i}$ for $i=1$, 2. Consequently, conditions (i) and (ii) of Definition 3.1 easily are seen to hold for the function $g$ because they hold by assumption for $g_{1}$ and $g_{2}$. Fix now any $y \in[v, u[$ and any real number $\varepsilon>0$. Choose some $r_{0}$ by the assumption of condition (iii) for $g_{1}$ and $g_{2}$ with $\varepsilon / 2$ in place of $\varepsilon$ and with the limit superior according to Remark 3.1. Take any $\left.r \in] 0, r_{0}\right]$ and put $w:=y+r(u-y)$. Consider also any sequence $\left(x_{n}, x_{n}^{\star}\right) \in \partial g$ with $x_{n} \rightarrow x_{0} \in[y, w[$. By (3.1), for $i=1,2$, there exist $x_{i, n}^{\star} \in \partial g_{i}\left(x_{n}\right)$ with $x_{n}^{\star}=x_{1, n}^{\star}+x_{2, n}^{\star}$. Due to the choice of $r_{0}$ we have for $i=1,2$

$$
\begin{equation*}
\limsup _{n \rightarrow \infty}\left\langle x_{i, n}^{\star}, w-x_{n}\right\rangle \leq g_{i}^{\prime}\left(y ; w-x_{0}\right)+\frac{\varepsilon}{2}\left\|w-x_{0}\right\| . \tag{3.3}
\end{equation*}
$$

Since by (ii) and the definition of the directional derivative one has

$$
g^{\prime}\left(y ; w-x_{0}\right)=g_{1}^{\prime}\left(y ; w-x_{0}\right)+g_{2}^{\prime}\left(y ; w-x_{0}\right)
$$

additioning the two inequalities (3.3) yields after small rearrangement

$$
\liminf _{n \rightarrow \infty}\left\langle x_{n}^{\star}, w-x_{n}\right\rangle \leq g^{\prime}\left(y ; w-x_{0}\right)+\varepsilon\left\|w-x_{0}\right\|
$$

i.e., condition (iii) for $g$.

Remark 3.2 Similar preservations also hold with similar proofs under several sorts of compositions (precomposition or postcomposition) with smooth functions.

We proceed now to illustrate the class of sds functions with several concrete examples. Let us start by establishing that any convex function is sds.

Proposition 3.2 Let $X$ be a nonempty open convex subset of $E$. Then any function $g: E \rightarrow \mathbb{R} \cup\{+\infty\}$ that is convex, proper, and lower semicontinuous on $X$ is sds over $X$.

Proof It is well-known that, for $u, v \in X \cap \operatorname{dom} g$, the convexity of $g$ ensures that (i) in Definition 3.1 holds and that, for $t \in\left[0,1\left[\right.\right.$, the directional derivative $g^{\prime}(v+$ $t(u-v) ; u-v)$ exists and, for $s \in] 0,1-t]$,

$$
g^{\prime}(v+t(u-v) ; u-v) \leq s^{-1}[g(v+(s+t)(u-v))-g(v+t(u-v))]<+\infty
$$

So, it remains to show (iii) in Definition 3.1. Fix $v, u$ and $y$ as in the statement of Definition 3.1 and fix also $v^{\star} \in \partial g(v)$. The function $\varphi: \mathbb{R} \rightarrow \mathbb{R} \cup\{+\infty\}$ with

$$
\varphi(s)= \begin{cases}+\infty & \text { if } s \in] 1,+\infty[ \\ g(v)+s\left\langle v^{\star}, u-v\right\rangle & \text { if } s \in]-\infty, 0[ \\ g(v+s(u-v)) & \text { if } s \in[0,1]\end{cases}
$$

is convex and finite on $]-\infty, 1$ [ and hence it is locally Lipschitz on ] $-\infty, 1$ [ (see [2]). The right derivative $\varphi^{\prime}$ of $\varphi$ is then finite on $]-\infty, 1[$ and it is also upper semicontinuous on ] $-\infty, 1$ [ because

$$
\varphi^{\prime}(s)=\inf _{\lambda>0} \lambda^{-1}[\varphi(s+\lambda)-\varphi(s)]
$$

and hence the restriction of the function $s \mapsto g^{\prime}(v+s(u-v) ; u-v)$ is finite and upper semicontinuous on $\left[0,1\left[\right.\right.$. Fix any real number $\varepsilon>0$ and choose $s_{0}$ satisfying $y=v+s_{0}(u-v)$. As $g^{\prime}(y ; u-v)$ is finite, there exists some $\left.\lambda \in\right] 0,1-s_{0}[$ such that for all $\left.s \in] s_{0}, s_{0}+\lambda\right]$

$$
\begin{equation*}
\|u-v\|^{-1} g^{\prime}(v+s(u-v) ; u-v) \leq\|u-v\|^{-1} g^{\prime}(y ; u-v)+\varepsilon \tag{3.4}
\end{equation*}
$$

Put $\left.r_{0}:=\left(1-s_{0}\right)^{-1} \lambda \in\right] 0,1[$ and for any fixed $\left.r \in] 0, r_{0}\right]$ consider $w$ and $\left(x_{n}, x_{n}^{\star}\right)$ as in the statement of Definition 3.1. Then, by convexity of $g$ one has

$$
\left\langle x_{n}^{\star}, w-x_{n}\right\rangle \leq g(w)-g\left(x_{n}\right)
$$

which entails by the lower semicontinuity and the convexity of $g$

$$
\begin{equation*}
\liminf _{n \rightarrow \infty}\left\langle x_{n}^{\star}, w-x_{n}\right\rangle \leq g(w)-g\left(x_{0}\right) \leq g^{\prime}\left(w ; w-x_{0}\right) \tag{3.5}
\end{equation*}
$$

But (3.4), with $\left.\left.s:=s_{0}+r\left(1-s_{0}\right) \in\right] s_{0}, s_{0}+\lambda\right]$, entails that (because $\left.w=v+s(u-v)\right)$

$$
\left\|w-x_{0}\right\|^{-1} g^{\prime}\left(w ; w-x_{0}\right) \leq\left\|w-x_{0}\right\|^{-1} g^{\prime}\left(y ; w-x_{0}\right)+\varepsilon
$$

that is,

$$
g^{\prime}\left(w ; w-x_{0}\right) \leq g^{\prime}\left(y ; w-x_{0}\right)+\varepsilon\left\|w-x_{0}\right\| .
$$

This inequality and (3.5) complete the proof.
The next example concerns locally Lipschitz functions that are regular in the sense of Clarke (see [2]). Recall that a locally Lipschitz function $g$ from an open subset $X$ of $E$ into $\mathbb{R}$ is Clarke directionally regular at a point $x \in X$ provided for all $h \in E$ the expression $g^{\uparrow}(x ; h)$ coincides with the Dini lower directional derivative,

$$
\begin{equation*}
d^{-} g(x ; h)=\liminf _{\substack{v \rightarrow h \\ t \downarrow 0}}^{-1}[g(x+t v)-g(x)] \tag{3.6}
\end{equation*}
$$

It is well-known that this amounts (thanks to the Lipschitz property) to the existence of the usual directional derivative $g^{\prime}(x ; h)$ and to the equality

$$
g^{\uparrow}(x ; h)=g^{\prime}(x ; h)
$$

Proposition 3.3 Let $X$ be a nonempty open convex subset of $E$ and $g: X \rightarrow \mathbb{R}$ be a locally Lipschitz function. Suppose that $\partial g$ is included in the Clarke subdifferential of $g$. Then $g$ is $\partial$-sds over $X$ provided it is Clarke directionally regular on $X$, and the converse also holds whenever $\operatorname{dom} \partial g=X$.

Proof Suppose that $g$ is Clarke directionally regular. Obviously, (i) and (ii) in Definition 3.1 hold. Let $v, u$, and $y:=v+s_{0}(u-v)$ with $0 \leq s_{0}<1$ as in the statement of Definition 3.1 and let $\varepsilon>0$. As the function $x \mapsto g^{\uparrow}(x ; u-v)$ is finite and upper semicontinuous (by (2.3)) on $X$, we may choose some $\lambda \in] 0,1-s_{0}[$ such that for all $\left.s \in] s_{0}, s_{0}+\lambda\right]$

$$
\begin{equation*}
\|u-v\|^{-1} g^{\uparrow}(v+s(u-v) ; u-v) \leq\|u-v\|^{-1} g^{\uparrow}(y ; u-v)+\varepsilon . \tag{3.7}
\end{equation*}
$$

Putting $r_{0}:=\left(1-s_{0}\right)^{-1} \lambda$ in $] 0,1[$, and for any fixed $\left.r \in] 0, r_{0}\right]$ considering $w$ and $\left(x_{n}, x_{n}^{\star}\right)$ as in the statement of Definition 3.1, one obtains by the upper semicontinuity of $g^{\uparrow}(\cdot ; \cdot)$ (because of the Lipschitz property of $g$ )

$$
\begin{equation*}
\liminf _{n \rightarrow \infty}\left\langle x_{n}^{\star}, w-x_{n}\right\rangle \leq \liminf _{n \rightarrow \infty} g^{\uparrow}\left(x_{n} ; w-x_{n}\right) \leq g^{\uparrow}\left(x_{0} ; w-x_{0}\right) \tag{3.8}
\end{equation*}
$$

Choosing $\delta \in\left[0, r\left[\right.\right.$ such that $x_{0}=y+\delta(u-y)$, we also have for $s:=s_{0}+\delta\left(1-s_{0}\right)$

$$
x_{0}=v+s(u-v) \quad \text { along with } \quad s_{0}<s \leq s_{0}+\lambda
$$

and hence taking (3.7) into account we get

$$
\|u-v\|^{-1} g^{\uparrow}\left(x_{0} ; u-v\right) \leq\|u-v\|^{-1} g^{\uparrow}(y ; u-v)+\varepsilon
$$

which is equivalent to

$$
g^{\uparrow}\left(x_{0} ; w-x_{0}\right) \leq g^{\uparrow}\left(y ; w-x_{0}\right)+\varepsilon\left\|w-x_{0}\right\|
$$

because $\|u-v\|^{-1}(u-v)=\left\|w-x_{0}\right\|^{-1}\left(w-x_{0}\right)$. The property (iii) in Definition 3.1 then follows from this last inequality, from (3.8), and from the Clarke directional regularity of $g$.

Let us now prove the converse. Fix $v \in X$ and a nonzero vector $h \in E$ and take any $\varepsilon>0$. Observe first by (ii) in Definition 3.1 that $g^{\prime}(v ; h)$ exists. Choose by (2.3) a sequence $\left(z_{n}\right)$ in $X$ with $z_{n} \rightarrow v$ and a sequence $t_{n} \downarrow 0$ with $t_{n}<1$ such that

$$
g^{\uparrow}(v ; h)=\lim _{n \rightarrow \infty} t_{n}^{-1}\left[g\left(z_{n}+t_{n} h\right)-g\left(z_{n}\right)\right]
$$

The mean value theorem gives $x_{n, k} \underset{k}{\rightarrow} u_{n} \in\left[z_{n}, z_{n}+t_{n} h\left[\right.\right.$ and $x_{n, k}^{\star} \in \partial g\left(x_{n, k}\right)$ such that

$$
t_{n}^{-1}\left[g\left(z_{n}+t_{n} h\right)-g\left(z_{n}\right)\right] \leq \lim _{k \rightarrow \infty}\left\langle x_{n, k}^{\star}, h\right\rangle .
$$

It is not difficult to find a sequence of integers $\left(k_{n}\right)$ satisfying $x_{n, k_{n}} \rightarrow v$ along with

$$
\lim _{k \rightarrow \infty}\left\langle x_{n, k}^{\star}, h\right\rangle \leq\left\langle x_{n, k_{n}}^{\star}, h\right\rangle+t_{n} .
$$

Putting $x_{n}:=x_{n, k_{n}}$ and $x_{n}^{\star}:=x_{n, k_{n}}^{\star}$, applying (iii) in Definition 3.1 with $u=v+\rho h \in X$ and $\rho \in] 0,1[$ and with $y=v \in \operatorname{dom} \partial g$ one obtains some $r \in] 0,1[$ such that for $w=v+r(u-v)$, one has (because $\left(\left\|x_{n}^{\star}\right\|\right)_{n}$ is bounded)

$$
g^{\uparrow}(v ; h) \leq \liminf \left\langle x_{n}^{\star}, h\right\rangle=(r \rho)^{-1} \lim \inf \left\langle x_{n}^{\star}, w-x_{n}\right\rangle \leq g^{\prime}(v ; h)+\varepsilon\|h\| .
$$

As this holds for any $\varepsilon>0$, it follows that $g^{\uparrow}(v ; h) \leq g^{\prime}(v ; h)$, which means that $g$ is Clarke directionally regular at $v$. The proof is then complete.

The third example is the class of approximate convex functions recently introduced by Ngai-Luc-Thera [10]. They thoroughly studied that class and proved in particular that our Theorem 2.1 in [19] still holds provided one replaces our convexity assumption for the function $g$ by the assumption of approximate convexity. We proceed to showing that approximate convex functions belong to the class of Definition 3.1. So, the result recalled above will be included in Theorem 4.1.

Recall that a function $g: E \rightarrow \mathbb{R} \cup\{+\infty\}$ is approximate convex at a point $\bar{x} \in$ dom $g$ provided for each $\rho>0$ there exists a real number $\delta>0$ such that for all $x^{\prime}, y^{\prime} \in \bar{x}+\delta \mathrm{BB}$ and $\left.\lambda \in\right] 0,1[$

$$
\begin{equation*}
g\left(\lambda x^{\prime}+(1-\lambda) y^{\prime}\right) \leq \lambda g\left(x^{\prime}\right)+(1-\lambda) g\left(y^{\prime}\right)+\rho \lambda(1-\lambda)\left\|x^{\prime}-y^{\prime}\right\| \tag{3.9}
\end{equation*}
$$

As in the convex case, we observe the following monotone-like properties. Let $x \in$ $\bar{x}+\frac{1}{2} \delta \mathbb{B}, h \in E$ and $t>0$ with $t\|h\|<\delta / 2$. Take any $\left.s \in\right] 0, t[$ and any $r>0$ with $r\|h\|<\delta / 2$. Then writing

$$
x=s(r+s)^{-1}(x-r h)+r(r+s)^{-1}(x+s h)
$$

and applying (3.9) with $\lambda=s(r+s)^{-1}$ we obtain

$$
(r+s) g(x) \leq s g(x-r h)+r g(x+s h)+\rho r s\|h\|
$$

and hence for $x \in \operatorname{dom} g$

$$
\begin{equation*}
-r^{-1}[g(x-r h)-g(x)] \leq s^{-1}[g(x+s h)-g(x)]+\rho\|h\| . \tag{3.10}
\end{equation*}
$$

In the same way, with $\lambda=s / t, x+t h$ in place of $x^{\prime}$, and $x$ in place of $y^{\prime}$, we obtain

$$
g(x+\lambda t h) \leq \lambda g(x+t h)+(1-\lambda) g(x)+\rho t \lambda(1-\lambda)\|h\|
$$

and hence, taking the inequality $1-\lambda \leq 1$ into account, we deduce

$$
\begin{equation*}
s^{-1}[g(x+s h)-g(x)] \leq t^{-1}[g(x+t h)-g(x)]+\rho\|h\| . \tag{3.11}
\end{equation*}
$$

Observe that any strictly differentiable function is easily seen to be approximate convex and that the class is obviously stable with respect to sum and maximum of finite families.

Consider now the case of approximate convex functions over the real line. Let $I$ be an interval in $\mathbb{R}$ and $g: I \rightarrow \mathbb{R} \cup\{+\infty\}$ be lower semicontinuous and approximate convex at each point in $I$. As for convex functions, the restriction of $g$ to $[r, s]$ is continuous for any interval $[r, s] \subset \operatorname{dom} g$ with $r<s$. Let us prove, for example, that $g$ is continuous on the right at $r$. Fix $\delta>0$ given by (3.9) for $\bar{x}=r$ and $\rho=1$. For $t \in] r, \sigma[$ where $\sigma:=\min (s, r+\delta)$ one has

$$
g(t) \leq \frac{t-r}{\sigma-r} g(\sigma)+\frac{\sigma-t}{\sigma-r} g(r)+\frac{(t-r)(\sigma-t)}{(\sigma-r)^{2}}|\sigma-r|
$$

and hence $\lim \sup _{t \downarrow r} g(t) \leq g(r)$. As $g$ is lower semicontinuous, we obtain that $g$ is continuous on the right at $r$. Similar arguments show that $g$ is continuous on the left at $s$ and continuous at each point in $] r, s[$. (More generally, it can be proved that $g$ is locally Lipschitz on ] $r, s[$, see [10]).

We begin now by showing in Proposition 3.4 some properties that will be needed next. They can also be found in [10] where an $\varepsilon$-approximation in some sense by a convex function $g_{y}$ is used to derive the properties (see [10, Theorems 3.4 and 3.6]). For the convenience of the reader, we give direct proofs. For the description of subdiferentials of other convex-like or paraconvex functions, we refer the reader to $[7,16]$.

Proposition 3.4 Let $g: E \rightarrow \mathbb{R} \cup\{+\infty\}$ be approximate convex at $x \in \operatorname{dom} g$.
(a) Then $g^{\prime}(x ; \cdot)$ exists and is a positively homogeneous convex function.
(b) Further, if $g$ is lower semicontinuous at $x$, then

$$
\partial^{c} g(x)=\partial^{F} g(x)=\left\{x^{\star} \in E^{\star}:\left\langle x^{\star}, h\right\rangle \leq g^{\prime}(x ; h), \forall h \in E\right\} .
$$

Proof (a)Let $h$ be a vector in $E$ and let $\rho$ be any positive number. Choose $\delta>0$ given by (3.9) and fix $\sigma>0$ with $\sigma\|h\|<\delta / 2$. Fix also $0<s<t<\sigma$. It follows from (3.11) that we have

$$
s^{-1}[g(x+s h)-g(x)] \leq t^{-1}[g(x+t h)-g(x)]+\rho\|h\|
$$

Fixing $t$ and taking $s \downarrow 0$, it gives

$$
\underset{s \downarrow 0}{\lim \sup } s^{-1}[g(x+s h)-g(x)] \leq t^{-1}[g(x+t h)-g(x)]+\rho\|h\|
$$

and this entails that

$$
\underset{s \downarrow 0}{\limsup } s^{-1}[g(x+s h)-g(x)] \leq \liminf _{t \downarrow 0} t^{-1}[g(x+t h)-g(x)]+\rho\|h\|
$$

As this last inequality holds for all $\rho>0$, we obtain that $g^{\prime}(x ; h)$ exists in $\mathbb{R} \cup$ $\{-\infty,+\infty\}$.

The positive homogeneity being obvious, it remains to prove the convexity of $g^{\prime}(x ; \cdot)$. Fix any $(h, \alpha)$ and $\left(h^{\prime}, \beta\right)$ in $E \times \mathbb{R}$ and satisfying $g^{\prime}(x ; h)<\alpha$ and
$g^{\prime}\left(x ; h^{\prime}\right)<\beta$. Choose some $\gamma>0$ satisfying $2 \gamma\left(\|h\|+\left\|h^{\prime}\right\|\right)<\delta$ and such that for all $0<t<\gamma$,

$$
(2 t)^{-1}[g(x+2 t h)-g(x)]<\alpha \quad \text { and } \quad(2 t)^{-1}\left[g\left(x+2 t h^{\prime}\right)-g(x)\right]<\beta
$$

For every $t \in] 0, \gamma\left[\right.$, it follows, from (3.9) with $y^{\prime}=x+2 t h^{\prime}$ and with $x+2 t h$ in place of $x^{\prime}$, that one has

$$
g\left(x+t h+t h^{\prime}\right) \leq \frac{1}{2} g(x+2 t h)+\frac{1}{2} g\left(x+2 t h^{\prime}\right)+\frac{1}{2} t \rho\left\|h-h^{\prime}\right\|
$$

and this is equivalent to

$$
\begin{aligned}
& t^{-1}\left[g\left(x+t h+t h^{\prime}\right)-g(x)\right] \leq(2 t)^{-1}[g(x+2 t h)-g(x)] \\
& \quad+(2 t)^{-1}\left[g\left(x+2 t h^{\prime}\right)-g(x)\right]+\frac{1}{2} \rho\left\|h-h^{\prime}\right\|
\end{aligned}
$$

and that entails

$$
t^{-1}\left[g\left(x+t h+t h^{\prime}\right)-g(x)\right] \leq \alpha+\beta+\frac{1}{2} \rho\left\|h-h^{\prime}\right\| .
$$

Therefore, we obtain

$$
g^{\prime}\left(x ; h+h^{\prime}\right) \leq \alpha+\beta+\frac{1}{2} \rho\left\|h-h^{\prime}\right\|
$$

and hence

$$
g^{\prime}\left(x ; h+h^{\prime}\right) \leq \alpha+\beta
$$

This completes the proof of assertion (a).
(b)Fix $x^{\star} \in \partial^{c} g(x)$ and fix any $\rho>0$. Take $\delta>0$ given by (3.9) and choose $\sigma>0$ with $4 \sigma<\delta$. Fix any vector $h$ with $\|h\| \leq \sigma$. For $\eta \in] 0, \delta / 4\left[, h^{\prime} \in E\right.$ with $\left.\left\|h^{\prime}-h\right\|<\eta, t \in\right] 0,1[$, and for

$$
|y-x|_{g}:=\|y-x\|+|g(y)-g(x)|<\delta / 3
$$

we have by (3.11), with $t$ in place of $s$ and 1 in place of $t$,

$$
\begin{aligned}
t^{-1}\left[g\left(y+t h^{\prime}\right)-g(y)\right] & \leq g\left(y+h^{\prime}\right)-g(y)+\rho\left\|h^{\prime}\right\| \\
& \leq g\left(y+h^{\prime}\right)-g(y)+\rho(\eta+\|h\|)
\end{aligned}
$$

Hence

$$
\begin{aligned}
\limsup _{\substack{y \rightarrow g^{x} \\
t \downarrow 0}} \inf _{h^{\prime} \in h+\eta \mathbb{B}} t^{-1} & {\left[g\left(y+t h^{\prime}\right)-g(y)\right] } \\
& \leq \rho(\eta+\|h\|)+\limsup _{y \rightarrow g^{x}} \inf _{h^{\prime} \in h+\eta \mathbb{B}}\left[g\left(y+h^{\prime}\right)-g(y)\right] \\
& =\rho(\eta+\|h\|)-g(x)+\limsup _{y \rightarrow g x} \inf _{h^{\prime} \in h+\eta \mathbb{B}} g\left(y+h^{\prime}\right) .
\end{aligned}
$$

Observe that the last term of the last member above is a non increasing function of $\eta$ over the open interval $] 0,+\infty\left[\right.$. The inequality $\left\langle x^{\star}, h\right\rangle \leq g^{\uparrow}(x ; h)$ thus entails

$$
\begin{equation*}
\left\langle x^{\star}, h\right\rangle \leq \rho\|h\|-g(x)+\lim _{\eta \downarrow 0} \limsup _{y \rightarrow g^{x}} \inf _{h^{\prime} \in h+\eta \mathbb{B}} g\left(y+h^{\prime}\right) . \tag{3.12}
\end{equation*}
$$

For any real number

$$
\beta<\sup _{\eta>0} \inf _{\lambda>0} \sup _{|y-x|_{g}<\lambda} \inf _{h^{\prime} \in h+\eta \mathbb{B}} g\left(y+h^{\prime}\right),
$$

there exists some $\eta \in] 0, \delta / 4[$ such that

$$
\beta<\inf _{\lambda>0} \sup _{|y-x|_{g}<\lambda} \inf _{h^{\prime} \in h+\eta \mathbb{B}} g\left(y+h^{\prime}\right) \leq \sup _{|y-x|_{g}<\eta} \inf _{h^{\prime} \in h+\eta \mathbb{B}} g\left(y+h^{\prime}\right),
$$

which yields the existence of some $y_{\eta}$ with $\left|y_{\eta}-x\right|_{g}<\eta$ and for which

$$
\beta<\inf _{h^{\prime} \in h+\eta \mathbb{B}} g\left(y_{\eta}+h^{\prime}\right) \leq g\left(y_{\eta}+h+\left(x-y_{\eta}\right)\right)=g(x+h)
$$

Taking (3.12) into account we get

$$
\left\langle x^{\star}, h\right\rangle \leq g(x+h)-g(x)+\rho\|h\|
$$

and hence

$$
x^{\star} \in \partial^{F} g(x) .
$$

So, $\partial^{c} g(x) \subset \partial^{F} g(x)$ and the equality follows because the converse inclusion always holds (as it is easily seen).

It remains to prove that any $x^{\star}$ satisfying $\left\langle x^{\star}, h\right\rangle \leq g^{\prime}(x ; h)$ for all $h \in E$ belongs to $\partial^{F} g(x)$ (because the converse property obviously holds). Fix such an $x^{\star}$ and choose for any $\rho>0$ a real number $\delta>0$ such that (3.9) holds for $\bar{x}=x$. For any $y \in$ $x+\frac{1}{2} \delta \mathrm{~B}$ we have according to (3.11) with $t=1$ and $s \downarrow 0$ and according to the first assertion of the proposition,

$$
\left\langle x^{\star}, y-x\right\rangle \leq g^{\prime}(x ; y-x) \leq g(y)-g(x)+\rho\|y-x\|
$$

and this ensures $x^{\star} \in \partial^{F} g(x)$. The proof is then complete.
The following properties of approximate convex functions need to be observed and they will be used in the next proposition. Let $g: E \rightarrow \mathbb{R} \cup\{+\infty\}$ be approximate convex at $\bar{x} \in \operatorname{dom} g$ and let for $\rho>0$ a positive number $\delta$ for which (3.9) holds. Consider $x \in\left(\bar{x}+\frac{1}{2} \delta B B\right) \cap \operatorname{dom} g$ and suppose that $g$ is approximate convex at the point $x$ too. Then, as it is easily seen in the proof above, (3.11) and the first assertion of Proposition 3.4 imply for $t>0$ with $t\|h\|<\delta / 2$

$$
\begin{equation*}
g^{\prime}(x ; h) \leq t^{-1}[g(x+t h)-g(x)]+\rho\|h\| . \tag{3.13}
\end{equation*}
$$

Further, if $x$ belongs in fact to $\bar{x}+\frac{1}{4} \delta \mathbb{B}$, then for all $y \in \bar{x}+\frac{1}{4} \delta \mathrm{~B}$ and $x^{\star} \in \partial^{c} g(x)$ the description of $\partial^{c} g(x)$ in Proposition 3.4 in terms of $g^{\prime}(x ; \cdot)$ and the inequality (3.13) with $t=1$ yield

$$
\begin{equation*}
\left\langle x^{\star}, y-x\right\rangle \leq g(y)-g(x)+\rho\|y-x\| . \tag{3.14}
\end{equation*}
$$

Proposition 3.5 Let $X$ be a nonempty open convex subset of $E$ and $g: X \rightarrow \mathbb{R} \cup\{\infty\}$ be a lower semicontinuous function that is approximate convex at any point in $\operatorname{dom} g$, with dom $g$ being convex. Then $g$ is $\partial$-sds over $X$ provided $\partial g(x) \subset \partial^{c} g(x)$ for all $x \in X$.

Proof The analysis just in front of Proposition 3.4 says that Definition 3.1(i) holds. Further, (ii) of the same definition follows from Proposition 3.4 and from (3.13). Let us prove (iii). Let $v$ and $u$ as in the statement of Definition 3.1 and let $\varepsilon>0$. Fix any $y \in\left[v, u\left[\right.\right.$. Choose $\delta>0$ such that (3.9) holds over $y+\delta \mathbb{B}$ with $\frac{\varepsilon}{4}$ in place of $\rho$. For any $t>0$ with $t\|u-v\|<\delta / 2$ we obtain from (3.13),
(3.15) $g^{\prime}(y+t(u-v) ; u-v) \leq t^{-1}[g(y+2 t(u-v))-g(y+t(u-v))]+\frac{\varepsilon}{4}\|u-v\|$.

Now observe on the one hand that $g^{\prime}(y ; u-v)<+\infty$ because by (3.13)

$$
g^{\prime}(y ; u-v) \leq t^{-1}[g(y+t(u-v))-g(y)]+\frac{\varepsilon}{4}\|u-v\|
$$

and $y+t(u-v) \in \operatorname{dom} g$ for $t$ small enough. On the other hand, if $y \neq v$ we have $g^{\prime}(y ; u-v)>-\infty$ because by (3.10)

$$
g(y)-g(v) \leq \gamma\left(g^{\prime}(y ; u-v)+\frac{\varepsilon}{4}\|u-v\|\right)
$$

for some real number $\gamma>0$, and if $y=v$ we still have $g^{\prime}(y ; u-v)>-\infty$ taking the nonemptiness of $\partial g(v)$ into account. So, $g^{\prime}(y ; u-v)$ is finite. Further, using Proposition 3.4 it is easy to see that the equality

$$
\begin{equation*}
\lim _{t \downarrow 0} t^{-1}\left[g(y+2 t(u-v))-g(y+t(u-v)]=g^{\prime}(y ; u-v)\right. \tag{3.16}
\end{equation*}
$$

holds. It then follows from (3.15) and (3.16) that there exists some $\left.r_{0} \in\right] 0,1[$ with $r_{0}\|u-v\|<\delta / 4$ such that for all $\left.t \in\right] 0, r_{0}$ ]

$$
\begin{equation*}
g^{\prime}(y+t(u-v) ; u-v) \leq g^{\prime}(y ; u-v)+\frac{\varepsilon}{2}\|u-v\| \tag{3.17}
\end{equation*}
$$

For any fixed $\left.r \in] 0, r_{0}\right]$, put $w:=y+r(u-y)$ and consider any sequence $\left(x_{n}, x_{n}^{\star}\right) \in$ $\partial g$ with $\left(x_{n}\right)$ converging to some $x_{0} \in[y, w[$. Then (3.14) says that we have for $n$ large enough

$$
\left\langle x_{n}^{\star}, w-x_{n}\right\rangle \leq g(w)-g\left(x_{n}\right)+\frac{\varepsilon}{4}\left\|w-x_{n}\right\|
$$

and hence using the lower semicontinuity of $g$

$$
\liminf _{n \rightarrow \infty}\left\langle x_{n}^{\star}, w-x_{n}\right\rangle \leq g(w)-g\left(x_{0}\right)+\frac{\varepsilon}{4}\left\|w-x_{0}\right\| .
$$

Taking (3.10) into account, the latter yields

$$
\begin{equation*}
\liminf _{n \rightarrow \infty}\left\langle x_{n}^{\star}, w-x_{n}\right\rangle \leq g^{\prime}\left(w ; w-x_{0}\right)+\frac{\varepsilon}{2}\left\|w-x_{0}\right\| . \tag{3.18}
\end{equation*}
$$

As $w=y+r(u-y)=y+s(u-v)$ for some $s \in] 0, r]$, (3.17) gives

$$
g^{\prime}(w ; u-v) \leq g^{\prime}(y ; u-v)+\frac{\varepsilon}{2}\|u-v\|
$$

and this inequality may be written in the form

$$
\begin{equation*}
g^{\prime}\left(w ; w-x_{0}\right) \leq g^{\prime}\left(y ; w-x_{0}\right)+\frac{\varepsilon}{2}\left\|w-x_{0}\right\| . \tag{3.19}
\end{equation*}
$$

According to (3.18) and (3.19), we conclude

$$
\liminf _{n \rightarrow \infty}\left\langle x_{n}^{\star}, w-x_{n}\right\rangle \leq g^{\prime}\left(y ; w-x_{0}\right)+\varepsilon\left\|w-x_{0}\right\|
$$

The three examples of functions $g$ above given by Propositions 3.2, 3.3, and 3.5 were already known, with separate different proofs, to satisfy the integration property (1.1). Actually, the class of sds functions is much larger as the following corollary says.

Corollary 3.1 Let $X$ be a nonempty open convex subset of $E$ and $g_{1}: X \rightarrow \mathbb{R} \cup\{\infty\}$ be a lower semicontinuous function which is approximate convex with dom $g_{1}$ being convex. Let $g_{2}: X \rightarrow \mathbb{R}$ be locally Lipschitz and Clarke directionally regular on $X$. Assume that $\partial$ is the Clarke subdifferential. Then $g_{1}+g_{2}$ is sds over $X$.

Proof We know by Theorem 2.9.8 in [2] that assumption (3.2) is satisfied. Thus the corollary is a direct consequence of Propositions 3.1, 3.3, and 3.5.

There are Clarke directionally regular functions which are not approximate convex. To see this, consider the example of Spingarn [17, p. 83] of any even function $f:\left[-\frac{1}{2}, \frac{1}{2}\right] \rightarrow \mathbb{R}$ such that
(i) $\quad f(0)=0$ and $f\left(\frac{1}{n}\right)=\frac{1}{n}-\frac{1}{n^{2}}$ for all integers $n \geq 2$;
(ii) for each integer $n \geq 2$, the usual derivative $\nabla f$ exists and is continuous and decreasing on the open interval $] \frac{1}{n+1}, \frac{1}{n}[$;
(iii) $f_{+}^{\prime}\left(\frac{1}{n+1}\right)=1$, and $f_{-}^{\prime}\left(\frac{1}{n}\right)=0$ for all integers $n \geq 2$, where $f_{+}^{\prime}$ and $f_{-}^{\prime}$ denote the right and left derivatives respectively.
For such a function $f$, one has $|x|-x^{2} \leq f(x) \leq|x|$ for all $\left.x \in\right]-\frac{1}{2}, \frac{1}{2}[$ and hence $f^{\prime}(0 ; v)=|v|$ for all $v \in \mathbb{R}$. So $\partial^{F} f(0)=[-1,1]$ and the Lipschitz function $f$ is Clarke directionally regular on $]-\frac{1}{2}, \frac{1}{2}\left[\right.$. Observing that $f^{\prime}\left(\frac{1}{n} ;-1\right)=-f_{-}^{\prime}\left(\frac{1}{n}\right)=0$ we may choose for each $n$ some $\left.t_{n} \in\right] 0, \frac{1}{n}[$ such that

$$
\begin{equation*}
\frac{f\left(\frac{1}{n}-t_{n}\left(\frac{1}{n}-\frac{1}{n+1}\right)\right)-f\left(\frac{1}{n}\right)}{t_{n}\left(\frac{1}{n}-\frac{1}{n+1}\right)} \geq-\frac{1}{4} \tag{3.20}
\end{equation*}
$$

As for

$$
q_{n}:=\frac{f\left(\frac{1}{n+1}\right)-f\left(\frac{1}{n}\right)}{\frac{1}{n}-\frac{1}{n+1}}
$$

we have $\lim _{n \rightarrow \infty} q_{n}=-1$; we see that $\lim _{n \rightarrow \infty}\left(q_{n}+\frac{1}{2}\left(1-t_{n}\right)\right)=-\frac{1}{2}$ and hence for every integer $n$ sufficiently large

$$
-\frac{1}{4}>q_{n}+\frac{1}{2}\left(1-t_{n}\right)
$$

Combining the latter inequality and (3.20), we get

$$
\begin{aligned}
& f\left(\frac{1}{n}-t_{n}\left(\frac{1}{n}-\frac{1}{n+1}\right)\right)> \\
& \frac{1}{2} t_{n}\left(1-t_{n}\right)\left(\frac{1}{n}-\frac{1}{n+1}\right)+\left(1-t_{n}\right) f\left(\frac{1}{n}\right)+t_{n} f\left(\frac{1}{n+1}\right)
\end{aligned}
$$

which contradicts the approximate convexity of $f$ at 0 (the number $\rho$ in (3.9) cannot be smaller than $1 / 2$ ). So the Lipschitz function $f$ is Clarke directionally regular but not approximate convex at 0 .

It is also obvious for a function $f$ as above that if $g$ is approximate convex but not locally Lipschitz, then the function $f+g$ may be neither locally Lipschitz nor approximate convex. This means that the class of functions which can be written in the form $g_{1}+g_{2}$ of the above corollary is actually larger than the ones of Propositions 3.3 and 3.5.

In the next section we will establish the extended integration property related to (1.2) for sds functions. So we may point out that the fact that such a property holds for functions $g_{1}+g_{2}$ as provided by Corollary 3.1 is new. Indeed, even in Hilbert space such functions may be non primal lower nice in the sense of Poliquin.

There are also sds functions $g$ which cannot be written in the form $g_{1}+g_{2}$ as in Corollary 3.1. Indeed, as it can be checked, the function $g$ defined on $\mathbb{R}^{2}$ by

$$
g(x, y)= \begin{cases}\sqrt{y}-2 \sqrt{x} & \text { if } 0 \leq x \leq y \\ \infty & \text { otherwise }\end{cases}
$$

is sds but it is not in the class of functions of Corollary 3.1.

## $4 \gamma$-Inclusion of Subdifferentials

This section is devoted to showing how some techniques developed in our paper [19] can be adapted to the study of enlarged inclusion of subdifferentials of functions in the class of sds functions introduced in the previous section. The famous Rockafellar integration result (see $[13,14]$ ) states that the inclusion $\partial f(x) \subset \partial g(x)$ for every $x \in E$ and for $f$ and $g$ convex and lower semicontinuous ensures that the functions $f$ and $g$ are equal up to an additive constant. Theorem 2.1 in [19] extends the Rockafellar result in the sense that the convexity assumption is required only for $g$ and the inclusion above is replaced by the inclusion $\partial f(x) \subset \partial g(x)+\gamma \mathrm{BB}$ for some $\gamma \geq 0$, and it proves that the difference of the functions $f$ and $g$ is $\gamma$-Lipschitz over their effective domains which must be identical. Here we generalize this result establishing that it still holds if we replace the convexity assumption of $g$ by just its sds property. In so doing, we provide via Proposition 3.1 and Corollary 3.1 some new concrete functions for which the integration property holds.

Theorem 4.1 Let $X$ be an open convex subset of $E$ and $\partial_{1}$ and $\partial_{2}$, two presubdifferential operators. Let $\gamma$ be a real non negative number. Let $g: E \rightarrow \mathbb{R} \cup\{+\infty\}$ be a lower semicontinuous function that is $\partial_{2}$-sds on $X$ and let $f: E \rightarrow \mathbb{R} \cup\{+\infty\}$ be a lower semicontinuous function with $X \cap \operatorname{dom} f \neq \varnothing$.
(a) If

$$
\begin{equation*}
\partial_{1} f(x) \subset \partial_{2} g(x)+\gamma \| \mathrm{B} 3 \quad \text { for all } x \in X \tag{4.1}
\end{equation*}
$$

then $X \cap \operatorname{dom} f=X \cap \operatorname{dom} g$ and for all $u \in X$ and $v \in X \cap \operatorname{dom} g$ the following inequalities hold

$$
g(u)-g(v)-\gamma\|u-v\| \leq f(u)-f(v) \leq g(u)-g(v)+\gamma\|u-v\| .
$$

(b) Further, the converse also holds provided $\partial_{1} f(x) \subset \partial^{c} f(x)$ and $\partial_{2} g(x) \supset \partial^{c} g(x)$ for all $x \in X$.

Proof (a) Note first that Theorem 2.1 ensures that $X \cap \operatorname{dom} \partial_{1} f \neq \varnothing$. Fix $v \in$ $X \cap \operatorname{dom} \partial_{1} f$ and $u \in X$. Thanks to assumption (4.1) we have $v \in \operatorname{dom} \partial_{2} g$ and hence $g(v) \in \mathbb{R}$. We are going to prove

$$
\begin{equation*}
f(u)-f(v) \leq g(u)-g(v)+\gamma\|u-v\| \tag{4.2}
\end{equation*}
$$

The inequality obviously holds for $u=v$ or for $g(u)=+\infty$. So, suppose $u \in \operatorname{dom} g$ along with $u \neq v$ and fix any real number $\varepsilon>0$.

Consider any $v^{\prime} \in\left[v, u\left[\cap \operatorname{dom} f\right.\right.$ with $v^{\prime} \neq u$. Choose any $\left.r \in\right] 0,1[$ satisfying property (iii) in Definition 3.1 with $y=v^{\prime}$ and with $\varepsilon / 2$ in place of $\varepsilon$ and such that, by definition of $g^{\prime}\left(v^{\prime} ; u-v^{\prime}\right)$ and by property (ii) of Definition 3.1, for all $\left.\left.t \in\right] 0, r\right]$

$$
g^{\prime}\left(v^{\prime} ; u-v^{\prime}\right) \leq t^{-1}\left[g\left(v^{\prime}+t\left(u-v^{\prime}\right)\right)-g\left(v^{\prime}\right)\right]+\frac{\varepsilon}{2}\left\|u-v^{\prime}\right\| .
$$

So, for $w:=v^{\prime}+r\left(u-v^{\prime}\right)$ we get

$$
\begin{equation*}
g^{\prime}\left(v^{\prime} ; w-v^{\prime}\right) \leq g(w)-g\left(v^{\prime}\right)+\frac{\varepsilon}{2}\left\|w-v^{\prime}\right\| . \tag{4.3}
\end{equation*}
$$

We proceed now to show that the following inequality holds

$$
\begin{equation*}
f(w)-f\left(v^{\prime}\right) \leq g(w)-g\left(v^{\prime}\right)+(\gamma+\varepsilon)\left\|w-v^{\prime}\right\| . \tag{4.4}
\end{equation*}
$$

Fix any integer $k \in \mathbb{N}$ and put $f_{k}(x)=f(x)$ if $x \neq w, f_{k}(x)=f(w)$ if $f(w) \in \mathbb{R}$, and $f_{k}(x)=k$ otherwise. The function is lower semicontinuous and hence the mean value theorem (Theorem 2.1) says there are $x_{0} \in\left[v^{\prime}, w\left[, x_{n} \rightarrow x_{0}\right.\right.$, and $x_{n}^{\star} \in \partial_{1} f_{k}\left(x_{n}\right)=$ $\partial_{1} f\left(x_{n}\right)$ such that

$$
\begin{equation*}
\left\|w-v^{\prime}\right\|^{-1}\left(f_{k}(w)-f\left(v^{\prime}\right)\right) \leq\left\|w-x_{0}\right\|^{-1} \lim _{n \rightarrow \infty}\left\langle x_{n}^{\star}, w-x_{n}\right\rangle . \tag{4.5}
\end{equation*}
$$

By assumption (4.1), we have $x_{n}^{\star}=z_{n}^{\star}+e_{n}^{\star}$ with $z_{n}^{\star} \in \partial_{2} g\left(x_{n}\right)$ and $\left\|e_{n}^{\star}\right\| \leq \gamma$, and hence

$$
\begin{equation*}
\liminf _{n \rightarrow \infty}\left\langle x_{n}^{\star}, w-x_{n}\right\rangle \leq \liminf _{n \rightarrow \infty}\left\langle z_{n}^{\star}, w-x_{n}\right\rangle+\gamma\left\|w-x_{0}\right\| . \tag{4.6}
\end{equation*}
$$

Further, the choice of $r$ above and (3.1) give

$$
\begin{gathered}
\liminf _{n \rightarrow \infty}\left\langle z_{n}^{\star}, w-x_{n}\right\rangle \leq g^{\prime}\left(v^{\prime} ; w-x_{0}\right)+\frac{\varepsilon}{2}\left\|w-x_{0}\right\| . \\
\text { As }\left\|w-x_{0}\right\|^{-1}\left(w-x_{0}\right)=\left\|w-v^{\prime}\right\|^{-1}\left(w-v^{\prime}\right) \text {, using (4.3), (4.5) and (4.6) we obtain } \\
\left\|w-v^{\prime}\right\|^{-1}\left(f_{k}(w)-f\left(v^{\prime}\right)\right) \leq\left\|w-v^{\prime}\right\|^{-1}\left(g(w)-g\left(v^{\prime}\right)+\frac{\varepsilon}{2}\left\|w-v^{\prime}\right\|\right)+\frac{\varepsilon}{2}+\gamma
\end{gathered}
$$

which entails

$$
f_{k}(w)-f\left(v^{\prime}\right) \leq g(w)-g\left(v^{\prime}\right)+(\gamma+\varepsilon)\left\|w-v^{\prime}\right\| .
$$

So, (4.4) is true because the last inequality holds for all $k \in \mathbb{N}$.
Now, as in [19] we put
$\sigma:=\sup \{t \in] 0,1]: f(v+t(u-v))-f(v) \leq g(v+t(u-v))-g(v)+(\gamma+\varepsilon)\|t(u-v)\|\}$
and $y:=v+\sigma(u-v)$. By (4.4) with $v$ in place of $v^{\prime}$, the set defining $\sigma$ is nonempty. So, the continuity of the restriction of $g$ to the segment $[u, v$ ] (see (i) in Definition 3.1) and the lower semicontinuity of $f$ ensure that the supremum above is attained. Further, according to Definition 3.1(i) one has $g(y)<+\infty$ and hence $f(y)<+\infty$. We claim $y=u$. Otherwise $y \in[v, u[$ and $\sigma \in[r, 1[$. Choose for this element $y$ some $\rho \in] 0,1[$ satisfying Definition 3.1(iii) with $\varepsilon / 2$ in place of $\varepsilon$ and such that, by definition of $g^{\prime}(y ; \cdot)$ and by Definition 3.1(ii), for all $\left.t \in\right] 0, \rho$ ]

$$
g^{\prime}(y ; u-y) \leq t^{-1}[g(y+t(u-y))-g(y)]+\frac{\varepsilon}{2}\|u-y\| .
$$

For $w:=y+\rho(u-y)$ we get

$$
g^{\prime}(y ; w-y) \leq g(w)-g(y)+\frac{\varepsilon}{2}\|w-y\| .
$$

Using (4.4) with $y$ in place of $v^{\prime}$, we obtain

$$
\begin{equation*}
f(w)-f(y) \leq g(w)-g(y)+(\gamma+\varepsilon)\|w-y\| . \tag{4.7}
\end{equation*}
$$

As the supremum defining $\sigma$ is attained, we also have

$$
f(y)-f(v) \leq g(y)-g(v)+(\gamma+\varepsilon)\|y-v\|
$$

Adding that inequality and (4.7) yields

$$
f(w)-f(v) \leq g(w)-g(v)+(\gamma+\varepsilon)\|w-v\| .
$$

This contradicts the definition of $\sigma$ and hence $y=u$, which entails that (4.2) holds.
Now we prove $X \cap \operatorname{dom} f=X \cap \operatorname{dom} g$. Take any $v \in X \cap \operatorname{dom} f$ and choose by Theorem 2.1 a sequence $\left(v_{n}\right)$ in $X \cap \operatorname{dom} \partial_{1} f$ with $v_{n} \rightarrow v$ and $f\left(v_{n}\right) \rightarrow f(v)$. For every $u \in X \cap \operatorname{dom} g$ we have by (4.2)

$$
f(u)-f\left(v_{n}\right) \leq g(u)-g\left(v_{n}\right)+\gamma\left\|u-v_{n}\right\|
$$

and hence $X \cap \operatorname{dom} g \subset X \cap \operatorname{dom} f$. The inequality above also ensures by the lower semicontinuity of $g$

$$
\begin{equation*}
f(u)-f(v) \leq g(u)-g(v)+\gamma\|u-v\| \tag{4.8}
\end{equation*}
$$

and this obviously implies $v \in X \cap \operatorname{dom} g$. Therefore

$$
X \cap \operatorname{dom} f=X \cap \operatorname{dom} g
$$

and (4.8) holds true for all $u, v \in X \cap \operatorname{dom} g=X \cap \operatorname{dom} f$.
Further, taking $u$ and $v$ in $X \cap \operatorname{dom} g$ and interchanging $u$ and $v$ in (4.8) we obtain

$$
g(u)-g(v)-\gamma\|u-v\| \leq f(u)-f(v)
$$

and this also holds for any $u \in X$ and $v \in X \cap \operatorname{dom} g=X \cap \operatorname{dom} f$. So, we have proved

$$
\begin{equation*}
g(u)-g(v)-\gamma\|u-v\| \leq f(u)-f(v) \leq g(u)-g(v)+\gamma\|u-v\| \tag{4.9}
\end{equation*}
$$

for all $u \in X$ and $v \in X \cap \operatorname{dom} g$.
(b)Let us prove now the converse. Fix any $x \in X \cap \operatorname{dom} \partial_{1} f$ and any $h \in E$ and observe that (4.9) entails $y \rightarrow_{f} x$ if and only if $y \rightarrow_{g} x$. Choose $r>0$ such that

$$
(x+r] B)+] 0, r[(h+r] B) \subset X,
$$

and fix any $\varepsilon \in] 0, r[$. Then for any $y \in(x+\varepsilon \mathbb{B} B) \cap \operatorname{dom} f, v \in h+\varepsilon \mathbb{B}$ and $t \in] 0, \varepsilon[$, we derive from (4.9)

$$
t^{-1}[f(y+t v)-f(y)] \leq t^{-1}[g(y+t v)-g(y)]+\gamma\|v\|
$$

and hence for any $\eta \in] 0, \varepsilon[$
$\limsup _{\substack{y \rightarrow f x \\ t \downarrow 0}} \inf _{v \in h+\eta \mathbb{B}} t^{-1}[f(y+t v)-f(y)] \leq \limsup _{\substack{y \rightarrow g \\ t \downarrow 0}} \inf _{v \in h+\eta \mathbb{B}} t^{-1}[g(y+t v)-g(y)]+\gamma\|h\|+\gamma \varepsilon$.

We deduce from that inequality and (2.2)

$$
f^{\uparrow}(x ; h) \leq g^{\uparrow}(x ; h)+\gamma\|h\|+\gamma \varepsilon .
$$

As this holds for all $\varepsilon \in] 0, r[$, we obtain

$$
f^{\uparrow}(x ; h) \leq g^{\uparrow}(x ; h)+\gamma\|h\|
$$

which obviously yields, by the Moreau-Rockafellar subdifferential formula in convex analysis applied at the origin to the $\operatorname{sum} g^{\uparrow}(x ; \cdot)+\gamma\|\cdot\|$,

$$
\partial^{c} f(x) \subset \partial^{c} g(x)+\gamma \mathbb{B} .
$$

The proof is then complete because of the assumptions

$$
\partial_{1} f(x) \subset \partial^{c} f(x) \quad \text { and } \quad \partial^{c} g(x) \subset \partial_{2} g(x)
$$

concerning the subdifferential $\partial$.
Of course, the equality $\partial^{c} g(x)=\partial_{2} g(x)$ (and hence the required inclusion in (b) of the theorem) holds whenever $\partial_{2}$ is the Clarke subdifferential. It also holds for any presubdifferential provided $g$ is convex. Another important example where that equality is still true is given by the inclusions $\partial^{F} g \subset \partial_{2} g \subset \partial^{c} g$ and the property of approximate convexity of $g$ according to Proposition 3.4. When $g$ is locally Lipschitz, the property (see (3.6))

$$
\left\{x^{\star} \in E^{\star}:\left\langle x^{\star}, h\right\rangle \leq d^{-} g(x ; h), \forall h \in E\right\} \subset \partial_{2} g(x) \subset \partial^{c} g(x)
$$

also obviously entails the equality $\partial^{c} g(x)=\partial_{2} g(x)$ whenever $g$ is Clarke regular.

## References

[1] J. M. Borwein, Minimal CUSCOS and subgradients of Lipschitz functions. In: Fixed Point Theory and Applications, (J. B. Baillon and M. Thera, eds.), Pitman Lectures Notes in Mathematics 252, Longman, Harlow, 1991, pp. 57-82.
[2] F. H. Clarke, Optimization and Nonsmooth Analysis. Wiley, New York, 1983.
[3] R. Correa and A. Jofré, Tangentially continuous directional derivatives in nonsmooth analysis. J. Optim. Theory Appl. 61(1989), 1-21.
[4] R. Correa and L. Thibault, Subdifferential analysis of bivariate separate regular functions. J. Math. Anal. Appl. 148(1990), 157-174.
[5] L. Gajek and D. Zagrodny, Geometric mean value theorems for the Dini derivative. J. Math. Anal. Appl. 191(1995), 56-76.
[6] M. Geoffroy, F. Jules and M. Lassonde, Integration of subdifferentials of lower semicontinuous functions. Preprint 00-02 (2000), Dept. Math. Université des Antilles et de la Guyane.
[7] A. Jourani, Subdifferentiability and subdifferential monotonicity of $\gamma$-paraconvex functions. Control Cybernet. 25(1996), 721-737.
[8] M. Ivanov and N. Zlateva, Abstract subdifferential calculus and semi-convex functions. Serdica Math. J. 23(1997), 35-58.
[9] B. Mordukhovich and Y. Shao, Nonsmooth sequential analysis in Asplund spaces. Trans. Amer. Math. Soc. 348(1996), 1235-1280.
[10] H. Ngai, D. T. Luc and M. Théra, Approximate convex functions. J. Nonlinear Convex Anal. 1(2000), 155-176.
[11] R. A. Poliquin, Subgradient monotonicity and convex functions. Nonlinear Anal. 14(1990), 305-317.
[12] _ Integration of subdifferentials of nonconvex functions. Nonlinear Anal. 17(1991), 385-398.
[13] R. T. Rockafellar, Characterization of the subdifferentials of convex functions. Pacific J. Math. 17(1966), 497-510.
[14] $\longrightarrow$, On the maximal monotonicity of subdifferential mappings. Pacific J. Math. 33(1970), 209-216.
[15] , Favorable classes of Lipschtz-continuous functions in subgradient optimization. In: Progress in Nondifferentiable Optimization, (E. Nurminski, ed.), IIASA Collaborative Proceedings Series, International Institute of Applied Systems Analysis, Laxenburg, Austria, 1982, pp. 125-143.
[16] S. Rolewicz, On the coincidence of some subdifferentials in the class of $\alpha(*)$-paraconvex functions. Optimization 50(2001), 353-363.
[17] J. E. Spingarn, Submonotone subdifferentials of Lipschitz functions. Trans. Amer. Math. Soc. 264(1981), 77-89.
[18] L. Thibault, A note on the Zagrodny mean value theorem. Optimization 35(1995), 127-130.
[19] L. Thibault and D. Zagrodny, Integration of subdifferentials of lower semicontinuous functions on Banach spaces. J. Math. Anal. Appl. 189(1995), 33-58.
[20] D. Zagrodny, Approximate mean value theorem for upper subderivatives. Nonlinear Anal. 12(1988), 1413-1428.

Department of Mathematics
University Montpellier II
34095 Montpellier
France

Faculty of Mathemtics
and Natural Sciences
College of Sciences
Cardinal Stefan Wyszynski University
Warszawa 01-815
Poland


[^0]:    Received by the editors May 13, 2002; revised June 30, 2004.
    AMS subject classification: 49J52, 46N10, 58C20.
    Keywords: subdifferential, directionally regular function, approximate convex function, subdifferentially and directionally stable function.
    (C)Canadian Mathematical Society 2005.

