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ABSTRACT 

In t h i s  review paper on software techniques, the  concepts of 
"software system" and "data base in ter face"  a r e  defined i n  the  context  
of astronomical data analys is  requirements. Pr inciples  of software 
desiqn and maintainance over a r e  discussed. 

A de l ibe ra te  e f f o r t  was made t o  stay a s  close as possible t o  the 
astronomical application and not deviate too much i n t o  computer science. 

1 INTRODUC T I O N  

The analys is  of multidimensional data s t ruc tu re  is more commonly 
known a s  Image Processing. Imaqe processing i s  of growing importance 
f o r  modern astronomical data analysis .  A t  the  Space Telescope Science 
I n s t i t u t e ,  a data analys is  system for  data generated by t h e  Science 
Instruments of the  Space Telescope is being defined. Although I w i l l  i n  
t h i s  presentation frequently r e f e r  t o  Space Telescope or iented applica- 
t ions ,  t h i s  is  meant a s  an example only; t h e  development has j u s t  begun, 
and the  design has not been f ina l i zed  (Albrecht, 1981) 

2. DATA 

Image-type data usually cane from panoramic detectors.  These a re  
devices which t r ans fe r  an i n t e n s i t y  d i s t r ibu t ion  i n t o  an array of d igi -  
t a l l y  represented data points.  Already, such detectors  a r e  i n  
widespread use and they w i l l  become more commn with evolving technology 
and lower prices. 

But even data obtained with the  more conventional technique of the 
photographic process q u i t e  often a r e  avai lable  i n  d i g i t a l  form. Micro- 
densitometers a r e  being used t o  d i g i t i z e  astronomical p la tes .  Aside 
from the  f a c t  t h a t  data qenerated by two-dimensional e l ec t ron ic  
detectors a r e  l i n e a r  with in tens i ty  and data obtained by d i g i t i z i n g  a 

C. Jaschek and W. Heintz (eds.), Automated Data Retrieval in Astronomy, 87-97. 
Copyright @ 1982 by D. Reidel Publishing Company. 

https://doi.org/10.1017/S0252921100082737 Published online by Cambridge University Press

https://doi.org/10.1017/S0252921100082737


88 R. ALBRECHT 

photographic p l a t e  a r e  recorded in  density uni ts ,  the re  is no difference 
in  pr inciple  between processing data from two-dimensional detectors and 
processing microdensitome t e r  data. 

Data i n  such s e t s  consis t  of d i f f e r e n t  elements. The data points 
of the  image i t s e l f  a re  usually re fe r red  t o  a s  p ixe l s  or  p ic ture  e le-  
ments. In addit ion t o  the p ixel  data, t h e r e  is  addit ional  information 
needed t o  i n t e r p r e t  the  p ixels .  This pa r t  of the  data s e t  is  known a s  
the  header. Note t h a t  the re  is no di f ference  between pixel  data and 
header data a s  f a r  a s  t h e i r  presence i n  t h e  data s e t  i s  concerned. 

Other data log ica l ly  belonging t o  the header data a r e  the 
engineering data. Engineering data a r e  not of immediate astronomic 
i n t e r e s t  but r a the r  r e f e r  t o  events on, f o r  example, a spacecraft.  The 
engineering data might become astronomically re levant  once they indicate  
s i t u a t i o n s  which a f f e c t  the image data. A recent  example is the 
temperature of t h e  onboard computer of t h e  I U E  s a t e l l i t e .  

There a r e  auxi l iary  data,  f o r  instance,  comments given by the  
observer a t  the  time of measurement. Auxiliary data can a l s o  he 
accumulated during the processing of the  data. In some systems such 
aux i l i a ry  data a r e  col lec ted in  a t r a i l e r  f i l e .  Ideal ly ,  the  t r a i l e r  
f i l e  i s  open-ended, so a l l  addit ional  information can be accommodated. 

The p ixe l s  within an image a re  usually s t ructured i n  some 
approximation of a rectangular coordinate system. In theory, it could 
he a system other than a rectangular one, but for technical  reasons, 
t h i s  i s  the  system most of ten  used. Within such a rectangular 
coordinate system the  p ixe l s  a re  arranqed i n  l i n e s ,  l i n e s  are  grouped t o  
frames, and sometimes frames a r e  qrouped t o  cubes. There i s  no 
theore t i ca l  l i m i t  t o  the  dimension of a data s e t ,  hut for p rac t i ca l  
reasons, data  dimensionality ends usually a t  three. 

Examples f o r  data cubes are:  severa l  two-dimensional frames, 
stacked in  time. Another case, occuring very of ten  in radio-astronomy, 
i s  il number of two-dimensional frames, stacked i n  frequency, t o  examine 
veloci ty  d i s t r i b u t i o n s  i n  a f i e ld .  

Data caning from the detector  o r  a microdensitometer are  usually 
represented in  in teger  notation. For fu r the r  data analys is  it is useful  
t o  convert the data i n t o  f loa t ing  point  notation. Although t h i s  i s  
somewhat more cos t ly  i n  terms of storage and processing speed, it more 
than pays f o r  i t s e l f  in  terms of ease of programming and safety during 
the  reduction. Anybody who has ever divided a heavily exposed f l a t  
f i e l d  frame in to  a low s ignal  data frame w i l l  appreciate that .  

A serious problem i n  image processing i s  the quanti ty of the  
data.  A t y p i c a l  frame of 500  x 500 p i x e l s  holds a quarter  mill ion data 
points. As we begin t o  arranqe many such frames in to  cubes, the  data 
quant i ty  qrows by orders of magnitude. I t  i s  obvious t h a t  e f f i c i e n t  
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s t r a t e g i e s  have t o  be used f o r  r e t r i ev ing  such data from a storage 
medium. 

Most data a r e  stored on magnetic tape as the  r e s u l t  of a data 
acquis i t ion process. For data analys is ,  they have t o  be t ransferred t o  
a f a s t e r  medium, which today i s  the  magnetic disk. Cn the disk,  the  
data have t o  be arranqed i n  a s t r u c t u r e  convenient fo r  r e t r i ev ing  them 
and i n  a format su i t ab le  f o r  analysis .  Note t h a t  there  a re  two 
d i f fe ren t  data formats: an in te rna l  format and an external  format. The 
in te rna l  format is  the representation of the  data on the system bulk 
storage. Different s t r a t e g i e s  can be used here depending on system 
design. Header f i l e s  can be connected with the image f i l e  or  kept 
separate. Auxiliary f i l e s  can be kept i n  image format o r  i n  t h e  
operating system provided format. The disk  can be s t ructured i n  block 
format o r  data can be arranged i n  some kind of hierarchy. 

Completely independent of the  in te rna l  format i s  the  data 
representation on an external  storage medium, for instance,  a magnetic 
tape for  transport ing images from one system t o  another. An agreed upon 
and already widely used standard i s  t h e  FITS (Flexible  Image Transport 
System) format (Wells and Greisen, 1979). For anybody t ranspor t ing 
images, I stronqly recommend adhering t o  t h e  FITS standard. Not because 
it is an extremely elegant o r  philosophically pleasing design, but  
because it works and it is already supported by severa l  major 
ins t i tu t ions .  

3.  DATA ANALYSIS FSQUIRW-ENTS 

A data  analys is  system, such a s  the  one designed t o  reduce the data 
produced by t h e  Science Instruments of t h e  Space Telescope, must be 
designed i n  such a way a s  to ,  i n  pr inciple ,  allow the f u l l  exploi ta t ion 
of the data. This is  not t o  say t h a t  a t  the  very beginning the system 
has t o  be capable of analyzing a l l  data in  a l l  possible ways, bu t  it 
means t h a t  the  system design has t o  allow for  l a t e r  upgrading of t h e  
exis t ing software. Such improvements a r e  necess i ta ted  both by the f a c t  
t h a t  we learn more about how t o  t r e a t  the  data a s  we gain experience 
with the new instruments, a s  well as  by developments i n  the f i e ld .  It 
i s  therefore imperative t h a t  the  design of the system does not preclude 
l a t e r  updates of the  baseline. 

There a lso  has t o  be a healthy margin of capacity. If the  system 
resources a re  only sized t o  handle the  requirements of the  basel ine  
system, very soon user demands w i l l  outgrow the hardware c a p a b i l i t i e s  of 
the system. This usually r e s u l t s  i n  e f f o r t s  t o  circumvent hardware 
l imi ta t ions  by software. Not only does t h i s  make the system much more 
complicated and much harder t o  maintain, i n  the  long run, it w i l l  a l s o  
be more expensive in terms of e f f o r t  and manpower. Today, hardware has 
become very affordable and no attempt should be made t o  economize on 
hardware. 
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One of the major requirements of any data  analys is  system is  t h a t  
it must be user-oriented and problem-oriented. Especially a t  v i s i t o r -  
or iented i n s t i t u t i o n s ,  the  s c i e n t i s t  cannot be expected to  familiarize 
himself with ru les  d ic ta ted  by and t a i l o r e d  t o  a pa r t i cu la r  computer 
system within the shor t  time he spends a t  the observatory. In other 
words, the  canmand language must be a s  close a s  possible t o  p la in  
English, and the individual  canmands must be rneaningf ul  i n  the context 
of astronomy. 

The data analys is  system a l s o  has t o  be in teract ive .  This means 
t h a t  it must be possible for  the  astronomer t o  e x p l i c i t l y  i n i t i a t e  every 
s t e p  i n  h i s  reduction procedure and check the  r e s u l t  i n  near r ea l  
time. Depending on these intermediate r e s u l t s ,  the  astronomer w i l l  
decide on and i n i t i a t e  execution of the next step. This procedure makes 
it possible fo r  the  astronomer t o  determine a reduction procedure 
approprate f o r  h i s  data. 

Of course, i n t e r a c t i v i t y  a l s o  has disadvantages, especia l ly  &en 
dealing with image data:  given the  amount of data points ,  "near r e a l  
time" can be up t o  several  minutes, depending on the operations 
performed. I n t e r a c t i v i t y  becomes dangerous a s  soon a s  machine reaction 
time exceeds the  human a t t en t ion  span, because the user w i l l  engage in 
other p a r e l l e l  a c t i v i t i e s ,  u l t imate ly  los ing control  over the  reduction 
procedure. 

Another disadvantage of i n t e r a c t i v i t y  is t h a t ,  by de f in i t ion ,  it 
requires  the  physical presence of the  user during the  reduction proce- 
dure. While t h i s  is  des i rable  during es tabl ishing a proper procedure, 
it w i l l  slow down rout ine  data reduction t o  an unacceptably low 
throughput ra te .  To remedy t h a t ,  it must be possible,  a f t e r  
in te rac t ive ly  es tab l i sh ing  t h e  bes t  reduction procedure, t o  switch t o  a 
mode of processing, i n  which the system executes ( loops  through) a s e t  
of reduction procedures for  a large  number of data frames. This capa- 
b i l i t y  is ca l l ed  batch-processing, o r  macro-processing. 

A key issue  i n  every data analys is  systen i s  the  system 
documentation. 

Not too long ago, t h e  typ ica l  s c i e n t i f i c  program did not even have 
camments within the  program, and the re  ce r t a in ly  was not any kind of 
high-level documentation. This s i t u a t i o n  has somewhat improved, but  it 
is sti l l  f a r  from ideal .  

In addit ion t o  the documented source code, the re  have to  be a t  
l e a s t  th ree  d i f f e r e n t  manuals: The User's Manual, which is  designed t o  
t e l l  the  user ( t h e  astronomer) how t o  operate the system, and, i n  
pa r t i cu la r ,  exactly what kind of operation is performed on h i s  data;  
the re  has t o  be an Application Programmer's Manual, explaining how t o  
wr i t e ,  maintain, and modify appl-ication programs for  the  system, how t h e  
data  a r e  stored on disk,  and how t o  invoke system services;  and f i n a l l y ,  
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a System Programmer's Nnua l  is 'required, explaining matters l i k e  the 
system archi tec ture .  

It i s  imperative t h a t  the documentation be maintained along with 
the  corresponding programs, so no gap w i l l  develop between the  software 
and its documentation. For the documentation t o  keep pace with rapidly 
developing software, t h i s  means t h a t  word-processing and s e l f -  
documentation techniques have to be employed. 

Another form of documentation which has t o  be avai lable  i n  an 
in te rac t ive  data analys is  system is on-line documentation. This form of 
documentation is usually referred t o  a s  t h e  "Help" function. Such a 
system fea tu re  allows the user t o  ask f o r  help and explanations from the 
system a t  any time during the  analys is  session. A well-designed help  
function, guiding the user through the system, e l iminates  the need to 
consult the printed version of t h e  User's Manual t o  a high degree and 
can make the data analys is  much more e f f i c i e n t .  

Information a l so  has t o  he provided i n  a d i f fe ren t  area:  on t h e  
s c i e n t i f i c  background of the  system operations. Not only is  it 
important t o  know how t o  operate a program t o  determine the  instrumental 
magnitudes of s t a r s  i n  a two-dimensional frame, f o r  the s c i e n t i s t  it is 
even more important t o  know which method (algori thm) is  used t o  
determine these magnitudes. In o ther  words, appl ica t ion programs of a 
data analysis  system should not be used a s  black boxes. M course, t h i s  
i s  only possible t o  a ce r t a in  degree--it is, a f t e r  a l l ,  not  possible t o  
understand jus t  what every s ingle  statement i n  every s ing le  program 
does. However, s u f f i c i e n t  information about the program has t o  be 
provided t o  change the  "black box" a t  l e a s t  t o  a "gray box." Only i n  
t h i s  way will it be possible f o r  the s c i e n t i s t  t o  assume respons ib i l i ty  
for the s c i e n t i f i c  r e s u l t s  derived from h i s  data. 

4. SYSTEM SOFTWARE 

In the case of a cmputer ized data processing system, the re  a re  
usually two l eve l s  of system software t o  consider. The f i r s t  l e v e l  i s  
t h e  host operating system. This operating system is usually vendor- 
supplied and cons i s t s  of an ensemble of programs which control  and 
supervise the ccmputer. This host  operating system maintains a direc- 
tory of f i l e s  on the  disk,  i n t e r p r e t s  and executes user commands and 
provides a number of system services.  It i s  cal led  the host operating 
system because it provides the  environment i n  which the  ac tua l  data 
processing system works. While the host operating system i s  cmputer  
oriented and the  cmmands it accepts are  t a i l o r e d  very much t o  t h e  
computer system, t h e  ac tual  data processing system software is much more 
oriented towards the  ac tual  application.  The s t ruc tu res  of both t h e  
host operating system and the data analys is  system a re  very s imi lar .  
Both consis t  of a cen t ra l  proqram, which understands and i n t e r p r e t s  
commands submitted f o r  execution by the  user. These commands a r e  
executed by invoking other  programs known a s  application programs ( Fig 
1 ) .  The application programs a r e  loaded in to  the cen t ra l  memory from 
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t h e  disk and e x i t  a f t e r  execution. Control is then t ransferred back t o  
the  command decoder ( F i g  1 )  There are  two reasons for having a data 
ana lys i s  subsystem res iding within a host operating system environ- 
ment: one reason i s  t h a t  the  cmmands of the  data analysis  subsystem 
can be made much more understandable t o  the user, the  astronomer; t h e  
other reason is  t h a t  i n  t h i s  way the  data analys is  software subsystem 
can be made t ranspor table  between canputers using d i f fe ren t  host 
operating systems. 

ENTRY 
COMMAND 
DECODER 

PROG I PROG 2 PROG N 

A s imi la r  consideration appl ies  t o  the application programs. As  
indicated i n  Figure 2,  t he  cen t ra l  pa r t  of an application program 
cons i s t s  of the alqorithm, f o r  example, a  c lever  way of obtaining a 
s t e l l a r  maqnitude i n  crowded f i e l d s .  This algorithm needs connections 
t o  the outs ide  w r l d .  User parameters, f o r  instance s t e l l a r  
coordinates, have t o  he t ransferred t o  the algorithm. Access t o  t h e  
data  base where the p ixels  a r e  stored has t o  be provided f o r  the 
algorithm. The alqorithm has t o  have a l i b r a r y  of mathematical and 
astronomical routines avai lable  f o r  the program. Final ly ,  an in ter face  
must e x i s t  between the  algorithm and the host operating system. This 
i n t e r f a c e  provides the  alqorithm with access t o  system services of 
various kinds, for  instance a system time service ,  but a l so  t o  more 
ccinplicated system services  l i k e  disk I/O. This modular s t ruc tu re  of 
the  application programs ensures t r anspor tab i l i ty  of such programs 
between d i f f e r e n t  data analys is  systems. It i s  a l so  helpful during the 
development of the  programs. Pbdular application proqr a m  with minimum 
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in te rac t ion  t o  o ther  appl ica t ion programs a r e  easy t o  develop and easy 
t o  debug. Canmunication between the  d i f fe ren t  modules i s  done by clean 
and well  defined in te r face  rout ines  (Allen and Ekers, 1980).  

FIG. 2 : A p p f i d o n  p h o g m  n&uc/tune. The nhaded 
boxeb LndicaXe n o @wane Lntetr(acen. 

There a l so  has t o  be communication between d i f fe ren t  appl ica t ion 
programs, Following the previous example, a f t e r  determining a  s t e l l a r  
magnitude i n  one application program, the  brightness has then t o  be 
ccanmunicated t o  a  d i f fe ren t  appl ica t ion program f o r  use in  fur ther  
processing. Such inter-program canmunication can be provided i n  t h e  
form of canmunication f i l e s  and system var iables  o r  stacks. 

While the in te rna l  s t ruc tu re  of the  data analys is  system and the  
application programs define the way the system works, t h i s  is  usually 
not v i s ib le  t o  the  user. The user working a t  the  terminal i s  confronted 
with a  ccanpletely d i f f e r e n t  aspect of the system, namely the  command 
language. The syntax of t h e  command language determines the  way t h e  
user has t o  canmunicate with the data analys is  software system. The 
command languaqe syntax a l so  determines t o  a  larqe  extent  how easy o r  
how d i f f i c u l t  it w i l l  be f o r  the user t o  ac tual ly  w r k  with the data 
analysis  system. As can he seen i n  Figure 1,  t he  command langiage 
syntax is defined by the command decoder. The conmunication between the 
command decoder and the application proqr ams i s  completely independent 
of the ccanmand language syntax. It i s  therefore  possible t o  communicate 
with a  s e t  of application programs through more than one command 
decoder , defining more than one cr~mand language. Another poss ib i l i ty  
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i s  t o  have cammand decoders who understand more than one canmand 
language. 

On the other hand, it is  possible to use application programs from 
d i f fe ren t  systems a s  long a s  t h e i r  respective software in te r faces  a r e  
supported. It i s  therefore  conceivable t o  have a hypothetical system 
consis t ing of appl ica t ion programs £ram many systems and invoke them i n  
t h e  canrnand language of a completely d i f f e r e n t  system. A data  analys is  
system following these  considerations is current ly  under development fo r  
t h e  analys is  of data generated by t h e  Faint  Object Camera of the Space 
Telescope. 

5. DATA BASE INTERFACE 

A s  already discussed i n  the f i r s t  chapter, data ready f o r  
processing usually res ide  on a magnetic disk. Access t o  the  magnetic 
d isk  i s  provided through the low l e v e l  device dr iver  in te r face  provided 
by the  host  operating system. Such l o w  l e v e l  in te r faces  a re  very 
s p e c i f i c  f o r  the  individual  canputer and the individual  hardware 
con£ iguration.  Using such l o w  l e v e l  in te r faces  i n  an application 
program therefore  makes them non-transportable and a lso  d i f f i c u l t  t o  
read and understand: low leve l  in te r faces  access the  disk i n  t h e  
hardware spec i f i c  form of sectors ,  blocks, o r  cylinders. For the 
application program, a high l eve l  in te r face  i s  des i rable ,  accessing the  
d isk  in  the astronomy or iented terms of p ixel  coordinates. 

High l e v e l  data base in te r face  rout ines  can a l s o  be standardized 
and seperated from the  ccanputer dependent low l e v e l  in ter faces  by layers  
of ccanmunication routines,  thereby making the  appl ica t ions  program and 
t o  some extent ,  even the high l e v e l  in te r face  transportable between 
d i f fe ren t  computers. Standardization and t r anspor tab i l i ty  a re  important 
considerations i n  an environment where software is being developed by 
more than one group. For t h e  Space Telescope Science Data Analysis 
System, software w i l l  be provided by the  teams developing the d i f fe ren t  
Science Instruments for the  telescope. A t  t h e  I n s t i t u t e ,  we a r e  
current ly  developing a system of standardized in ter faces  so the software 
developed i n  d i f fe ren t  places i s  usable and useful  t o  groups working a t  
o ther  ins ta l l a t ions .  

Standardization of the data base access is  of pa r t i cu la r  importance 
for  the  software development fo r  t h e  Space Telescope: the  data 
generated by the majority of the  Science Instruments a r e  image data, a s  
discussed i n  Chapter 2. A l l  programs have t o  access those data, The 
access has t o  be very e f f i c i e n t ,  so as  t o  optimize throughput. To f u l l y  
u t i l i z e  software developed a t  other i n s t i t u t i o n s ,  i n  pa r t i cu la r  software 
developed a t  the  Teams developing the  Science Instruments, it is c lear ly  
necessary t o  achieve standardization a s  e a r l y  a s  possible. 

Being able t o  use software t h a t  was developed elsewhere also 
implies t h a t  t h e  software be t ranspor table  between d i f fe ren t  
computers. It i s  c lea r ly  not possible t o  develop software t h a t  w i l l  run 
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on a l l  computers without modifications. However, following a few ra the r  
basic ru les ,  it is  e a s i l y  possible t o  develop software t h a t  w i l l  run on 
many canputers with only m a l l  modifications. Following those basic 
ru les  a lso  has another benef ic ia l  byproduct: it forces a modular, 
s t ructured design, which makes the  software eas ie r  t o  develop, t o  
understand, and t o  maintain. 

Adequate software maintainance is  a key issue,  especia l ly  f o r  
developing software i n  a research environment, where input comes from 
many d i f f e r e n t  sources, and the problems t o  be solved themselves a r e  
changing. A program, which i s ,  fo r  ins tance ,  developed a t  the  Wide 
Fie ld  Camera Instrument Team, even though it may be transportable,  i s  
not necessar i ly  usable f o r  Faint  Object Camera Data: the  WF/PC 
generates 12-bit data, while the FOC generates 16-bit data. Even a f t e r  
the program has been generalized t o  handle data from both instruments, 
it w i l l  have t o  be changed again t o  follow suggestions of the  astrono- 
mers, who have been using it. 

It is a l so  c lea r  t h a t  such changes, even though they might be 
benef ic ia l  and actual ly  improve the  program, have t o  be implemented with 
considerable care. Evidently, it is impossible t o  replace a pa r t i cu la r  
program by another program, even a b e t t e r  one, jus t  a s  it i s  impossible 
t o  replace the photomultiplier in  a photometer i n  the middle of an 
observing run. 

Such changes i n  the software have t o  be made i n  a careful ly  
controlled fashion. F i r s t ,  it has t o  be made ce r t a in  t h a t  the  requested 
change t o  the program does not jeopardize i t s  performance otherwise 
(e.g., increasing processing time by an order of magnitude). After 
making the change and implementing it, the  new vers ion w i l l  have t o  be 
t e s ted ,  both t o  make sure  t h a t  the  change produces the  desired r e s u l t s ,  
but  a l so  t o  ve r i fy  t h a t  other r e s u l t s  produced by the program have not 
been impacted by the  change. Final ly ,  the  program documentation has t o  
be updated and the program is  released t o  the users. This process is  
ca l l ed  Configuration Control. I t  is  one of t h e  most important aspects  
of a large software development project .  

Applying these  considerations t o  the  problem of data base 
in te r faces ,  we f ind the following s i tua t ion :  a t  the device dr iver  
l eve l ,  the  in te r face  i s  machine-oriented and thus  d i f f i c u l t  t o  
standardize and ce r t a in ly  not transportable.  A t  t he  highest level ,  
which i s  v i s ib le  t o  the  appl ica t ions  program, standardization i s  an 
absolute necessity. This leads t o  the concept of in te r face  routines 
consist ing of several  layers  of software between the  standardized f ron t  
end and the machine dependent device driver.  Using t h i s  concept, it i s  
even possible t o  maintain t r anspor tab i l i ty  of the  uppermost layers .  
Figure 3 shows t h i s  concept as  used in  the Tololo-Vienna In te rac t ive  
Image Processing System. On the  highest  l eve l ,  the  user accesses t h e  
image l i k e  a large  FORTRAN a r r a y ,  using an image name and the pixel  
coordinates a s  subscripts .  This makes it very easy for  the astronomer 
t o  wri te  programs performing operations on pixel  data. 
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PDP-11 

FRONT END: 
STRING I/O: 
BLOCK I/O: 

IPIX=IJ1AGE (IX, IY) 
CALL GREAD (LINE, IBUF, IUORDS, IERR) 
CALL QIO (....-) 

HARRIS-DATACRAFT 

FRONT END: IPIX-II1AGE (IX, IY) 
STRING I/O: CALL GREAD (LINE,IBUF,IUORDS,IERR) 
BLOCK I/O: CALL IFXXYY ( ) 
DEVI€E-4/G. Not-accessiMe 

VAX, PHYSICAL I/O 

FRONT END: IPIX=WAGE (IX, IY) 
STRING I/O: CALL GREAD (LINE, IBUF,IUORDS, IERR) 
BLOCK I/O: CALL SYSiGIQ ( ) 

TIG. 3: LayeAm -tnttn^aczM 
faon. di^QAtwt ho6t 

VAX. VIRTUAL I/O e.ompute/u. 
FRONT END: 
STRING I/O: 
BLOCK I/O: 

IPIX=II1AGE (IX, IY) 
> Happing 
> Hardware 
st-aceessible 

As can be seen, in this particular interface even the second level 
is standardized, making the complete first layer transportable. Contact 
with the host operating system is established only at the third level, 
where system services are being used to access the disk. This is not 
applicable to virtual I/O on the VAX, where the VAX-specific mapping 
features are being used in the first level. 

The question of the efficiency of such interfaces has been 
raised. Clearly, the fastest way of accessing the data is to skillfully 
use the machine-dependent features of the device driver. However, it is 
also clear that most astronomers are not willing to write programs at 
this level. 

On the other hand, there is undoubtedly some overhead associated 
with the high level access of the data base, sometimes slowing down 
processing considerably. The solution we have adopted is to make the 
Lower layers also accessible to the application program. Thus, if it 
becomes necessary to speed up a program developed by an astronomer, 
using front end calls, a system programmer can replace them by faster, 
low level access calls. 
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6. CONCLUSION 

The recent advances i n  hardware technology and t h e i r  appl ica t ion t o  
astronomical data acquintion a s  examplified by panoramic detectors  and 
o rb i t ing  observatories,  have brought about the necessi ty t o  r e f ine  the 
software too l s  needed t o  analyze t h e  data. These too l s  e x i s t ,  however, 
astronomers have not qu i t e  learned how t o  use them e f f i c i e n t l y .  It must 
be emphasized t h a t  the  long term re turn  on investments i n  hardware and 
manpower ult imately depends on the  qua l i ty  of the software used f o r  the '  
analysis  of the  data. 
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