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ON OUTER-COMMUTATOR WORDS 

J E R E M Y WILSON 

Introduction. Let F be the group freely generated by the countably 
infinite set X = \ i, . . .}. Let w(x ) be a reduced word 
representing an element of F and let G be an arbitrary group. Then V(w, G) 
will denote the set 

M g l , g2, • • • , gn)\gi ê G) 

whose elements will be called values of w in G. The subgroup of G generated by 
V(w, G) will be called the verbal subgroup of G with respect to w and be denoted 
by w(G). 

A conjecture attributed by Turner-Smith [7] to P. Hall states that if V(w,G) 
is finite, then w(G) is finite. A word w for which the conjecture holds for all 
groups G is called concise. I t is an unsettled problem whether all words are 
concise. For a survey of present knowledge on this problem the reader is 
referred to D. Robinson [5]. In [7] Turner-Smith made a detailed study 
of conciseness for a special class of commutator words, namely the outer-
commutator words (henceforth OC-words,) which we now define. 

Take T to be the set of all commutator subgroup functions <f> (see P. Hall 
[1]) obtainable from the identity function y (define by y(G) = G for all 
groups G) by a finite succession of commutator operations. For <£, \f/ G I \ 
define 

{U){G) = [*(G), HG)], 

so that T is a commutative groupoid generated by the single element y. For 
each (j> Ç T we may now define the length /($), by taking /(y) = 1 and 
l(afi) = / ( « ) + l(/3) for a, (3 Ç T. We now associate with each element of T a 
word as follows: 

(i) with 7 is associated the word X\\ 
(ii) if u(xu X 2 ) • • • j JvT ) and v(x\, . . . , xs) are associated with <j> and \[/ G T 

respectively, then 

[tl(Xi, X2, . . . , Xr), V(xr+l, . . . Xr+S)] 

is associated with 0^. 
The collection of all words associated with elements of T are called outer-

commutator words. In future, if w is a word associated with cj> G T, then F(ze>, G) 
will be denoted 0*(G). (It should be noted that, though two different words 
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OUTER-COMMUTATOR WORDS 609 

can be associated with the same subgroup-function, they will always give rise 
to the same value set.) 

In this paper it will be proved that 

THEOREM 1. All outer-commutator words are concise. 

A related problem to that of conciseness is verbal ellipticity. Let w as before 
be an element of F and G be an arbitrary group. If x is an element of w (G), then 

x = Wielw2
€2 . . . wr

tT where wt £ V(w, G) and et = ± 1 . 

The smallest natural number r for which such a set of WfS exists is called the 
w-length of x. If there is a finite bound on the w-length of the elements of w(G), 
then G is called w-elliptic. If a group G is w-elliptic for all words w, then it is 
called verbally elliptic. In [6] P. Stroud was able to prove the following. 

THEOREM (Stroud). If F is finitely-generated Abelian-by-nilpotent group, then 
G is verbally elliptic. 

However there are plenty of groups which fail to be verbally elliptic, as is 
shown by a result of A. H. Rhemtulla [3], 

THEOREM (Rhemtulla). Let A and B be non-trivial groups and let w be a non-
trivial proper word. Then the free product A * B is not w-elliptic unless A and B 
both have order two. 

In his thesis P. Stroud asked whether polycyclic groups are verbally elliptic, 
the answer to which is still unknown. However for OC-words we can prove 

THEOREM 2. A polycyclic group is w-elliptic for every OC-word w. 

In the case when w = [xi, x2], a far more general result has been obtained by 
A. H. Rhemtulla [4], namely. 

THEOREM (Rhemtulla). If G is Abelian-by-(soluble with the maximal condi
tion on normal subgroups), then G is w-elliptic. 

(Some of the techniques used to establish Theorem 2 are essentially general
izations of techniques used in [4].) 

Theorems 1 and 2 are both proved by being reduced to the same question 
about a free commutative groupoid with one generator. Then the groupoid 
problem is solved. 

The contents of this paper are an abridged version of the major part of my 
Ph.D. thesis at the University of London. I would like to thank Professor 
O. H. Kegel for his help and encouragement, Dr. R. Dark for many useful 
comments and the referee, whose suggestions helped to reshape the paper in a 
more readily comprehensible form. Thanks are also due to the Science Re
search Council for financial support and to the University of Lancaster from 
whom I was receiving a Tutorial Fellowship when this paper was written. 
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1. C o n c i s e n e s s . In this section the conciseness of OC-words is reduced to 
a question abou t a free commuta t ive groupoid on one generator. (An element 
4> G r will be called concise if an associated word is concise, i.e. if 4>(G) is finite 
whenever 0*(G) is finite.) 

T h e following reduction lemma holds for an arb i t rary word, b u t we will only 
prove it for OC-words. 

L E M M A 1. If <j> G r is not concise, then there exists a group G for which <£*(G) 
is finite and <t>(G) is non-trivial, torsion-free and Abelian. 

Proof. If <j> G r is not concise, then there exists a group H for which <j>(H) is 
infinité and 4>*(H) finite. Le t x G <I>*(H). Then it is clear t h a t all conjugates of 
x are also in <I>*(H) and since <t>*(H) is finite it follows t h a t C(j)(H)(x) has finite 
index in <t>(H). B u t Z(<I>(H)) is the intersection of a finite number of such 
centralizers and hence has finite index in 4>(H), so t h a t by Schur ' s Theorem 
(see for example [2, Theorem 8.1, p . 59]) 4>(H)' is finite. Now <t>(H)/<t>(H)f is 
finitely generated and Abelian, so there exists T < H such t h a t 

4(H)' < T < 4>(H) 

with T/<j>(H)' infinite and <j>(H)/T non-trivial and torsion-free. Since <t>(H)f 

and T/4>(H)r are finite, T is finite, and since <t>(H) is infinite, 4(H)/T is infinite. 
Le t G = H/T. Then <£*(G) is finite and 0(G) = 4(H)/T, which is infinite, 
torsion-free and Abelian. 

Before we proceed to reduce the problem to one abou t groupoids, we need 
a few preliminary definitions concerning free commuta t ive groupoids. 

When writing products in a commuta t ive groupoid a left-normed notat ion 
will be adopted. This is to say if «i , a2, . . . , an are elements of the groupoid, 
then aiaz . . . an will mean ((. . . (OLICLÎ)OLZ) . . . )an). 

In future L(y) will denote a free commuta t ive groupoid with generator y. 
W e define the length function l:L(y) —> N as for T. 

Definition 1. Le t a, (3 G L(y). T h e sentence ua is /3-valued" is defined by 
induction on 1(a). If 1(a) = 1; then a is /3-valued if /3 = 7. Le t n > 1 and 
suppose the sentence " a is ^-valued" has been defined for 1(a) < n. Then if 
1(a) = n, a\§ ^-valued if either ($ = y or there exist «i , a2, /3i, /32 G £ ( 7 ) such 
t h a t a i and ai are /3i- and /32-valued respectively, where a = aia2 and /3 = jSifo. 

No te t h a t " a is ^-valued" is a t ransi t ive relation. W e can define a groupoid 
h o m o m o r p h i s m / : L ( 7 ) —» T by d e f i n i n g / ^ ) to be the ident i ty subgroup func
tion 7. (In f u t u r e / will always refer to this homomorphism.) 

Definition 2. If a, p G I \ then we will say t h a t a is /3-valued if there exist 
a', $' £ L(y) such t h a t a' is /^-valued, f(a') = a and / ( /3 r ) = 0. 

T h e mot ivat ion behind the last definition is t h a t if a is ^-valued for a, 0 G I \ 
then a* (F) £ 0*(F) . 
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We now define a set of quasi-orders (i.e. reflexive, transit ive relations) on 
S (A), the collection of all finite subsets of A, where A is either L(y) or T. 

Definition 3. Let A = L(y) or T. Then we introduce the following relations 
on 5(A). 

(I) Let Si, S2 G S (A). Then we will write Si < S2 for each a G Si, if one of 
the following holds: 

(i) there exist elements at(i = 1, 2, . . . , n) in A such t ha t a = 0:10:2 • . • an 

and such t ha t o2 . . . an is a member of S2, 
(ii) there exist elements at(i = 1, 2, . . . , n) with w ^ 3 in A such t h a t 

a = «10:2 . . . an and such t ha t 0:30:10:20:4 . . . o:w and 0:203^10:4 . . . an are in S2 (i.e. 
the elements obtained from a by cyclically permuting the first three o:/s are 
in S2) , 

(iii) there exists an element /3 G S2 such t ha t a is /3-valued. 
( I I ) Let Si, S2 G S (A) and 0 G -4. Then we will write Si < /3S2 if for each 

a G Si either 
(i) a G S2 or 

(ii) there exist <**(i = 1, 2, . . . , ri), n ^ 2, such t h a t o: = 0:10:2 . . . an, 
70:2 • . . otn is /3-valued, and the set 

T(ai, o:2, . . . , an) = {0:1(0:10:2)0:3 . . . OLn, 0:10:2(0:10:20:3)0:4 . . . an, . . . , 

0:1 . . . ai-i(a! . . . at)ai+i . . . an . . . , , a\ . . . o:w_i (0:10:2 . . . aw)} 

is contained in S2 . 
If Si, S2 G S (A), 13 £ A and either Si < S2 or Si < /3 S2, then we will write 

Si < (0) S2 . 

Using (I) and ( I I ) we now define two quasi-orderings on S (A). 
( I I I ) If St < Si+1 for St G S(A)(i = 1, 2, . . . , n - 1), then Si « Sn. 
(IV) If Si < (i3)Si+1 for 5 , G 5 ( 4 ) ( * = 1, 2, . . . , n - 1), and 0 G 4 , then 

Si « 08)5„. 

Definition 4. The derived elements ôr G L(y) (r ^ 0) are defined by induction 
on r. If r = 0, ô0 = 7. If ôr is defined for 0 ^ r ^ n, then 6w+i = ônôw. T h e 
image of br in T under the homomorphism / will also be wri t ten dr and be 
referred to as a derived element, bu t no confusion will occur since it will 
always be clear which groupoid we are working in. 

The following lemma turns our problem into one about the groupoid T. 

LEMMA 2. Let r be a fixed positive integer such that for some <j> G r we have 

0 <3C (<t>)àk for att * = r> Then 4> is concise. 

T o facilitate the proof we need the following additional 

LEMMA 3. Suppose that <j> G r w not concise and G is a group such that (f>(G) is 
torsion-free Abelina and <}>*{G) is finite. Then if at G T(i = 1, 2, . . . , r), 
70:2 • • . OLT is ^-valued and /3(G) = 1 for all /3 G T(ai, . . . , ar), it follows that 
(0:10:2 . . . ar)(G) = 1. 
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Proof. Let at G a* (G) for i = 1, 2, . . . , r. I t is easily verified t h a t for all 
m ^ 1, 

Wi171, a2] = [aly a2]
m mod (a ia 2 a i ) (G) , 

[aim, a2, a3] = [|>i, a 2 ] w , a3] mod (a i (a ia 2 )a 3 ) (G) 

= [ai, a2, az]
m mod (al(ala2)a3)(G :)(alû:2(ala2a3))(6 ,), 

and by induction 

[aiw, a2, • • • , ar] 
r 

= [au a2, . . . , ar]
TOmod Yl («i • • ' « i - i ( « i . . . « < ) . . . a r ) (G) 

= Lai, a2, • • • , «rj , 

because /3(G) = 1 for all /3 G r ( a i , a2, , . . . , a r ) . Now aim G G, so the left-hand 
side is always an element of (ya2 . . ,aT)*(G). B u t ya2 . . . ar is 0-valued, 
hence (ya2 . . . ar)*(G) Q 0*(G). By hypothesis 0*(G) is finite. Therefore the 
set {[«i, a2, . . . , a r]

w |ra ^ 1} is finite. I t follows t h a t there exists an integer m 
such t h a t [au a2, . . . , a j m = 1. Since 0(G) is torsion-free [ai, a2, . . . , ar] = 1. 
Therefore (aia2 • • . a r ) ( G ) = 1. (This lemma was mot ivated by a s tudy of 
Proposit ion 6 in [7].) 

Proof of Lemma 2. Suppose by w7ay of contradict ion t h a t there exists 0 G I \ 
satisfying the conditions of the lemma yet failing to be concise. By L e m m a 1 
there exists a group G with 0(G) torsion-free Abelian and non-trivial and 
0*(G) finite. Since G/<j>(G) is soluble and 0(G) is Abelian, G is soluble. Hence 
ôk(G) = 1 for all sufficiently large k. 

Since 0 <C ( 0 ) ^ for all sufficiently large k, it is enough to prove t ha t a (G) = 1 
for all a G Si , whenever Si < (0)S 2 and a (G) = 1 for all a G S2 . From this it 
would follow t h a t 0(G) = 1. 

Let us suppose t h a t a = a\a2 . . . an G Si and /3(G) = 1 for all /3 G S2 . 
Case (a) Si < S2 a?zd I (i) holds: Here a2 . . . an G S2 . T h u s 

a(G) = [ d ( G ) , a 2 ( G ) , . . . ,a»(G)] £ [a2(G), . . . , a„(G)] = 1. 
Case (b) Si < S 2 a^a71 (ii) holds: Here a2a3a:ia4 • • • otn and a^io^ou . . • an G S2 . 

T h u s 

a(G) = [a i (G), a 2 (G) , . . . , an(G)] C [a2(G), a 3 (G) , <*i(G), a 4 (G) , . . . , 

«n(G)][a3(G), a i (G) , a 2 (G) , a 4 (G) , • • • , a n (G)] = 1. 

Case (c) Si < S 2 a ^ I(iii) holds: Here P (z S2 and a is /3-valued. T h u s 
a*(G) ÇZ /3*(G) = 1. Therefore a(G) = 1. 

Case (d) Si < 0S 2 and I I (i) holds: Here a G S2 . T h u s a ( G ) = 1. 
Case (e) Si < 0S 2 amZ II (ii) holds. Here 7a 2 . . . an is 0-valued and 

T(au «2, • • • , cO ^ S2 . T h u s by L e m m a 3, a (G) = 1. 

COROLLARY If a G £ ( 7 ) awa7 a <3C (a)8Jcfor all k ^ r / o r some fixed integer r, 
then f (a) G Y is concise. 

https://doi.org/10.4153/CJM-1974-058-1 Published online by Cambridge University Press

https://doi.org/10.4153/CJM-1974-058-1


OUTER-COMMUTATOR WORDS 613 

Proof. A routine check will establish tha t when S\ < (0)S2 for some 0 G £ (7), 
it follows t h a t / ( S i ) < ( / ( * ) ) / ( 5 2 ) . The details are omitted. 

Some of the more impor tan t properties of the relations defined in Definition 3 
are now established. 

LEMMA 4. If a, 0, 0 and \p G L(y), with 0 being ^-valued and a <<C (0)0, then 

a « (</0£. 
Proof. This follows almost immediately from the definitions. 

In the rest of this paper if U and V G S(L(y)) then UV will denote the set 
\uv\u G U,v £ V). 

LEMMA 5. / / a J Ç £ ( 7 ) wiJ/i [/, F Ç S ( L ( 7 ) ) , and [7 « (a)V, then 
0 « («0) 70 U a0a. 

P J W / . Let U = Si< (a)S2 < (a) . . . < ( a )5 r = 7 , where 5 , 6 5 ( L ( 7 ) ) 
(i = 1, 2, . . . , r). I t will be shown tha t 

(*) Sfi « (<*P)Si+1p W a0a for i = 1, 2, . . . , r - 1. 

Since a/3a appears on the right-hand side, we may by either (I) (hi) or ( I I ) (i) 
add afia to the left-hand side, obtaining 

(**) SS W a/3a « (a/3) Si+1/3 \J a/3a for i = 1, 2, . . . , r - 1. 

I t follows from (*) and (**) t ha t 

0 « (a/3) 70 U a/fa 

and all t ha t remains is to prove (*). 
Le t us suppose t ha t X = Si < (a)Si+i = F . If 0 G X with 0 = a ia 2 . . . ani 

where a,-G 1,(7) and (I) (i) or (ii) holds, then 00 G X 0 a n d a 2 . . . a „0 G F0 U a0a 
or a2a3aia4 . . . aw0 and œsaia2a4 . . . ocn fi(n ^ 3) G F0 W a0a. If (I) (iii) holds, 
then there exists 6 G F such t ha t 0 is 0-valued. Hence there exists 6(3 G F0 
such t ha t 00 is 00-valued. Therefore X 0 < F0 W a0a. 

Suppose t ha t ( I I ) holds. I t is now shown tha t if 0 = a ia 2 • . . an G X for 
ai G L(y), and 7a2 . . . an is a-valued, then 7«2 . . . aw0 is a0-valued, and t h a t 
if T(aij a2, . . . , an) Ç F , then r ( « i , a2, . . . , an, y) <<C F0 VJ «0a. The former 
s t a t ement follows from our definition of valuedness. T o prove the la t ter we 
calculate T(cti, a2, . . . , an, 0) which is equal to 

{ai(aia2)a3 . . . an/3, . . . , a± . . . at(ai . . . ai+1)ai+2 . . . an/3f . . . , 

ai . . . an-i(ai . . . a j 0 , «i . . . aw(«i . . . aw0)} 

= {ai(aia2)a3 • • . anj . . . , «i . . . a i ^ i . . . ai+1)ai+2 . . . aw, . . . , 

ai . . . aw_i(ai . . . a j } 0 U 000. 

Now 0 is 7«2 . . . ^ - v a l u e d and 7a2 . . . an is a-valued. So by the t ransi t ivi ty 
of valuedness 0 is a-valued. Hence by (I) (iii) 

00 « (aP)T(al9 a2, . . . , an, 0) « F0 U a0a. 
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Therefore 0/3 « (cx/3) 7/3 U a/3a for all 0 Ç X . In other words X/3 « (a/3) 
F/3 U a/3a and (*) is proved. 

T h e next lemma could be thought of as a proof of the conciseness of the 
derived words (a fact originally proved by Turner -Smi th [7].) 

(If a 6 L(y)y ar wrill denote aa . . . a with r as.) 

L E M M A 6. For r ^ M r « (8r)8r+1. 

Proof. Proceed by induction on r. If r = 1, di = y2 and since 77 is 72-valued, 

72 « (72)T(y, 7) = 7 3 « ( 7 2 ) W , 7) < 72 ' 72-

Therefore 5i « (ôi)ô2. 
Suppose t h a t 8r « (5 r)ô r+i for some r ^ 1. T h e n <5r

2 « (<5r+i) {<5r
3, 8r+i2} by 

L e m m a 5, and by induction one can prove t h a t 

(*), 8/ «(8r+1){8r
S+\8r+1

2\. 

Next note t h a t 8r+i = Ô0Ô0M2 . . . 8r and t h a t 8s
r+3 = ôr+iôr . . . 8r where 8r 

occurs r + 1 t imes. Since ydT . . . 8rj with r + 1 ô /s , is 5 r + i-valued, 

ô /+ 3 « ( ô r + 1 ) r ( ô , + i , ô n . ..,8r). 

Now the term on the r ight is equal to 

{8r+i(8r+i8r)8r. . . 5r, . . . , ô r + iô r . . . 8r(8r+i8r . . . 8r)\ 

«8r+1
2 by ( I ) ( i ) . So Ô/+3 « (ô r + 1)ô r + 1

2 = 8r+2. 

By the repeated use of (*)s for 5 = 2 , 3 , . . . , r + 2, one obtains 

ÔH-i = Ô,2 « (8r+1) {8/+\8r+l
2}. 

Therefore 

8r+i <3C (ô r+i)5 r+2. 

Consider the set 

<%/ = {a e L(y)\a « (a)8r for all r). 

If /3 Ç ^ , then by the corollary to L e m m a 2, /(/3) is concise. I t will now be 
shown t h a t ^ has a certain proper ty ^ and in the third section of the paper 
we will discover t h a t SP is possessed only by L(y) and possibly L ( Y ) \ { 7 } . 
This will establish Theorem 1. In order to define £P we need another quasi-
ordering. 

Definition 5. Le t «ST be a subset (not necessarily finite) of L(y), and let 
U, V e S(L(y)) with <t> e L(y). T h e n we shall wri te U < (<t>,&) V if for each 
a (E U one of the following holds: 

(V) (i) a 6 V; 
(ii) there exist 0, xp 6 £ ( 7 ) such t h a t a = dip, a is ^-valued, 1̂  Ç «ST and 

<W = 0 ^ G F . 
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If there exist St(i = 1,2, . . . , n) G S(L(y)) such that for each i < n either 
St « Si+1 or St < (0, & )Si+1 then we will write Si « (0, 9t )Sn. (The «^ 's 
will usually be omitted except where there might be confusion.) 

Definition 6. A s u b s e t ^ of L (y) (not necessarily finite) will be said to possess 
SP if the following conditions hold: 

(i) ôr e%" for r ^ 1; 
(ii) if 0 « (0, ^ )<5, for all r, then ^ J . 

LEMMA 7. f = (a ^ Z . (T) |« « (a)8rfor all r) possesses &. 

Proof. Certainly br <<C (ôr)ôr. By Lemma 6, 8r <3C (<5r)<5r+i and by induction 
one can show that ôr <3C (ôr)ô8 for all s ^ r. H r > s, then 5r is <5s-valued and 
5r «ds. So Ôr G <& for all r M , 

Now suppose that £/, F G 5 (L( 7 ) ) , 0 G L ( T ) and Î7 « (0)7 . We prove 
that U <3C (0) F. Now if 0 « (0)<5r for all r, then we have a sequence 

{Si\Sie5(L(y)),i = l , 2 , . . . , n } 

such that Si = 0 and 5 n = 5r, and for i = 1, 2, . . . , n — 1 either St « Si+i or 
Si < (4>)Si+i. Hence either St <3C Si+i or 5* <3C (0)S i+i, from which it follows 
that 0 « (0)<5r for all r, i.e., </> É ^ . 

Suppose that t/ < (0) V. Let a £ U. Then either a G F or there exist 0, 
\// £ L(y) such that a is 0-valued, \f/ G ^ and o^ = 0 ^ G F. Since \f/ G ̂ , it 
follows that \{/ <<C (^)5f for all t. Let 5 be an integer such that bs is ^-valued. 
Then since \p <̂C (\[/)ôs+i = às

2 it follows, from the fact that 6S
2 <3C t̂ 2, that 

\p <3C OA)^2. Hence by Lemma 5, 

H « (*0){*20,lW}. 

By (I)(ii), {^20, ^ty} < 0 ^ . Therefore a = 0^ « (a)a:^, and since a is 
0-valued, a <<C (0)a^ by Lemma 4. So J7 <3C (0) F and our lemma is proved. 

2. Ellipticity in polycyclic groups. If 0 G r then a group G will be 
called ^-elliptic if G is w-elliptic for some word w associated with 0. It will be 
shown that the set 

2£ = {a G L(y)\ every polycyclic group is f(a)-elliptic} 

has the property SP. Applying the result of the final section we will obtain 
Theorem 2. 

Given a group G and 0 G I\ /0(x, G) will denote the 0-length of x G <I>{G) 
(i.e. the w-length of x where w is some word associated with 0), and 1^{N, G) 
will denote the maximum of the set {l<j>(x, G)\x G N] where N C 0(G). 

The next result is probably well-known though I can find no reference for it. 

LEMMA 8. If G is a group, 0 G r , i V Ç 5 Ç ^ ( G ) awd N < G, /&e» 

/0(iV, G) + /*(S/iV, G/iV) ^ k(S, G). 
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Proof. Le t x G S, k(S/N, G/N) = r and k{N, G) = 5. T h e n / * ( * # , G/iV) ^ r. 
Hence xiV = x1

elNx2
€2N . . . x / W , where xt G </>*(G), j ^ r and e* = ± 1 . 

Since x and x^ G </>*(G) for i = 1, 2, . . . , j , x = Xi€1x2
€2 . . . Xj'fy, where y G N. 

Since / * ( # , G) = s, y = y^y*** . . . y^k, where y , G 0*(G), ^ = dbl and 
k S s, and it follows t h a t /^(x, G) 5̂  j + & ^ r + 5. 

LEMMA 9. i j G is polycyclic, a, /3, a' and /3' G T, G is ft-elliptic, /3 is p'-valued, 
a(3f is a-valued and (a/3/3) (G) = 1, ^ m /V ((a/3) (G), G) is finite. 

Proof. Le t k>(P{G), G) = r. Since (a/3/3) (G) = 1 and (a/3) (G) ç (G), 
(a/3) (G) is Abelian, a n d since G is polycyclic (a/3)(G) is finitely generated. 
Therefore (a/3)(G) is generated by elements of the form [a*, è j , where 

a* G a*(G) and i* G /3*(G) for i = 1, 2 ». Now [at, bt]
m = [a i f bt

m] 
because [(a/3)(G), /3(G)] = 1, bu t bt

m G /3(G) and /^(/3(G), G) = r. Therefore, 
since /3(G) C /3'(G), bt

m = cxc2 ...ct for ct G /3'*(G) and * g r. I t will now be 
shown by induction on 5 t h a t /«'([#*, £1̂ 2 . • • c j , G) ^ s. If 5 = 1, [a u c\\ G 
(a/3')*(G) and hence [au c{\ G a '*(G) . So la'([at, c j , G) ^ 1. Suppose the 
s t a t emen t is t rue for all 5 less than some fixed Si. Now 

[at, d . . . csl] = [at, csl][au cx . . . c a i_i]C a i . 

By the induction hypothesis , [at, C\C2 . . . c s l _J = z*iw2 . . . uh where ẑ - G af* (G) 
(k = 1, . . . , h) and h ^ s± — 1. T h u s /«'([a*, CiC2 . . . cs], G) S S\. We now 
see t h a t /«'([a*, b™], G) ^ r and hence /«/((a/3) (G), G) S nr. 

COROLLARY. If G is P-elliptic and polycyclic, a is af-valued and (app) (G) = 
1, then /a>((a/3)(G), G) is finite. 

T h e next lemma shows t h a t all the derived elements are in «ST. 

L E M M A 10. Let 2^ be as defined above. Then ôr G & for r ^ 1. 

Proof. W e have to show t h a t every polycyclic group is ôr-elliptic for r ^ 1. 
T h e proof proceeds by double induction on r and the derived length d of a 
polycyclic group G. By Corollary 1 of A. H . Rhemtu l la [4] the group G is 
ôi-elliptic. Suppose t h a t all polycyclic groups are <5n-elliptic for r\ < r, for some 
fixed r > 1. If G is Abelian, then dr(G) = 1 and there is nothing to prove. 
Suppose t h a t all polycyclic groups of derived length less t han s > 1 are dr-
elliptic, and t ha t G has derived length s. T h e n Ur(G

{r+l), Gr) is finite, since G' 
has derived length less than 5 and /§ r(G ( r + 1 ) , G) is finite. If it can be shown t h a t 
/ 5 r (G ( r ) /G( r + 1 ) , G/G ( r + 1 ) ) is finite, then by L e m m a 8, the length / 5 r ( G ( r \ G) is 
finite and G is ô r-elliptic. If G ( r + 1 ) 9^ 1, then s > r + 1 and the required result 
follows from the induction hypothesis , so we may assume t h a t G ( r + 1 ) = 1. 
Therefore 

( « M W r ) ( G ) Q (Wr) (G) = dr+1(G) = 1. 

Le t a = <5r_i, /3 = 8r, a! = 3r, pf = <5r_i. Then by L e m m a 9, hr((ôr-iôr)(G), G) 
is finite. Let H = (<5r_i<5r) (G). By L e m m a 8 it is sufficient to show t h a t 
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hr(G
ir)/H, G/H) is finite, and without loss of generality we may assume that 

H = 1. Therefore 

(ô^ô^ôr^iG) = [G<r~»,GM] = H = 1. 

Now in the Corollary to Lemma 9 put a = (3 = <5r_i and a = hr. The conditions 
of the lemma are satisfied. Hence hr(G

{r), G) is finite. Therefore G is <5r-elliptic. 

We can now prove the main result of this section. 

LEMMA 11. The set& as defined above has the property &. 

Proof. By Lemma 10, dr G SC for all r ^ l.Let<£ G L(y) such that<£ « (0)<5r 

for all r. Then we have to prove that <t> G «3T. 
Let/(<£) = a and let G be a polycyclic group which is not a-elliptic. Let Œ 

be the set of all normal subgroups N C a(G) such that /«(iV, G) is finite. Since 
G is polycyclic, 0 will have maximal elements. Let N± and N2 be two such 
maximal elements. If x G NiN2, x = yz for y £ Nu z G iV2. Let /«(A^, G) = 
ri{i = 1,2). Then it follows that 

la(x, G) S /«(y, G) + /«(z, G) g n + r2. 
LIence 

/«(iViiV2, G) g /«(iVx, G) + la(Nt, G). 

So iVi = N2. Thus 12 has a unique maximal element iV. 
Now if ikT < G, M C ^(G) and la(M/N, G/N) is finite, by Lemma8, /«(if, G) 

is finite so that M C JV. Since G is not «-elliptic, la(a(G), G) is infinite and by 
the above argument we see that la(a(G/N), G/N) is infinite. Therefore G/N is 
not a-elliptic. Thus we may assume without loss of generality that if N0 < G, 
No C a(G) and /«(TV, G) is finite, then N = 1. 

Since G is soluble, there exists an s such that 8S(G) = 1. Now <£ < (</>)<55, so 
we can pick St G S(L(y))(i = 1, 2, . . . , n) such that <£ = 5i, Sre = 5S and 
Si < <t>Si+i or St < Si+i for i < n. 

The remainder of the proof is divided into two parts. Let U, V G S(L(y)). 
Part 1. If U < 0 7 and/OS) (G) = 1 for all /3 G 7, then /(/3) (G) = 1 for all 

peu. 
Part 2.UU<V and/ (£) (G) = 1 for all /3 € 7, then /(/3) (G) = 1 for all 

From parts 1 and 2 it will follow that, since ôs(G) = l,a(G) =/(<£) (G) = 1. 
Thus we will have a contradiction and G must be a-elliptic. 

Proof of Parti. Suppose that, for U, V G 5(L(y)) , £7 < (0) 7and/(/3) (G) = 
1 for all ^ G F. Let 0 G Z7. Then either £ G 7, in which case/(0)(G) = 1, or 
there exist 0, ^ G £(7) with ^ G <3T such that /3 is 0-valued, 0 = 0^ and ^ = 
0 ^ G 7. Since d\p\p G 7, / ( 0 ^ ) ( G ) = 1. Furthermore G is polycyclic and 
/(*)-elliptic, because ^ G #*. Also/(/3) is/(0)-valued and/(/3) = f(0)fty). So 
applying the corollary to Lemma 9, we see that la(f(P) (G), G) is finite. Hence 
/OS) (G) = 1. 
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Proof of Part 2. Suppose tha t , for some U, V € S(L(y)), U < V and 

f(P)(G) = 1 for all |S € V. We have to consider cases ( I ) ( i ) , (ii) and (iii). Le t 

0 = j8n82 • • • ft, € t/r. 
Case I ( i ) . Here / 3 2 . • • A € F . Hence 

/C81j32 . . . ft,)(G) = [ / ( f t i ) (G) , / ( f t , ) (G) , . . . , / ( f t , ) (G)] 

[ /(f tO(G), • • • , / ( f t . ) (G)] = /C82 • • • ft.)(G) = 1. 

Ca5e I ( i i ) . Here {fti0s|8ifti. . . ft,, fttfjftift, . . . ft,} Ç F . 

[ / ( /3 i ) (G) , / ( f tO(G) , / ( f t , ) (G)] ç [ / 09 Î ) (G) I / 08 , ) (G) , / ( | 8 1 ) (G) ] 

[ / ( f t3)(G), / ( /3 1)(G), / (f t 2)(G)] 

by the three-subgroup lemma (see for example corollary to L e m m a 3.2 of [2]). 

Hence /(jSijS A . . • ft,) (G) Ç /(/32/33ft . . . ft,) (G)f(^1p2. . . ft,) (G) = 1. There

for / ( |8)(G) = 1. 
Case I (iii). Here there exists 6 £ V such t h a t /3 is 0-valued. So/( /3) i s / ( 0 ) -

valued a n d / ( 0 ) ( G ) Ç / ( 0 ) (G) = 1. 
Hence <3T has the proper ty ^ . 

3 . S e t s w h i c h posses s ^ . Here we prove the key result tha t if a subset £ ( 7 ) 
has ^ it is either L(y) or L ( 7 ) \ { 7 } . Hence Theorems 1 and 2 follow as corol
laries. 

Definition 7. Define functions X, A : L ( 7 ) - * N (the na tura l numbers) as 
follows: 

if 0 6 L(y) is 8T for some r, then X(ôr) = r and A(ô r) = 1; 
if (j> is no t derived and <j> = aft then X(<£) = max {X(a), X(/3)} and 
A(<j>) = A(a) + A(j3). (Note t h a t A(0) = 1 if and only if 0 is derived.) 

L E M M A 12. If <j> G £ ( Y ) and X(0) = w, /feg» $ <<C 8m. 

Proof. If / (#) = 1, then 4> = y and X(0) = 0. T h u s 0 <<C <50. Suppose tha t , 
for 0 G L(y) such t h a t 1(6) < m, 6 <<C 5x(0). Le t <j> ^ L(y) be chosen so t h a t 
/(<£) = m. T h e n there are a, /3 G £ ( Y ) such t h a t 0 = a/3. Since /(<£) = 1(a) + 
Z(/3), Z(a) and /(£) < w. I t then follows t h a t a « ÔX(«) and 0 « 5X(/3). Therefore 
a]3 « 8Ma)P « ôx(a)ô\(/3). Hence 0 « 8Ma)8x(p). If 0 = ôr for some r, then 0 « 5r. 
If 0 is no t derived, X(<£) = max {X(a), X(/3)} and 8\M8x^) « ôx^). Therefore 

L E M M A 13. 7/ X(a) ^ X(/3), w/feere a, ft £ L(y), then a/3 <<C F / o r some F G 
S(L(y)), where, for each 6 G V, 6 is a-valued, A(6) S A (a) arcd Z(0) > 1(a). 

Proof. Choose a, /3 G L ( 7 ) such t h a t \(a) ^ X(/3). If A(a) = 1, then a = 5 r 

for some r. Hence aft <<C aôxos) <3C 5rôx(/j). If r < X(/3), then a/3 « ôxos) and 
ôX(/3) is ôr = «-valued, A(ôX(/s)) = 1 = A (a) and Z(ôxas)) > / ( a ) . If r = X(/3), 
a/3 <Cô r + i , and 5T+i is 5 r = a-valued, A(ô r + i) = 1 = A (a) and l(dr+1) > 1(a). 
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Let n = A(a) > 1 and suppose that the lemma holds for ai when A(«i) < n. 
Then there exist du 02 G L(y) such that a = 0A, and A (a) = A(0i) + A(02), 
because a is not derived. Hence there exist Vt 6 S(L(y)) such that 6$ <K Vt 

(for i = 1, 2) and such that if ^ G Fi, then ^ is 0 rvalued, A(^) ^ A(0,) and 
J WO > 1(01). So 

a/3 « {(6^)62l 0i(02/3)}. 

Hence a/3 « { F A , 0iF2}. If ^i 6 Fi, then 

A(iAA) ^ A(fa) + A(02) ^ A(0X) + A(02) = A(a), 

^i02 is 6id2 = a-valued, and 

W A ) = l(fa) + Z(02) > Z(0i) + /(02) = /(a). 

Similarly we see that if \(/2 £ F2, 01̂ 2 isa-valued, A(61\f/2) S à (a) and l(0ifa) > 
1(a). So, putting F = { F A , 0iF2}, the lemma is proved. 

LEMMA 14. If A(d) = m and 1(6) ^ 2rm, then 6 « <5r. 

Proof. If A(0) = 1 and 1(6) ^ 2r, then 6 = Ôs for some 5. Now 1(6) = 2s ^ 
2 r, so r ^ 5, ôs is c^-valued and 6 <<C 5r. 

Assume that yp <<5 rfor/(^) ^ A(^)2 r andl ^ A(^) < m. If A(0) = m > 1 
there exist 6ly 62 G L(y) such that (9 = 0i02. Suppose that 1(6) ^ 2rm. Let 
A(0i) = mi, A(02) = m2, mlt m2 < m. Then l(6x) + l(62) = 2rm1 + 2rm2 and 
either 1(6x) è 2rmi or /(02) ^ 2rm2. Therefore either 0X « 5r or 02 « 5r by the 
induction hypothesis. Since 6 « 0X and 0 <<C 02, it follows that 6 <<C dr. 

We now prove our result on sets with the property SP. 

LEMMA 15. If$f is a subset of L(y) with £P, then L(y)\{y} Ç-3C. 

Proof. Let 0 £ L(y)\{y], The proof proceeds by induction on A(0). 
If A(0) = 1, then 0 is derived and 0 £ 3f. 
Let n > 1. Suppose that \p £ £f whenever A(^) < w. Let A(0) = n. Then 

there exist a and /? such that 0 = a/3. Since A(0) > 1, 0 is not derived. Hence 
A(0) = A(a) + A((3), A(a) and A(/3) < w, and therefore a and /3 are elements 

We claim that there exists a sequence of sets S* in S(L(y)) such that Si = 
0, S* < (0)Si+i and if \[/ is an element of St, then ^ 9e y, \p is 0-valued and 
^ = ^1^2 where A(^i) + A(^2) ^ ^ and l(\f/) > i. 

If this can be shown, then the rest of the lemma will follow, for if ^ ^ Sn2s, 
l(yp) > n2s and, by Lemma 14, \p « 5S. Therefore Sn2s <<C ds and we see that 
0 « (6)8S for all s. Hence ^ J . 

Suppose that Si has been defined Le t^ £ S{. Then \p = 1/̂ 1/% where A (fa) + 
A (^2) ^ n. Therefore A(^i), A(^2) < n. If follows that fa, fa G <3T by the 
induction hypothesis. Take X(^i) ^ X(^2) without loss of generality. Then 
by Definition 5, \f/ < (</>)$it21P2. By Lemma 13 there exists a set F(^) Ç S(L(y)) 
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such that ^1^2 <3C V(^), where V(\f/) consists of ^i-valued elements and, for 
each a Ç F(^) , A (a) ^ A(^ ) and 1(a) > /(^i) . Since ^ 2 ^ 2 « F(^)^2 , we 
can write ^ < (<£) V(\f/)\l/2. If o- Ç F(^) , then 0-̂ 2 is ^1^2 = ^-valued and hence 
0-valued. Furthermore 

A(<r) + A(^2) ^ A(^ ) + A(^2) S n 

and 

Z(enM = / ( * ) + Z(*2) > Z(*i) + Z(*2) = /(*) . 

Now /(^) > i, so /(o-^2) > i + 1. Putting 

we see that St <S (</>)5î+i and Si+i has all the required properties. Hence the 
lemma is proved. 

REFERENCES 

1. P. Hall, Finiteness conditions for soluble groups, Proc. London Math. Soc. 4 (1954), 419-436. 
2. The Edmonton notes on nilpotent groups, Queen Mary College Mathematics Notes, 

1969 (originally published in 1957 by the Can. Math. Congress). 
3. A. H. Rhemtulla, A problem in bounded expressibility in free products, Proc. Cambridge 

Philos. Soc. 64 (1968), 573-584. 
4. On commutators of certain finitely-generated soluble groups, Can. J. Math. 21 (1969), 

1160-1164. 
5. Derek J. S. Robinson, Finiteness conditions and generalized soluble groups, I, Ergebnisse der 

Mathematik, Volume 62, 119-121 (Springer, Berlin, 1972). 
6. P. W. Stroud, Thesis, Cambridge (1966). 
7. R. F . Turner-Smith, Finiteness conditions for verbal subgroups, J. London Math. Soc. 41 

(1966), 166-176. 

University of Lancaster, 
Lancaster, England 

https://doi.org/10.4153/CJM-1974-058-1 Published online by Cambridge University Press

https://doi.org/10.4153/CJM-1974-058-1

