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A CRITERION FOR INTERSECTION MULTIPLICITY ONE

RUDIGER ACHILLES, CRAIG HUNEKE AND WOLFGANG VOGEL

Let X and Y be any pure dimensional subschemes of Pn

κ over an alge-

braically closed field K and let I{X) and I(Y) be the largest homogeneous

ideals in K[xQ, , xn] defining X and Y, respectively. By a pure dimen-

sional subscheme X of Pn

κ we shall always mean a closed pure dimensional

subscheme without imbedded components, i.e., all primes belonging to

I(X) have the same dimension.

A subvariety V of Pn

κ is a reduced and irreducible closed subscheme

of Pn

κ\ that is, a subvariety corresponds to a prime ideal in K[xQ, , xn].

The aim of this note is to prove a criterion of multiplicity one for

isolated (i.e., irreducible) components C c X Π Y. In case of proper com-

ponents, that is, dim C = dim X + dim Y — n, a criterion of multiplicity

one is given as a statement on transversality (see, e.g., A. Weil [20],

Chapter 6, Theorem 6). Using the approach to the intersection theory of

Fulton and MacPherson one obtains a new proof for such a criterion

(see W. Fulton [3], Propositions 7.2 and 8.2). However, in [3] we have

no observations about a criterion for intersection multiplicity one for

improper components.

For improper components of the intersection of subvarieties P. Samuel

improves the classical result on transversality (see [12], Chap. II, § 5, no.

3). In case of the intersection theory of analytic geometry E. Selder [13]

develops such a criterion for proper components of pure dimensional

analytic sets. Hence our algebro-geometric proof does yield an alge-

braization of Selder's consideration. Moreover, our results extend Samuel's

and Fulton's observations. Applying our criterion for intersection multi-

plicity one we see that the problem posed in [17], p. A-4 is not true in

general, see our Example 8. Knowing our remark after the proof of

Lemma 4 and Fulton's observation in [3], p. 174 (last period) one now

expected such examples.
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Proving our results we will use the algebraic approach to the inter-

section theory by [17]. Following this theory we have for every isolated

component C c l f l F a n intersection multiplicity, say j(X, Y; C) > 1, of

X and Y along C given by the length of a well-defined primary ideal (see

[17] or consider our Lemma 2 be below). First, we note a result on these

new intersection numbers.

LEMMA 1. // dim C = dimX + dim Y — n, then

j(X,Y;C) = ί(X,Y;C)

where i(X, Y; C) is given by Weil's i-symbol.

Proof. See [18], Proposition 3.22.

We first introduce some notations. Xf] Y is said to be reduced at a

component C c l ί l Y if the localization of I(X) + I(Y) at the prime ideal

I(C) defining C is given by a prime ideal. Let A(X; C) and A(Y; C) be

the local rings of X at C and Y at C, resp. Then the main result of

this note is the following theorem.

THEOREM. Let X and Y be pure dimensional subschemes of Pn

κ. Let

C be any isolated component of X Π Y. Then the following conditions are

equivalent:

( i ) j(X, Y;C) = 1.

(ii) a) A(X; C) and A(Y; C) are regular local rings,

b) i n I7 is reduced at C.

COROLLARY 1. Assume that the subvarieties X and Y of Pn

κ intersect

properly in C, then the following conditions are equivalent:

( i ) i(X,Y;C) = l.

(ii) Xf]Y is reduced at C.
(iii) X and Y are transversal to each other at some point of C.

Before embarking on the proof of the theorem and on the construction

of examples, we must prove several preliminary results. First we want

to recall the definition of the intersection number j(X, Y; C). Let X, Y

be our pure dimensional subschemes of Pn

κ with defining ideals I(X) and

I(Y) in K[x0, - , xn] = : Rx. We introduce a second copy K[y09 , yn] = :

Ry of Rx and denote by I(Y)f the ideal in Ry corresponding to I(Y). We

consider the polynomial ring R : = K[xQ, , xn9 y0, -9yn] and the ideal

c = (χ0 — y09 . . ., χn — yn). R. Furthermore, we introduce new independent
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variables uUm over K; ί, m = 0, 1, , n. Let K be the algebraic closure
of K(u0t09 , untn). Put

R : = K[x0, -',xn,yo, ' , y j , and Z, : = Σ z^,m(xm - y j
m = 0

in R for i = 0, , n.
Let C be an isolated component of X Π Y with defining prime ideal

I(C) of Krull-dimension j . We want to construct a well-defined primary
ideal belonging to (J(C) + c) R such that j(X, Y; C) is given by the length
of this primary ideal. We set

δ := Krull-dimension of I(X) + I(Y)' in B, and
d := Krull-dimension of I(X) + I(Y) in B*.

Take the linear forms l0, - - -, lδ-d-i a n ( i Pu^
(I(X)'R + IW EU := /(Z) S + /(Γy ϊϊ, and
(I(Z) S + I(Y)' R)k := h'R + U((I(X)'R + /(YM^-i)

for any A = 0, , δ — d — 1, where £/(• •) is the intersection of all highest
dimensional primary ideals belonging to the ideal (•••)• Furthermore, we
put

α0 := U((I(X) R + I(Y)'.R)δ_d_2) and if j < d,
as :— intersection of all primary ideals belonging to J7(αs_! + lδ-d + s-2'R)

such that c i? is not contained in their associated primes
for all s = 1, , d — j . Following [17] we define

j(X, Y; C) := length of (αd_, +

In particular, if j = d, then

j(X, Y; C) = length of ((/(X)) B +

We need a main lemma of [18], (3.19). Let C be any isolated com-
ponent of I f ! F in Pn

κ of Krull-dimension . We set A := (R/I(X) +
I(Yy)κc) + cl that is, A is the local ring of the "join-variety" of X and Y
in Pψ+1 at the corresponding subvariety defined by I(C) + c. Hence <5 —
j = Krull-dimension of A. We put l(X, Y; C) :== length of (RJI(X) +

LEMMA 2. ;(Z, Y; C) = Z(X, Y; C) + ^ 2 - ^

^2 = length of c A/(/0, , Z^^^ A oi er A,
of (Zo, , Z,_;_2) :2 h-j-Jik, , /5-;-2) A oyer A.

Proo/. See [18], Corollary (3.19).
Recall that if 13 = S/I is a local ring where S is a regular local ring
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with maximal ideal n and I an ideal of S,

d(B) = dim5/π I/nl - height I

is called the complete intersection defect of B. It is d(B) > 0, and equality

holds if and only if B is a complete intersection; that is, I is generated

by a regular sequence (cf. [7] and [1] for the definition and basic proper-

ties of the complete intersection defect). In a Cohen-Macaulay local ring

A with maximal ideal m the number of irreducible components of an

ideal generated by a system of parameters is an invariant r(A) of the ring

and is called the type of A; it is r(A) — dim^/m Extl (A/m, A) where d =

dim A (see, e.g., [6], 1.20 and 1.34). A is Gorenstein if and only if it is

of type one. Now we are ready to state our second key lemma.

LEMMA 3. Let £P be one of the following properties of a noetherian

local ring: (a) regularity, (b) complete intersection, (c) Gorenstein, (d)

Cohen-Macaulay.

Then the following conditions are equivalent:

( i ) A has 0>.

(ii) A(X; C) and A(Y; C) have 0>.

Furthermore, for the complete intersection defect it holds

d(A) = d(A(X; O) + d(A(Y; C)) ,

and if A is Cohen-Macaulay, for the type one has

r(Ά) = r(A(X; C)) r(A(Y; Q) .

When proving Lemma 3 we can forget about the field extension of K to K

as the next lemma shows.

LEMMA 4. If A : = (R/I(X) + I(Yy)Iic) + c and eo(q, A) denotes the multi-

plicity of an m-primary ideal q of the local ring A with maximal ideal m

(see, e.g., [21], Vol. Π, Chap. VIII, §10), then m A is the maximal ideal

of A, qΆ is an m A-primary ideal and

eo(q,A) = eo(q-Ά,A) .

Furthermore, if £P is a property as in Lemma 3, A has & if and only if

A has &, d(A) = d(A) and, in case A is Cohen-Macaulay, r(A) = r(A).

Proof. The extension to R of a prime ideal of R is prime (cf. [21],

Vol. II, Chap. VII, § 11, Cor. on p. 226 and Thm. 38). Therefore it is obvious

that m A is the maximal ideal of A, and q-Ά is m A-primary. Using q
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= Af]qΆ (cf.[12], Chap. II, § 1, no 3; for q one concludes in the same

way as it has been done there for mn) one can see that a composition series

of q extends to one of q-A. Thus the Hilbert-Samuel functions of q and

q-A coincide, and in particular we have eo(q, A) = eo(q A, A).

Since A and A are unmixed (see, e.g., [10], (34.10)), they are regular

if and only if their multiplicity is one ([10], (40.6)). Hence the equality

eo(m, A) = eo(m A, A) implies that A is regular if and only if A is so.

Concerning the proof of the statement about the other properties 0* and

the invariants d and r see [5], 6.7.1 for the Cohen-Macaulay property and

[1], (3.14) for the complete intersection property and for d. Using the

behaviour of the type under local flat extensions (see [6], 1.24), in the

same way the proof for the type, and in particular for the Gorenstein

property, is obtained.

Remark. If C is an isolated component of X(~] Y, then j(X, Y; C) =

eo(c A, A) (see [11], (2.3) and [0], Prop. 1). Hence j(X, Y; C) = βo(c A, A) by

Lemma 4; that is, j(X, Y; C) coincides with Samuel's intersection multi-

plicity of (irreducible and reduced) X and Y along C defined in [12], Chap.

II, §5, no. 1.

Proof» of Lemma 3. We abbreviate I(X) = α, I(Y) = 6, I(C) = p,

K[x0, •••,*„] = K[x], K[y0, - , yn] = K[y]. Clearly the obvious homo-

morphism of rings K->K[x\la is flat. In the same way K[y]lb' is a flat

if-module. Hence by change of base ([9], (3.C)) we obtain that K[x]/a^)κ

K[y\IV ^ K[x, y\fa + V is a flat iί[x]/α-module. From this one derives

the following local flat homomorphism

/: A(X; C) = (K[x]la\ > (K[x, y]/a + h%+t - A

because the prime ideal p + c of K[x, y]/a + V contracts to p in K[x]/a (see

[9], (3.J)). Let F denote the fibre over the maximal ideal in A(X; C) of

the local flat homomorphism/, i.e., F = (K[x,y]/p + B0P+e. It is known

that A(X; C) (and similarily A(Y; C)) has Θ> if A has ^ , and if A(X; C) and

F have 0, then so does A (see [9], (21.D) for (a); [1], (1.9.2) for (b); [6],

1.24 for (c); and [9], (21. C) for (d)). For the complete intersection defect

it holds

d(A) = d(A(X; O) + d{F)

1) Originally the first author proved Lemma 3 (only for the Cohen-Macaulay
property) by using complete tensor products. He thanks Christel Rotthaus for the idea
of the present proof, which uses local flat extensions.
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([1], (3.6)), and if A is Cohen-Macaulay, for the type one has

([6], 1.24). In view of Lemma 4 it remains to be shown that F has & if

and only if A(Y; C) does so and that d(F) = d(A(Y; C)) and, if F is Cohen-

Macaulay, r(F) = r(A(Y; C)). We regard a second local flat homomorphism

g: A(Y; C) = (K[yW\, —> (K[x,y]lp + V\+c = F

which is obtained in the same way as /. The fibre of g over the maximal

ideal of A(Y; C) is (K[x,y]/p + p%+c =: B. We shall prove the following

claim.

CLAIM: // K is a perfect field and p c: K[x] is a prime ideal, then

B = (K[x,y\lp + pθp+c ^s a regular local ring.

(Note, that the claim is not true in general if K is not perfect.)

Having this and using the behaviour of &, d, and r under a local flat

homomorphism again, it follows that A(Y; C) has 0* if and only if F does

so and that A(Y; C) and F have the same complete intersection defect

and, if they are Cohen-Macaulay, the same type.

So let us prove our claim. Let j denote the Krull-dimension of K[x]/p.

Then there are j independent indeterminates with respect to p, say x0, ,

Xj_u while x0, , xβ_u xt are dependent for every i — j , , n; that is,

there is a polynomial in p depending only on x0, , x3_u xt (cf. [4], 131.7).

We will show that the j elements x0 — y0, , xs_x — yj_1 (regarded as

elements of B) generate the maximal ideal of the ./-dimensional local ring

B. Since K is perfect, by [19], § 155 (or [21], Vol. I, chap. II, § 13, Theorem

31) applied to the quotient field of K[x]/p, for every i = j , , n there is

a non-zero polynomial /Xx0, , Xj_u xt) e p depending only onx 0 , , Xj_l9

xi9 which is irreducible and separable as a polynomial in xt. Clearly

fi{x0, - -, Xj-u %ί) is a polynomial in p of smallest possible positive degree

in xt. We have

( * )
— \ X i Jί) 6 i l X 0) > XJ-1> Xi> J t / ^ ^X0 — Jo? 9 Xj-1 — yj-19 P> P /-°

Note that since /i is separable, it contains at least one monom whose

exponent n of xi is not divisible by the characteristic of K% Hence

(xΐ — yί)l(Xi — yd = x?"1 + Xι~2yt + + y? ' 1
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does not contain x% - ^ as a factor, whence gi(x0, , Xj-u Xu xd Φ 0.

Since the degree in xt of the latter polynomial is strictly smaller than

that of fu we have gi(x0, , x;_i, xi9 xt) £ p and therefore gi(x0, , Xj.u

Xu yd & P + c So gi(x0, -, Xj-u Xu yd is a unit in B, and from (*) we get

that

Xi—ytG fro - y0, --, Xj-i - yj-i, P, P')B for a l l i = j , • , n .

This establishes our claim and finishes the proof of Lemma 3.

Proof of the theorem, (i) => (ϋ) : It follows from [11], (2.3) that j(X, Y; C)

= eo(c A, A) where eo(q, A) denotes the multiplicity of an m-primary ideal

q in the local ring A with maximal ideal m. Hence we obtain

(**) 1 = j(X, Y; C) = eQ(c Ά,Ά)> eo(m, A) > 1

that is, eo(m, A) = 1. Since X and Y are pure dimensional subschem.es, it

follows from [10], (34.10) that A is unmixed (note that A is a homomor-

phic image of a regular local ring). We therefore get from [10], (40.6)

that A is regular. Hence by (**) we have c A = m; that is, XΠY is

reduced at C. Lemma 3, (a) does yield the condition (ii), (a) of the theo-

rem, and the implication

( i ) => (ϋ) is proved.

(ϋ)=φ>(i): Since XΓiY is reduced at C we have c A = m. The

theorem (2.3) or [11] does provide that j(X, Y; C) = eo(c A, A). Hence we

obtain

j(X, Y; C) = eo(c A, A) = eo(m, A) = 1

since A is regular by applying Lemma 3, (a). This proves our theorem.

Before proving our Corollary 1 we want to improve Serre's results on

the relation between multiplicities and lengths by using our approach.

The statement is the following (see also [18], Corollary (3.20)):

PROPOSITION. Let X, Y be pure dimensional subschemes of Pn

k. Let C

be any isolated component of Xf] Y. Then we have:

( i ) Assume that A(X; C) and A(Y; C) are Cohen-Macaulay. Then

j(X, Y; C) > l(X, Y; C)

and equality holds if and only if c A <Ξ (Zo, , lδ-}-i)Ά.

(ii) Suppose that c A c: (Zo, , lδ_j_d'A. Then

j(X, Y; C) < l(X, Y; C)
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and equality holds if and only if A(X; C) and A(Y; C) are Cohen-Macaulay.

Proof The assertions (i) and (ii) result immediately from Lemma 2

and Lemma 3, (d).

The Proposition does yield new proofs for Serre's and Grobner's results

on lengths and multiplicities, see [14], Chapter V, [4], 144.12 and [2].

COROLLARY 2. The notations being the same as in the Proposition.

( i ) Suppose that dim C — dim X + dim Y — n, then

ί(X, Y; C) < l(X, Y; C)

and equality holds if and only if A(X; C) and A(Y; C) are Cohen-Macaulay.

Assume that dim Xf]Y = dim X + dim Y — n, then

deg(X) deg(Y) ^deg(XΠY) .

(ii) Assume that A(X; C) and A(Y; C) are Cohen-Macaulay, then

j(X, Y; C) > l(X, Y; C).

Suppose that for every component C c X Π Y with dim C = dim X Pi Y the

local rings A(X; C) and A(Y; C) are Cohen-Macaulay, then

deg(X).deg(Y) > deg(XΓ)Y) .

(iii) Assume that dim XΓ)Y= dim X + dim Y - n. Then A(X; C) and

A(Y; C) are Cohen-Macaulay for every isolated component C c XΓ\ Y if and

only if deg(X) deg(7) = deg(Xf] Y).

Proof. We note the following two facts: If dim C = dim X + dim Y

— n then δ — j — 1 = n; that is, (Zo, , Z^^^ A = c A. Furthermore,

deg(XΠ Y) = Σc l(X, Y; C) deg(C), where C runs through all irreducible

components of Xf] Y such that dim C = dim Xf] Y- Having these facts,

the Corollary follows immediately from the proposition and Lemma 1.

COROLLARY 3. Assume that the local rings A(X; C) and A(Y; C) are

Cohen-Macaulay for all components C c X Π Y with dim C = dim X f] Y.

Then the following conditions are equivalent:

( i ) deg (X) deg (Y) = deg (Xf] Y).
( i i ) The collection {CJ of the theorem of [17] is equal to {C\C a X

Π Y and dim C - dim Xf] Y}, and j(X, Y; C) = l(X, Y; C) for all CdXf]Y

with dim C = dim XΓ\ Y.

Proof. The theorem of [17] and our Lemma 2 do yield
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deg(X) deg(Y) = Σ[KX, Y;C)-άeg(Cd> ^ J(X, Y\ C) deg(C)
dim (7 = dim If lF

ί, Y;C).deg(C) = d e g ( Z n Y ) .

From this our corollary immediately follows.

This corollary yields the following interesting result.

COROLLARY 4. Let the situation be as described in Corollary 3. Then

every isolated component of XΓϊY has the same dimension as X(~] Y if

One special case of Corollary 4 is the following remark:

Remark. Assume that X and Y are locally Cohen-Macaulay (for

example, X and Y non-singular). Suppose that deg (Xf) Y) = deg(X)

deg(Y), then Xf) Y has no isolated components of dimension < dimXΠ Y.

Proof of Corollary 1. Lemma 1 does yield that j(X, Y; C) = ί(X, Y; C).

Hence we can apply our theorem and Corollary 2, (i).

( i ) φ=φ (ίii) is well-known; see, for example, [20], Chapter VI, Theo-

rem 6.

( i ) ==> ( ϋ ) results immediately from the theorem.

(ii) = φ ( i ) : Since XΓ) Y is reduced at C we get that /( X, Y; C) = 1.

Hence we obtain 1 < ί(X, Y; C) < l(X, Y; C) = 1 by applying Corollary 2,

(i). This proves Corollary 1.

Now we will show by examples that the above theorem does not

remain true when the condition (a) or (b) of (ii) is dropped. This is clear

for condition (b) by studying Corollary 1. Before considering our examples

we collect some helpful results that we need. First, the following result

(see also [12], Chap. II, § 6, no. 2, a)) can be derived immediately from

the theorem:

COROLLARY 5. Let X be a pure dimensional subscheme of Pn. Assume

that Y is a subυariety of X. Then j(X9 Y; Y) = 1 if and only if A(X; Y)

is regular.

The following example shows that the intersection multiplicity depends

on the characteristic of the ground field.

EXAMPLE 1. Let X = Y be a circle in P2

K. If char K Φ 2 then X is

irreducible. It follows from Corollary 5 that j(X, X; X) = 1. If char K = 2
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then X degenerates into a double line. The theorem shows that j(X, X; X)
> 2 .

Analyzing our proposition we see that the crucial point is to study
the condition c A cz (Zo, . . . , l^^J-Ά. Therefore we want to investigate
this problem in the following two lemmas.

LEMMA 5. The notations being the same as in the proposition. Let
XC]Y be reduced at C. Then k2 = 0 if and only if A(X; C) and A(Y; C)
are regular local rings.

Proof. By Lemma 3, (a), it is enough to show that k2 = 0 if and only
if A is a regular local ring. One has immediately from the definition of
k2 (see Lemma 2) that k2 = 0 is equivalent to (Zo, , h-j-d-A = c A, where
lQ, , h-j-i is a system of parameters for A. Now by assumption Xf]Y
is reduced at C, that is c A = m. Hence k2 vanishes if and only if (Zo, ,
id-j-^-A = m. But the latter equality is equivalent to the regularity of
A. Sufficiency is clear. Conversely, if A is regular, then m — (Zo, , ln)
A = c A can be generated by any δ — j elements of the Z's. This proves
the lemma.

LEMMA 6. The notations being the same as in the proposition. Assume
that A(X; C) and A(Y; C) are Cohen-Macaulay and k2 = 0. Then for the
complete intersection defect of Xf] Y at C it holds

d((RMX) + KY))im) = d(A(X; O) + d(A(Y; C)) .

In particular, if A(X; C) and A(Y; C) are complete intersections and k2 = 0,
then XΓ) Y is a complete intersection at C; that is, the primary ideal of
I(X) + I(Y) at the localization of the prime ideal I(C) is generated by a
regular sequence.

Proof. Because of d(Ά) = d(A(X; C)) + d(A(Y; C)) (Lemma 3) it suf-
fices to show that d(Ά) = d((RJI(X) + I(Y))nc)). By Lemma 3, (d), our
assumptions ensure that A is Cohen-Macaulay and, since k2 = 0, that
(Zo, , h-j-J'A = c A, where Zo, , lδ-s-i is a system of parameters for
A. By [1], (3.10), this implies

d(A) = d(Άl(lOi . • , h.j^'A) = rf(A/c A) .

But d(A/c A) = rf(A/c A) (see [1], (3.14)) and A/c A ^ (RXII(X) + I(Y))/(c),
which completes the proof.
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Lemma 6 and Lemma 2 yield the following corollary:

COROLLARY 7. Let X, Y be pure dimensional subschemes of P\ and let

C be an isolated component of Xf)Y. Assume that the local rings A(X; C)

and A(Y; C) are regular. Then the following conditions are equivalent:

( i ) j(X, Y; C) = Z(X, Y; C).

(ii) Xf] Y is a complete intersection at C.

(iii) k2 = 0.

Proof. We have only to show that the condition (ii) implies (iii).

Since (RJI(X) + I(Y))HC) ~ A/oA, it follows from (ii) that A/c A is a

complete intersection, too. Using Lemma 3 we get that A is regular.

Therefore c A can be generated by a regular sequence. Hence every

minimal system of generators for c A is a regular sequence. Since c A

= (k> ' '' y h)Ά, δ — j (where j — Krull-dimension of C) linear forms, say

ho> ' * •> hδ-j-i9 of Zo, , ln generate the ideal c A. The definition of the

intersection multiplicity j(X, Y; C) shows (see the algorithm of [17]) that

by renumbering of the linear forms Zo, , ln we get

k2 = length of c A/(Z,0, , /«,_,_>A .

This provides the condition (iii).

EXAMPLE 2. In P^ we consider the curve X and surface Y defined

by the following ideals:

I(X) : = (x0x2 — xl, X& — xξ) = I(C) Π (xl9 x2), where I(C) is the defining

ideal of the twisted cubic curve in P3

K, and I(Y) : = (xQxs — x^). Then

XΠ Y is given by I(X) + I(Y) = I(C); that is, XΓ) Y is reduced at C but

it is not a complete intersection at C. Of course, A(X; C) and A(Y; C)

are complete intersections. Hence we get from Lemma 6 that k2 Φ 0.

Furthermore, we obtain kx = 0. Therefore Lemma 2 does yield that j(X, Y;

C) > 2.

This example shows that we cannot drop the condition (ii), a) of the

theorem. Analyzing the proof of our proposition we see that we have

studied the condition kx = 0 or k2 = 0. But Lemma 2 shows that the key

is to study the difference between k2 and kίt Therefore we want to give

three examples with kx — k2ψ 0, kx > k2 -ψ 0 and k2 > kx Φ 0 for improper

components C c Xf)Y.

EXAMPLE 3. In PA

K we take subschemes X and Y defined by the fol-

owing ideals:
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I(X) = (x0, χt) Π (x2, xd and I(Y) = (x0, x2, xx + * 8). Then XΓ) Yis given

by I(X) + I( Y) = (x0, x2, xtx39 xι + x3); that is, XΠ Y has only one isolated

component C defined by I(C) = (x0, xl9 x29 xz). Using the algorithm from

[17] it is not too hard to see that j(X, Y; C) = 2. By Lemma 2, we have

2 - j(X, 7; C) - Z(X, Y; C) + k2 - ku and since l(X, Y; C) = 2 it follows

that &2 = &i Since A(X; C) is not Cohen-Macaulay, we obtain from Lemma

2 (definition of kλ) and Lemma 3, (d) that kx Φ 0.

EXAMPLE 4. In P*κ we consider subschemes X and Y defined by the

following ideals:

I(X) = (*0, xO (Ί (*2, *s) and J( Y) = (x0 + x29 x, + x3, x0 + x3), Then XΠ Y

has only one isolated component, say C, given by the ideal I(C) = (x0, xl9

x2, x3). It is easy to see that l(X, Y; C) = 5. Since A(X; C) is not Cohen-

Macaulay we get kx Φ 0, and j(X, Y; C) > 2 by the theorem. The main

theorem of [17] does yield 2 = deg(Z) deg(Y) >j(X, Y; C) deg(C). Hence

we obtain j(X, Y; C) = 2. Lemma 2 does provide 2 = j(X, Y; C) = l(X, Y; C)

+ k2 — kx = 5 + k2 — kx\ that is, kλ > k2. It is not too hard to see that

k2 Φ 0 by studying the corresponding module defining k2.

EXAMPLE 5. In P4

K we consider the cone X over the rational quartic

curve given parametrically by {s\ sH, sf, t] in P3. Let Y be the vertex of

X given by the ideal I(Y) = (x0, xl9 x29 x3); that is, Y c X. Then XΓ\ Y is

reduced at C = Y. Hence we have Z(X, Y; C) - 1. Since A(X; Y) is not

Cohen-Macaulay, we get that kx φ 0 and ;(X, Y; Y) > 2 by applying Corol-

lary 5. Lemma 2 does yield 2 < ;(X, Y; Y) - Z(X, Y; Y) + k2-k, = I + k2

— kλ. Therefore we obtain k2 > kx Φ 0.

We think that this note and the papers [17], [11] and [18] do yield a

good understanding for the importance of the isolated components to the

intersection theory. Therefore the following very interesting question

remains open (see also [18]): How do imbedded components contribute

to the intersection multiplicities?

We believe that the history of this problem is rather interesting. In

1908, Severi [15] discovered a method for an intersection theory including

the case of improper components. In 1947, Severi [16] "showed" by using

this method that one obtains for every isolated component C c l ί l Y a

well-defined intersection multiplicity, say s(X, Y; C) > 0, such that

deg(Z) deg(Y) = Σs(X9 Y; C) deg(C) ,
c
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where C runs through all isolated components of Xf] Y. Counterexamples
were given by Fulton [3] and by Lazarsfeld [8], too. Therefore we want
to recall the conjecture of [18], Chapter III, C:

CONJECTURE. Let X and Y be pure dimensional subschemes of Pn

κ.
Then deg (X) deg (Y) > number of all prime ideals p belonging to I(X)
+ I(Y) such that dim p > dim X + dim Y - n.

Analyzing the algebraic approach of [17] and this conjecture, one
might be tempted to ask the following question: Let CczXΠ Y be an
irreducible subvariety corresponding to an imbedded prime ideal belonging
to I(X) + I(Y). If dim C > dim X + dim Y - n and if deg (X) deg (Y) >
ΣcJ(X> Yl C") deg(C), where C runs through all isolated components of
Xf] Y9 then we need the component C for our decomposition of Bezout's
number deg(X) deg(Y). However, this is not so, as we will show by the
following example.

EXAMPLE 6: Let X and Y be the surfaces of P4

K with the following
ideals:

= (x0, xt) Π (x0, *2) Π (x2, *3),

Then we have the following primary decomposition:

= (x0, χ2) n (χo> χi, x*) n (χ19 χ2, χ3, *4) n (χo^2,

Applying the algebraic approach of [17] it is not too difficult to show
that our decomposition of the Bezout number deg(X) deg(Y) is given by

deg(X).deg(Y) - ±j(X, Y; C) deg(Q ,
ί = l

where the components Ct c Xf) Y and the intersection multiplicities
j(X, Y; Cτ) are given by

C/j: XQ
 :== X2 == yJ\ L/2 XQ

 == X\ == *̂ 4 : r : : : Vy ^ 3 " XQ
 z== X{ == X'2 ==: v,

C 4 : xQ = x2 = X3 = U1 C 5 : x 0 = Xj = x2 = X4 = u j

C6: x, = x2 = x3 = x4 - 0; and j(X, Y; Q = j ( Z , Y; C8) = i ( Z , Y; C4) - 2

and j(X, Y; C2) = ;(X, Y; C5) - j(X, Y; C6) = 1.

This example shows that the imbedded point C: x0 = Xi = x2 = #3 = 0 belong-

ing to I(X) + I(Y) does not appear in our decomposition of deg(X)

deg(Y) although dim C > dimX + dim Y — n = 0 and there is a "geo-

metrically imbedded" point, namely C5.
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Example 7 shows that the following case is possible: The decompo-

sition of deg(X) deg(Y) is stated by using only the isolated components

of Xf] Y although I(X) + I(Y) has imbedded components with dimension

> dim X + dim Y — n.

EXAMPLE 7. In P3

K we consider subschemes X and Y defined by the

following ideals:

I(X) = (xOi xt) Π O2, xs) and I(Y) = (x0 + x2, x$ .

Then Xf]Y has two isolated points, say Cx: x0 = JCj = x2 = 0 and C2: #0 =

x2 = χ3 = 0. The theorem does provide that j(X, Y; CJ > 2 for i = 1, 2.

Since 4 = deg (X). deg (7) > ;(X, Y; C,) - deg (C,) + ;(X, 7; C2) deg (C2) by

applying the statement of [17], we see that j(X, Y; C,) = j(X, Y; C2) = 2;

that is,

deg (X) deg (Y) = y(X, Y; C,) deg (C,) + ;(X, Y; C2) deg (C2) .

We note that I(X) + I(Y) has an imbedded component of dimension > dim X

+ dim Y — n = — 1. We want to conclude with an example mentioned in

our introduction.

EXAMPLE 8. In P2

K we consider subschemes X, Y defined by I(X) =

(xlx2) and I(Y) = {xλxt) The isolated components of Xf] Y are the lines

CΊ: #! = 0 and C2: x2 = 0. Since the local rings A(X; d ) and A(Y; C2)

are not regular, our criterion for intersection multiplicity one yields

j(X, Y; d) > 1 for ί = 1, 2. However, in the intersection theory of Fulton

and MacPherson using the diagram

my—>χx Y

J P 2 > P2 X P2

each line contributes 1 to the Bezout number deg (X) deg (Y) = 9 (see [3],

Example 11.3.3, (d)).
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