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#### Abstract

In this paper, we give some characterisations of homomorphisms on von Neumann algebras by linear preservers. We prove that a bounded linear surjective map from a von Neumann algebra onto another is zero-product preserving if and only if it is a homomorphism multiplied by an invertible element in the centre of the image algebra. By introducing the notion of tr-rank of the elements in finite von Neumann algebras, we show that a unital linear map from a linear subspace $\mathcal{M}$ of a finite von Neumann algebra $\mathcal{R}$ into $\mathcal{R}$ can be extended to an algebraic homomorphism from the subalgebra generated by $\mathcal{M}$ into $\mathcal{R}$; and a unital self-adjoint linear map from a finite von Neumann algebra onto itself is completely tr-rank preserving if and only if it is a spatial *-automorphism.


## 1. Introduction

By a linear preserver we mean a linear map from an algebra into another which, roughly speaking, preserves certain properties of some elements in the algebra. Linear preserver problems concern the characterisation of such maps. Over the past decades a lot of work has been done on linear preserver problems on matrix algebras (see, for example, the survey paper [11]). Recently, interest in similar questions on operator algebras over infinite dimensional spaces has also been growing (for example, [1, $3,4,5,7,8,9,11,12,13,14,15,16]$ and the references therein). In this paper, we consider the question how to describe a linear map from a von Neumann algebra into another which preserves zero products or tr-rank, and then get some characterisations of homomorphisms on von Neumann algebras.

Let $\mathcal{A}$ and $\mathcal{B}$ be two algebras. We say that a linear map $\Phi: \mathcal{A} \rightarrow \mathcal{B}$ preserves zero products if $A B=0$ implies that $\Phi(A) \Phi(B)=0$ for any $A, B \in \mathcal{A} ; \Phi$ preserves zero products in both directions if $A B=0$ if and only if $\Phi(A) \Phi(B)=0$ for any $A, B \in \mathcal{A}$. Semrl [15] proved that a unital linear map from $\mathcal{B}(X)$ onto itself is an automorphism if and only if it preserves zero products in both directions, where $\mathcal{B}(X)$ is the Banach algebra of all bounded linear operators on Banach space $X$. In [9], Hou and Gao gave a characterisation of the additive maps preserving zero products on $\mathcal{B}(H)$, where $H$ is

[^0]a Hilbert space. In a recent paper [5], we described all linear or additive maps on nest algebras which preserve zero products. All these results mentioned above are obtained by showing that the maps involved are rank-one preserving, but this method is not valid for those acting on general von Neumann algebras. In the present paper, one of our purposes is to generalise the result of Semrl [15] to general von Neumann algebras and also omit the assumptions "in both directions" and "unitality", under the assumption of boundedness. In Section 2, we prove that a bounded surjective linear map from a von Neumann algebra onto a factor Banach algebra preserves zero products if and only if it is a homomorphism multiplied by a nonzero scalar (Theorem 2.1). We also show that a bounded surjective linear map from a von Neumann algebra $\mathcal{A}$ onto another $\mathcal{B}$ preserves zero products if and only if it is a homomorphism multiplied by an invertible element in the centre of $\mathcal{B}$ (Theorem 2.3).

One of the most important linear preserver problems concerns the rank. This is because many preserver problems may be reduced to the problem of rank preservers. Therefore it is not surprising that there are many papers on linear maps preserving rank (see, for example, $[1,3,4,7,8,11,12,13,14,15,16]$ and the references therein). However, the notion of finite-rank is meaningless in general von Neumann algebras. In Section 3, we introduce the notion of tr-rank of the matrices over a finite von Neumann algebra (see Definition 3.1) and give some properties of tr-rank (Proposition 3.2). It is seen that tr-rank is a suitable generalisation of the rank of matrices. We prove that a unital linear map which is completely tr-rank nonincreasing from a linear subspace $\mathcal{M}$ of a finite von Neumann algebra $\mathcal{R}$ into $\mathcal{R}$ can be extended to a completely tr-rank nonincreasing algebraic homomorphism from the subalgebra generated by $\mathcal{M}$ into $\mathcal{R}$ (Theorem 3.3); if a unital linear map from $\mathcal{R}$ into itself is completely tr-rank nonincreasing, then it is a homomorphism (Corollary 3.4); and a unital self-adjoint linear map from $\mathcal{R}$ onto itself is completely tr-rank preserving if and only if it is a spatial *-automorphism (Theorem 3.6).

## 2. Linear maps preserving zero-product

In this section, we discuss the linear maps preserving zero products on von Neumann algebras. In fact, the results of this section are also true if the domain space $\mathcal{A}$ is a $C^{*}$-algebra of real rank zero. Recall that a $C^{*}$-algebra $\mathcal{A}$ is of real rank zero if the set of all real linear combinations of orthogonal self-adjoint idempotents is dense in the set of all self-adjoint elements of $\mathcal{A}([2])$. It is clear that every von Neumann algebra is a $C^{*}$-algebra of real rank zero. In particular, $\mathcal{B}(H)$, the algebra of all bounded linear operators on a complex Hilbert space, has real rank zero. In this section, we assume that $\mathcal{A}$ is a von Neumann algebra acting on a complex Hilbert space $H$.

For a unital Banach algebra $\mathcal{B}, \mathcal{Z}(\mathcal{B})$ denotes the centre of $\mathcal{B}$, that is, $\mathcal{Z}(\mathcal{B})=$
$\{b \in \mathcal{B} \mid b x=x b$ for every $x \in \mathcal{B}\} . \mathcal{B}$ is called a factor if $\mathcal{Z}(\mathcal{B})=\mathbb{C} I$, where $I$ is the unit of $\mathcal{B}$ and $\mathbb{C}$ is the complex plane as usual. Two elements are orthogonal if they are commutative and their product is zero.

Theorem 2.1. Let $\mathcal{A}$ be a von Neumann algebra and $\mathcal{B}$ be a factor Banach algebra containing unit. Suppose that $\Phi: \mathcal{A} \rightarrow \mathcal{B}$ is a bounded surjective linear map. Then the following are equivalent.
(1) $\Phi$ preserves zero products.
(2) $\Phi$ is a homomorphism multiplied by a nonzero scalar.

Proof: It is clear that we need only to prove (1) implies (2). Assume that $\Phi$ : $\mathcal{A} \rightarrow \mathcal{B}$ is a bounded surjective linear map preserving zero products. First we shall show that $\Phi(I)=\lambda I$ for some nonzero $\lambda \in \mathbb{C}$.

Let $Q \in \mathcal{A}$ be an arbitrary idempotent, then by our assumptions, $Q(I-Q)=0$ implies that $\Phi(Q) \Phi(I-Q)=0$, so

$$
\begin{equation*}
\Phi(Q) \Phi(I)=\Phi(I) \Phi(Q)=\Phi(Q)^{2} \tag{2.1}
\end{equation*}
$$

It is well known that the subspace of all real linear combinations of projections (that is, self-adjoint idempotents) is dense under the norm topology in the subset of all selfadjoint elements of a von Neumann algebra. Since $\Phi$ is continuous, we get $\Phi(S) \Phi(I)=$ $\Phi(I) \Phi(S)$ for all $S \in \mathcal{A}$. Thus $\Phi(I) \in \mathcal{Z}(\mathcal{B})$ by the surjectivity of $\Phi$. Therefore $\Phi(I)=\lambda I$ for some $\lambda \in \mathbb{C}$ as $\mathcal{B}$ is a factor.

Next we prove that $\lambda \neq 0$. Otherwise, $\Phi(I)=0$, so, by equation $(2.1), \Phi(Q)^{2}=0$ for every idempotent $Q$ in $\mathcal{A}$. If $A=\sum_{i=1}^{n} \alpha_{i} P_{i}$, where $P_{n}(i=1, \ldots, n)$ are orthogonal projections and $\alpha_{i}$ are real numbers, then $\Phi(A)^{2}=\sum_{i=1}^{n} \alpha_{i}^{2} \Phi\left(P_{i}\right)^{2}=0$. It follows from the boundedness of $\Phi$ that, for every self-adjoint element $A$ in $\mathcal{A}$, we always have $\Phi(A)^{2}=0$. Now for arbitrary two self-adjoint elements $A$ and $B$ in $\mathcal{A}$, we have $0=\Phi(A+B)^{2}=\Phi(A) \Phi(B)+\Phi(B) \Phi(A)$. Let $T=T_{1}+i T_{2}$ be an arbitrary element in $\mathcal{A}$, where $T_{1}, T_{2}$ are the real and imaginary parts of $T$, respectively. Now it follows from the self-adjointness of $T_{1}$ and $T_{2}$ that $\Phi(T)^{2}=0$. Thus the range of $\Phi$ consists of square zero elements, which contradicts the surjectivity of $\Phi$ because the Banach algebra $\mathcal{B}$ contains elements other than square zero elements, for example, the unit $I$. Hence $\lambda \neq 0$. Without loss of generality, in the sequel, we may assume that $\lambda=1$, so $\Phi(I)=I$.

Our next step shall show that $\Phi$ preserves idempotent elements. Indeed, $Q$ is an idempotent if and only if $Q(I-Q)=0$. According to our assumptions, this implies that $\Phi(Q) \Phi(I-Q)=0$, so $\Phi(Q)=\Phi(Q)^{2}$ as $\Phi(I)=I$. That is, $\Phi(Q)$ is an idempotent.

Now let us prove that $\Phi$ is a Jordan homomorphism. Because $\Phi$ preserves idempotent elements, it maps a set of orthogonal idempotents of $\mathcal{A}$ into a set of orthogonal
idempotents of $\mathcal{B}$. If $A=A^{*}$ is a self-adjoint element in the von Neumann algebra $\mathcal{A}$, then $A$ is a limit of a sequence of real linear combinations of orthogonal projections and consequently, by the continuity of $\Phi, \Phi(A)$ is a limit of the sequence of real linear combinations of orthogonal idempotents. It follows that $\Phi\left(A^{2}\right)=\Phi(A)^{2}$ holds for every self-adjoint element $A$. Replacing $A$ by $C+D$ in this relation, where $C$ and $D$ are self-adjoint, we get $\Phi(C D+D C)=\Phi(C) \Phi(D)+\Phi(D) \Phi(C)$. For any $T \in \mathcal{A}$, write $T=T_{1}+i T_{2}$, where $T_{1}, T_{2}$ are real and imaginary parts of $T$, respectively. Then the self-adjointness of $T_{1}$ and $T_{2}$ yields that

$$
\begin{aligned}
\Phi\left(T^{2}\right) & =\Phi\left(T_{1}^{2}-T_{2}^{2}+i\left(T_{1} T_{2}+T_{2} T_{1}\right)\right) \\
& =\Phi\left(T_{1}\right)^{2}-\Phi\left(T_{2}\right)^{2}+i\left(\Phi\left(T_{1}\right) \Phi\left(T_{2}\right)+\Phi\left(T_{2}\right) \Phi\left(T_{1}\right)\right)=\Phi(T)^{2}
\end{aligned}
$$

Hence $\Phi$ is a Jordan homomorphism.
Finally, we prove that $\Phi$ is a homomorphism. Let $A, B \in \mathcal{A}$ be such that $A B=0$, then $\Phi(A) \Phi(B)=0$ and

$$
\Phi(B A)=\Phi(B A+A B)=\Phi(B) \Phi(A)+\Phi(A) \Phi(B)=\Phi(B) \Phi(A)
$$

For any idempotent $P \in \mathcal{A}$ and arbitrary $T \in \mathcal{A}$, since $T P(I-P)=0$, we have $\Phi(T P)=\Phi(T P) \Phi(P)$. It follows that

$$
\begin{aligned}
\Phi(P T)-\Phi(P T P) & =\Phi(P T(I-P))=\Phi(P) \Phi(T(I-P)) \\
& =\Phi(P) \Phi(T)-\Phi(P) \Phi(T P) \\
& =\Phi(P) \Phi(T)-\Phi(P) \Phi(T P) \Phi(P) \\
& =\Phi(P) \Phi(T)-\Phi(P T P)
\end{aligned}
$$

hence we have $\Phi(P T)=\Phi(P) \Phi(T)$. Now it is clear that $\Phi(S T)=\Phi(S) \Phi(T)$ for any $S$ and $T$ in $\mathcal{A}$, so $\Phi$ is a homomorphism.

Corollary 2.2. Let $\mathcal{A}$ be a von Neumann algebra and $\mathcal{B}$ be a factor Banach algebra. Suppose that $\Phi: \mathcal{A} \rightarrow \mathcal{B}$ is a bounded linear map. Then the following are equivalent.
(1) $\Phi$ is a surjection preserving zero products in both directions.
(2) $\Phi$ is a bijection preserving zero products.
(3) $\Phi$ is an isomorphism multiplied by a nonzero scalar.

Proof: (3) implies (1) is clear. As to (1) implies (2), we need only to prove that $\Phi$ is injective. Assume that $\Phi(T)=0$. For any $S \in \mathcal{A}$, we have $\Phi(T) \Phi(S)=0$ and hence $T S=0$ as $\Phi$ preserves the zero products in both directions. So $T=0$. That is, $\Phi$ is injective.

That (2) implies (3) follows from Theorem 2.1.
In Theorem 2.1, when the range of $\Phi$ is a von Neumann algebra, we have more general result. Let $\mathcal{B}$ be a von Neumann algebra acting on complex Hilbert space $K$ and let $E, F \in \mathcal{B}$ be two projections. We say that $E$ and $F$ are equivalent, written as $E \sim F$, if there exists a partial isometry $V \in \mathcal{B}$ such that $E=V^{*} V$ and $F=V V^{*}$. The relation $E \preccurlyeq F$ means that $E$ is equivalent to a subprojection of $F$. Assume that $\left\{P_{\lambda} \mid \lambda \in \Lambda\right\}$ in $\mathcal{Z}(\mathcal{B})$ is an orthogonal projection family satisfying $\sum_{\lambda \in \Lambda} P_{\lambda}=I$. If for any orthogonal family $\left\{Q_{\alpha} \mid \alpha \in \Delta\right\}$ of projections in $\mathcal{Z}(\mathcal{B})$ with $\sum_{\alpha \in \Delta}^{\lambda \in \Lambda} Q_{\alpha}=I$ and if for any $\alpha \in \Delta$, there exists $\lambda \in \Lambda$ such that $P_{\lambda} \preccurlyeq Q_{\alpha}$, then we say that $\left\{P_{\lambda} \mid \lambda \in \Lambda\right\}$ is a maximal orthogonal projection family in $\mathcal{Z}(\mathcal{B})$. In the following results we assume that $\mathcal{B}$ has a maximal orthogonal projection family in $\mathcal{Z}(\mathcal{B})$.

Theorem 2.3. Let $\mathcal{A}$ and $\mathcal{B}$ be von Neumann algebras acting on complex Hilbert spaces $H$ and $K$, respectively. Suppose that $\Phi: \mathcal{A} \rightarrow \mathcal{B}$ is a bounded surjective linear map, then the following are equivalent.
(1) $\Phi$ preserves zero products.
(2) There exists an invertible element $D \in \mathcal{Z}(\mathcal{B})$ and a homomorphism $\Psi$ : $\mathcal{A} \rightarrow \mathcal{B}$ such that $\Phi(T)=D \Psi(T)$ for all $T \in \mathcal{A}$.

Proof: As (2) implies (1) is obvious, we need only to prove (1) implies (2). Assume (1). From the proof of Theorem 2.1, we have $\Phi(I)=D \in \mathcal{Z}(\mathcal{B})$. Take a maximal orthogonal projection family $\left\{P_{\lambda} \mid \lambda \in \Lambda\right\}$ in $\mathcal{Z}(\mathcal{B})$ so that $\sum_{\lambda \in \Lambda} P_{\lambda}=I$. Let $K_{\lambda}=P_{\lambda} K$, then $K=\sum_{\lambda \in \Lambda}^{\oplus} K_{\lambda}$. For any $S \in \mathcal{B}$, let $S_{\lambda}=\left.S\right|_{K_{\lambda}}$, we have $S=\sum_{\lambda \in \Lambda}^{\oplus} S_{\lambda}$. Put $\mathcal{B}_{\lambda}=\left\{S_{\lambda} \mid S \in \mathcal{B}\right\} \subset \mathcal{B}\left(K_{\lambda}\right)$, then it is clear that $\mathcal{B}_{\lambda}$ is a factor von Neumann algebra on $K_{\lambda}$ and $\mathcal{B}=\sum_{\lambda \in \Lambda}^{\oplus} \mathcal{B}_{\lambda}$. Otherwise, assume that there exist $\lambda_{0} \in \Lambda$ such that $\mathcal{B}_{\lambda_{0}}$ is not a factor von Neumann algebra on $K_{\lambda_{0}}$. Then there exist nonzero subprojections $P_{\alpha_{1}}$ and $P_{\alpha_{2}} \in \mathcal{Z}(\mathcal{B})$ of $P_{\lambda_{0}}$ such that $P_{\alpha_{1}}+P_{\alpha_{2}}=P_{\lambda_{0}}$. So $\left\{P_{\alpha_{1}}, P_{\alpha_{2}}, P_{\lambda} \mid \lambda \in \Lambda\right.$ and $\left.\lambda \neq \lambda_{0}\right\}$ is an orthogonal projection family and $P_{\alpha_{1}}+P_{\alpha_{2}}+\sum_{\lambda \in \Lambda, \lambda \neq \lambda_{0}} P_{\lambda}=I$, which contradicts the maximality of $\left\{P_{\lambda} \mid \lambda \in \Lambda\right\}$. Hence $D=\sum_{\lambda \in \Lambda}^{\oplus} \alpha(\lambda) I_{\lambda}$, where, for each $\lambda \in \Lambda, I_{\lambda}$ is the identity operator on Hilbert space $K_{\lambda}$ and $\alpha(\lambda)$ is a scalar.

Now, for every $\lambda \in \Lambda$, define $\Phi_{\lambda}(T)=\left.\Phi(T)\right|_{K_{\lambda}}$ for every $T \in \mathcal{A}$. Then $\Phi_{\lambda}: \mathcal{A} \rightarrow$ $\mathcal{B}_{\lambda}$ is linear and is zero product preserving. It is clear that $\Phi(\cdot)=\sum_{\lambda \in \Lambda}^{\oplus} \Phi_{\lambda}(\cdot)$. Since $\Phi$ is surjective, $\Phi_{\lambda}$ is also surjective. By Theorem 2.1, we have that $\Phi_{\lambda}(I)=\alpha(\lambda) I_{\lambda} \neq 0$ and there exists a homomorphism $\Psi_{\lambda}: \mathcal{A} \rightarrow \mathcal{B}_{\lambda}$ such that $\Phi_{\lambda}=\alpha(\lambda) \Psi_{\lambda}$. Let $\Psi=\sum_{\lambda \in \Lambda}^{\oplus} \Psi_{\lambda}$,
then $\Psi: \mathcal{A} \rightarrow \mathcal{B}$ is a homomorphism and $\Phi(\cdot)=D \Psi(\cdot)$. We claim that the normal element $D$ is invertible, since, otherwise, no element in the range of $\Phi$ can be invertible, which contradicts the surjectivity of $\Phi$. This completes the proof.

Corollary 2.4. Let $\mathcal{A}$ and $\mathcal{B}$ be two von Neumann algebras acting on a complex Hilbert spaces $H$ and $K$, respectively. Suppose that $\Phi: \mathcal{A} \rightarrow \mathcal{B}$ is a bounded linear map. Then the following are equivalent.
(1) $\Phi$ is a surjection preserving zero products in both directions.
(2) $\Phi$ is a bijection preserving zero products.
(3) There exists an invertible element $D \in \mathcal{Z}(\mathcal{B})$ and an isomorphism $\Psi$ : $\mathcal{A} \rightarrow \mathcal{B}$ such that $\Phi(T)=D \Psi(T)$ for every $T \in \mathcal{A}$.

Proof: This is immediate from Corollary 2.2 and Theorem 2.3.

## 3. Linear maps preserving tr-Rank

In this section, we discuss the linear maps on finite von Neumann algebras which are completely tr-rank nonincreasing and give a characterisation of spatial *automorphisms. Before defining the conception of tr-rank for an element in finite von Neumann algebras, we first recall some notions. Let $\mathcal{R}$ be a von Neumann algebra acting on Hilbert space $H$. A projection $E$ in a von Neumann algebra $\mathcal{R}$ is said to be finite relative to $\mathcal{R}$ if there is no proper subprojection of $E$ that is equivalent to $E$. We say that $\mathcal{R}$ is finite if the identity $I \in \mathcal{R}$ is a finite projection relative to $\mathcal{R}$. For any positive integer $n$, let $\mathcal{R} \otimes M_{n}(\mathbb{C})=\left\{\mathbf{T}=\left(T_{i j}\right)_{n \times n} \mid T_{i j} \in \mathcal{R}\right\}$, which is still a finite von Neumann algebra in $\mathcal{B}\left(H^{(n)}\right)$, where $H^{(n)}$ is the direct sum of $n$ copies of $H$. It is well known that a von Neumann algebra is finite if and only if it has a faithful normal centre-valued trace (see [10]).

Definition 3.1: Let $\mathcal{R}$ be a finite von Neumann algebra on a Hilbert space $H$ and $\rho$ be its unique centre-valued trace satisfying $\rho(A)=A$ whenever $A$ is in the centre. For any $\mathbf{T}={ }_{f}\left(T_{i j}\right)_{n \times n} \in \mathcal{R} \otimes M_{n}(\mathbb{C})$, define $\rho_{n}(\mathbf{T})=\sum_{i=1}^{n} \rho\left(T_{i i}\right)$ and $\operatorname{tr}-\operatorname{rank}(\mathbf{A})=\rho_{n}\left(R_{\mathbf{T}}\right)$, where $R_{\mathbf{T}}$ stands for the projection onto the closure of the range of $\mathbf{T}$ as an operator on $H^{(n)}$.

Note that tr-rank ( $\mathbf{T})=0$ implies $\mathbf{T}=0$ since the trace $\rho$ is faithful.
Let $\mathcal{M}$ and $\mathcal{N}$ be two finite von Neumann algebras, the linear map $\Phi: \mathcal{M} \rightarrow \mathcal{N}$ is called completely tr-rank nonincreasing (or, preserving) if $\Phi_{n}: \mathcal{M} \otimes M_{n}(\mathbb{C}) \rightarrow$ $\mathcal{N} \otimes M_{n}(\mathbb{C})$ defined by $\Phi_{n}\left(\left(T_{i j}\right)_{n \times n}\right)=\left(\Phi\left(T_{i j}\right)\right)_{n \times n}$ is tr-rank nonincreasing (or, preserving) for every natural number $n$.

Before proving the main result of this section, we investigate some properties relative to tr-rank, which are useful in our study. It is seen from the following proposition
that tr-rank is a suitable generalisation of the rank of matrices over $\mathbb{C}$ to that of the matrices over finite von Neumann algebras.

For an operator $T$, we denote its kernel and range by $\operatorname{ker}(T)$ and $\operatorname{ran}(T)$, respectively.

Proposition 3.2. Let $\mathcal{R}$ be a finite von Neumann algebra acting on Hilbert space $H$. Let $\mathbf{A}, \mathbf{B}, \mathbf{E}$ and $\mathbf{F} \in \mathcal{R} \otimes M_{n}(\mathbb{C})$ with $\mathbf{E}$ and $\mathbf{F}$ being projections. Then the following statements are true.
(1) $\mathbf{E} \sim \mathbf{F}$ if and only if $\operatorname{tr}-\operatorname{rank}(\mathbf{E})=\operatorname{tr}-\operatorname{rank}(\mathbf{F})$;
(2) $\mathbf{E} \preccurlyeq \mathbf{F}$ if and only if $\operatorname{tr}-\operatorname{rank}(\mathbf{E}) \leqslant \operatorname{tr}-\operatorname{rank}(\mathbf{F})$;
(3) if $\mathbf{E A}=\mathbf{A}$, then $\operatorname{tr}-\operatorname{rank}(\mathbf{A}) \leqslant \operatorname{tr}-\operatorname{rank}(\mathbf{E})$;
(4) $\quad \operatorname{tr}-\operatorname{rank}(\mathbf{A B}) \leqslant \min \{\operatorname{tr}-\operatorname{rank}(\mathbf{A}), \operatorname{tr}-\operatorname{rank}(\mathbf{B})\}$;
(5) if $\mathbf{B}$ is invertible, then $\operatorname{tr}-\operatorname{rank}(\mathbf{B A})=\operatorname{tr}-\operatorname{rank}(\mathbf{A B})=\operatorname{tr}-\operatorname{rank}(\mathbf{A})$;
(6) if $\mathbf{T}=\left(T_{i j}\right)_{n \times n} \in \mathcal{R} \otimes M_{n}(\mathbb{C})$ satisfies $T_{i j}=A$ for all $(i, j)$, then

$$
\operatorname{tr}-\operatorname{rank}(\mathbf{T})=\operatorname{tr}-\operatorname{rank}(A)
$$

Proof: (1) By the Definition 3.1, it is easily checked that $\rho_{n}(\mathbf{A B})=\rho_{n}(\mathbf{B A})$ for any $\mathbf{A}, \mathbf{B} \in \mathcal{R} \otimes M_{n}(\mathbb{C})$. If $\mathbf{E}$ and $\mathbf{F}$ are projections such that $\mathbf{E} \sim \mathbf{F}$, then there exists a partial isometry $\mathrm{V} \in \mathcal{R} \otimes M_{n}(\mathbb{C})$ such that $\mathbf{E}=\mathbf{V}^{*} \mathbf{V}$ and $\mathbf{F}=\mathbf{V} V^{*}$. Thus

$$
\operatorname{tr}-\operatorname{rank}(\mathbf{E})=\rho_{n}(\mathbf{E})=\rho_{n}\left(\mathbf{V}^{*} \mathbf{V}\right)=\rho_{n}\left(\mathbf{V} \mathbf{V}^{*}\right)=\rho_{n}(\mathbf{F})=\operatorname{tr}-\operatorname{rank}(\mathbf{F})
$$

(2) $\mathbf{E} \preccurlyeq \mathbf{F}$ if and only if there exists a subprojection $\mathbf{F}_{1} \leqslant \mathbf{F}$ such that $\mathbf{E} \sim \mathbf{F}_{1}$. By the positivity of $\rho_{n}$ and (1), we see that (2) is true.
(3) Let $\mathbf{A}=\mathbf{V}|\mathbf{A}|$ be the polar decomposition of $\mathbf{A}$. Since $\mathbf{E A}=\mathbf{A}$ and $\operatorname{ker} \mathbf{A}=\operatorname{ker}(|\mathbf{A}|)=\operatorname{ker} \mathbf{V}$, for any $\boldsymbol{x} \in \operatorname{ker} \mathbf{A}$, we have $(\mathbf{I}-\mathbf{E}) \mathbf{V} x=0$ and therefore, $\left.(\mathbf{I}-\mathbf{E}) \mathbf{V}\right|_{\text {ker } \mathbf{A}}=0$; for any $y \in \operatorname{ran}(|\mathbf{A}|)$, there exists $x \in(\operatorname{ker}|\mathbf{A}|)^{\perp}=(\operatorname{ker} \mathbf{A})^{\perp}$ such that $y=|\mathbf{A}| x$, hence $(\mathbf{I}-\mathbf{E}) \mathbf{V} y=(\mathbf{I}-\mathbf{E}) \mathbf{V}|\mathbf{A}| x=0$ and consequently, $\left.(\mathbf{I}-\mathbf{E}) \mathbf{V}\right|_{(\operatorname{ker} \mathbf{A})^{\perp}}=0$ since $(\operatorname{ker} \mathbf{A})^{\perp}=\overline{\operatorname{ran}(|\mathbf{A}|)}$. So $(\mathbf{I}-\mathbf{E}) \mathbf{V}=0$ and $(\mathbf{I}-\mathbf{E}) \mathbf{V} V^{*}=$ 0 , which implies that $R_{\mathbf{A}}=\mathbf{V V}^{*} \leqslant \mathbf{E}$. By property (2), tr-rank $(\mathbf{A}) \leqslant \operatorname{tr}-\operatorname{rank}(\mathbf{E})$.
(4) Since $R_{\mathbf{A}} \mathbf{A B}=\mathbf{A} B, \mathbf{A B}=\mathbf{A} B R_{\mathbf{B}^{*}}$ and $R_{\mathbf{B}} \sim R_{\mathbf{B}^{*}}$, (4) follows from (1) and (3).
(5) By (4) and $\operatorname{tr}-\mathrm{rank}(\mathbf{B})=n I$ if $\mathbf{B}$ is invertible, we get

$$
\operatorname{tr}-\operatorname{rank}(\mathbf{A B}) \leqslant \min \{\operatorname{tr}-\operatorname{rank}(\mathbf{A}), n I\}=\operatorname{tr}-\operatorname{rank}(\mathbf{A})
$$

and

$$
\operatorname{tr}-\operatorname{rank}(\mathbf{A})=\operatorname{tr}-\operatorname{rank}\left(\mathbf{A B B}{ }^{-1}\right) \leqslant \min \{\operatorname{tr}-\operatorname{rank}(\mathbf{A B}), n I\}=\operatorname{tr}-\operatorname{rank}(\mathbf{A B})
$$

So (5) is true.
(6) Let

$$
\mathbf{W}=\left(\begin{array}{cccccc}
I & -I & 0 & \cdots & 0 & 0 \\
0 & I & -I & \cdots & 0 & 0 \\
0 & 0 & I & \cdots & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \cdots & I & -I \\
0 & 0 & 0 & \cdots & 0 & I
\end{array}\right)
$$

and

$$
\mathbf{V}=\left(\begin{array}{cccccc}
I & 0 & 0 & \cdots & 0 & 0 \\
-I & I & 0 & \cdots & 0 & 0 \\
0 & -I & I & \cdots & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \cdots & I & 0 \\
0 & 0 & 0 & \cdots & -I & I
\end{array}\right)
$$

Then $\mathbf{W}$ and $\mathbf{V}$ are invertible and

$$
\mathbf{W} T V=\left(\begin{array}{cccccc}
0 & 0 & 0 & \cdots & 0 & 0 \\
0 & 0 & 0 & \cdots & 0 & 0 \\
0 & 0 & 0 & \cdots & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \cdots & 0 & 0 \\
0 & 0 & 0 & \cdots & 0 & A
\end{array}\right)
$$

Hence, by (5), we get $\operatorname{tr}-\mathrm{rank}(T)=\operatorname{tr}-\operatorname{rank}(\mathbf{W T V})=\operatorname{tr}-\mathrm{rank}(A)$.
We are now in a position to prove the main theorem in this section.
Theorem 3.3. Let $\mathcal{R}$ be a finite von Neumann algebra and $\mathcal{M}$ be a linear subspace of $\mathcal{R}$ containing the unit $I$. Suppose that $\Phi: \mathcal{M} \rightarrow \mathcal{R}$ is a completely tr-rank nonincreasing (or, preserving) unital (that is, $\Phi(I)=I$ ) linear map. Then $\Phi$ can be extended to a completely tr-rank nonincreasing (or, preserving) algebraic homomorphism from the subalgebra of $\mathcal{R}$ generated by $\mathcal{M}$ into $\mathcal{R}$.

Proof: For any $T_{i} \in \mathcal{M}(i=1, \ldots, k)$, let

$$
\begin{aligned}
& \mathbf{T}=\left(\begin{array}{cccccc}
T_{1} & -I & 0 & \cdots & 0 & 0 \\
0 & T_{2} & -I & \cdots & 0 & 0 \\
0 & 0 & T_{3} & \cdots & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \cdots & T_{k-1} & -I \\
0 & 0 & 0 & \cdots & 0 & T_{k}
\end{array}\right), \begin{array}{llllll} 
\\
-I & & 0 & 0 & \cdots & 0 \\
0
\end{array} \\
& \mathbf{A}=\left(\begin{array}{ccccccc} 
\\
-T_{2} & & -I & 0 & \cdots & 0 & 0 \\
-T_{3} T_{2} & & -T_{3} & -I & \cdots & 0 & 0 \\
\vdots & & \vdots & \vdots & \ddots & \vdots & \vdots \\
-T_{k-1} \cdots T_{2} & -T_{k-1} \cdots T_{3} & -T_{k-1} \cdots T_{4} & \cdots & -I & 0 \\
T_{k} \cdots T_{2} & T_{k} \cdots T_{3} & T_{k} \cdots T_{4} & \cdots & T_{k} & I
\end{array}\right)
\end{aligned}
$$

and

$$
\mathbf{B}=\left(\begin{array}{cccccc}
0 & 0 & 0 & \cdots & 0 & I \\
I & 0 & 0 & \cdots & 0 & T_{1} \\
0 & I & 0 & \cdots & 0 & T_{2} T_{1} \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \cdots & 0 & T_{k-2} \cdots T_{1} \\
0 & 0 & 0 & \cdots & I & T_{k-1} \cdots T_{1}
\end{array}\right) .
$$

Then $\mathbf{A}, \mathbf{T}$, and $\mathbf{B} \in \mathcal{M} \otimes M_{k}(\mathbb{C})$ and a straightforward computation shows that

$$
\mathbf{A T B}=\left(\begin{array}{cccccc}
I & 0 & 0 & \cdots & 0 & 0 \\
0 & I & 0 & \cdots & 0 & 0 \\
0 & 0 & I & \cdots & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \cdots & I & 0 \\
0 & 0 & 0 & \cdots & 0 & T_{k} \cdots T_{1}
\end{array}\right)
$$

It is clear that both $\mathbf{A}$ and $\mathbf{B}$ are invertible, so $\operatorname{tr}-\operatorname{rank}(\mathbf{T})=\operatorname{tr}-\operatorname{rank}(\mathbf{A T B})$ by property (5) of Proposition 3.2 and

$$
(k-1) I+\operatorname{tr}-\operatorname{rank}\left(T_{k} \cdots T_{2} T_{1}\right)=\operatorname{tr}-\operatorname{rank}(\mathbf{T})
$$

Hence we have

$$
\begin{aligned}
(k-1) I+\operatorname{tr}-\operatorname{rank}\left(\Phi\left(T_{k}\right) \cdots \Phi\left(T_{2}\right) \Phi\left(T_{1}\right)\right) & =\operatorname{tr}-\operatorname{rank}\left(\Phi_{k}(\mathrm{~T})\right) \leqslant \operatorname{tr}-\operatorname{rank}(\mathrm{T}) \\
& =(k-1) I+\operatorname{tr}-\operatorname{rank}\left(T_{k} \cdots T_{2} T_{1}\right)
\end{aligned}
$$

because $\Phi$ is unital and completely tr-rank nonincreasing. Now it is clear that

$$
\begin{equation*}
\operatorname{tr}-\operatorname{rank}\left(\Phi\left(T_{k}\right) \cdots \Phi\left(T_{2}\right) \Phi\left(T_{1}\right)\right) \leqslant \operatorname{tr}-\operatorname{rank}\left(T_{k} \cdots T_{2} T_{1}\right) \tag{3.1}
\end{equation*}
$$

namely, the tr-rank of the product of images of a unital completely tr-rank nonincreasing linear map at some elements is not larger than the tr-rank of the corresponding product of these elements.

Now assume that $T \in \mathcal{R}$ has the form

$$
T=\sum_{r=1}^{m} S_{r 1} \cdots S_{r k_{r}} \text { where } S_{r s_{r}} \in \mathcal{M} \text { for all } r=1, \ldots, m \text { and } s_{r}=1, \ldots, k_{r}
$$

Let $\mathbf{W}_{r s_{r}}=\left(W_{i j}^{\left(r s_{r}\right)}\right)_{m \times m} \in \mathcal{M} \otimes M_{m}(\mathbb{C})$ with $W_{r r}^{\left(r s_{r}\right)}=S_{r s_{r}}, W_{i i}^{\left(r s_{r}\right)}=I$ if $i \neq r$ and $W_{i j}^{\left(r s_{r}\right)}=0$ if $i \neq j ; r=1, \ldots, m$ and $s_{r}=1, \ldots, k_{r}$. Let $\mathbf{A}=\left(A_{i j}\right)_{m \times m}$ with $A_{i j}=I$ for all $(i, j)$. Then

$$
\mathbf{A} \mathbf{W}_{11} \cdots \mathbf{W}_{1 k_{1}} \mathbf{W}_{21} \cdots \mathbf{W}_{(m-1) k(m-1)} \mathbf{W}_{m 1} \cdots \mathbf{W}_{m k_{m}} \mathbf{A}=\mathbf{V}=\left(V_{i j}\right)_{m \times m}
$$

with $V_{i j}=T=\sum_{r=1}^{m} S_{r 1} \cdots S_{r k_{r}}$ for every $i, j=1, \ldots, m$. It follows from Proposition 3.2 (6) that

$$
\operatorname{tr}-\operatorname{rank}\left(\sum_{r=1}^{m} S_{r 1} \cdots S_{r k_{r}}\right)=\operatorname{tr}-\operatorname{rank}(\mathrm{V})
$$

Let

$$
\begin{aligned}
\mathbf{B}=\left(B_{i j}\right)=\Phi_{m}(\mathbf{A}) \Phi_{m}\left(\mathbf{W}_{11}\right) \cdots & \cdots \Phi_{m}\left(\mathbf{W}_{1 k_{1}}\right) \Phi_{m}\left(\mathbf{W}_{21}\right) \\
& \cdots \Phi_{m}\left(\mathbf{W}_{(m-1) k_{(m-1)}}\right) \Phi_{m}\left(\mathbf{W}_{m 1}\right) \cdots \Phi_{m}\left(\mathbf{W}_{m k_{m}}\right) \Phi_{m}(\mathbf{A})
\end{aligned}
$$

then $B_{i j}=S=\sum_{r=1}^{m} \Phi\left(S_{r 1}\right) \cdots \Phi\left(S_{r k_{r}}\right)$ for every $i, j=1, \ldots, m$. Similarly,

$$
\operatorname{tr}-\operatorname{rank}(\mathbf{B})=\operatorname{tr}-\operatorname{rank}\left(\sum_{r=1}^{m} \Phi\left(S_{r 1}\right) \cdots \Phi\left(S_{r k_{r}}\right)\right)
$$

Now, since $\Phi_{m}: \mathcal{M} \otimes M_{m}(\mathbb{C}) \rightarrow \mathcal{R} \otimes M_{m}(\mathbb{C})$ is completely tr-rank nonincreasing, similar to inequality (3.1) we have

$$
\operatorname{tr}-\operatorname{rank}(B) \leqslant \operatorname{tr}-\operatorname{rank}(V)
$$

So it follows that

$$
\operatorname{tr}-\operatorname{rank}\left(\sum_{r=1}^{m} \Phi\left(S_{r 1}\right) \cdots \Phi\left(S_{r k_{r}}\right)\right) \leqslant \operatorname{tr}-\operatorname{rank}\left(\sum_{r=1}^{m} S_{r 1} \cdots S_{r k_{r}}\right)
$$

Let $\widehat{\mathcal{M}}$ be the subalgebra of $\mathcal{R}$ generated by $\mathcal{M}$ and let $\widehat{\Phi}: \widehat{\mathcal{M}} \rightarrow \mathcal{R}$ be a linear map determined by

$$
\widehat{\Phi}\left(\sum_{r=1}^{m} S_{r 1} \cdots S_{r k_{r}}\right)=\left(\sum_{r=1}^{m} \Phi\left(S_{r 1}\right) \cdots \Phi\left(S_{r k_{r}}\right)\right)
$$

If $\sum_{r=1}^{m} S_{r 1} \cdots S_{r k_{r}}=0$, then inequality (3.2) forces $\sum_{r=1}^{m} \Phi\left(S_{r 1}\right) \cdots \Phi\left(S_{r k_{r}}\right)=0$. In particular, it follows from this fact that, if $T, S$ and $T S \in \mathcal{M}$, then $\Phi(T S)=\Phi(T) \Phi(S)$. Thus $\widehat{\Phi}$ is well defined as an extension of $\Phi$ and is an algebraic homomorphism. Now $\widehat{\Phi}$ is also completely tr-rank nonincreasing since $\widehat{\Phi}_{m}=\widehat{\Phi_{m}}$.

If $\Phi$ is completely tr-rank preserving, then the inequalities between "tr-rank" in the above argument are exact equalities, so $\widehat{\Phi}$ is completely tr-rank preserving in this case. In particular, $\widehat{\Phi}$ is injective.

Obviously, when $\mathcal{M}$ is a subalgebra of $\mathcal{R}$, we have the following corollary.
Corollary 3.4. Let $\mathcal{R}$ be a finite von Neumann algebra. Suppose that $\mathcal{M}$ is a subalgebra of $\mathcal{R}$ and $\Phi: \mathcal{M} \rightarrow \mathcal{R}$ is a completely tr-rank nonincreasing (or, preserving) unital linear map, then $\Phi$ is an algebraic homomorphism (or, injective homomorphism).

The following lemma can be found in [6, Corollary, p. 305], but for convenience we state it here.

Lemma 3.5. Suppose that $\mathcal{R}$ is a finite von Neumann algebra and $\mathcal{Z}$ is its centre. Let $\Phi$ be an ${ }^{*}$-automorphism of $\mathcal{R}$ which leaves the elements of $\mathcal{Z}$ fixed. Then $\Phi$ is spatial.

Recall that a map $\Psi$ from a von Neumann algebra $\mathcal{R}$ into itself is self-adjoint if it preserves the involution operation, that is, it satisfies the condition $\Psi\left(T^{*}\right)=\Psi(T)^{*}$ for all $T$ in $\mathcal{R} ; \Psi$ is called a ${ }^{*}$-automorphism of $\mathcal{R}$ if it is self-adjoint and algebraically automorphic. $A^{*}$-automorphism $\Psi$ of a von Neumann algebra $\mathcal{R}$ acting on a Hilbert space $H$ is said to be spatial if there exists a unitary operator $U \in \mathcal{B}(H)$ such that $\Psi(T)=U T U^{*}$ for all $T$ in $\mathcal{R}$. Also recall that the central carrier $C_{T}$ of an operator $T$ in $\mathcal{R}$ is the projection $I-P$, where $P$ is the union of all central projections $P_{\boldsymbol{\alpha}}$ in $\mathcal{R}$ such that $P_{\alpha} T=0$. That is, $C_{T}$ is the smallest projection $Q$ in the centre $\mathcal{Z}=\mathcal{R} \cap \mathcal{R}^{\prime}$ of $\mathcal{R}$ for which $Q T=T$.

Theorem 3.6. Let $\mathcal{R}$ be a finite von Neumann algebra and let $\Phi: \mathcal{R} \rightarrow \mathcal{R}$ be a unital self-adjoint and surjective linear map. Then $\Phi$ is completely tr-rank preserving if and only if $\Phi$ is a spatial *-automorphism of $\mathcal{R}$ that leaves the central elements fixed.

Proof: The "if" part is obvious. To check the "only if" part, suppose that $\Phi$ is completely tr-rank preserving. By Corollary $3.4, \Phi$ is an automorphism of $\mathcal{R}$. It is obvious that, for any operator $A \in \mathcal{Z}$, we have $\Phi(A) \in \mathcal{Z}$ and $\left.\Phi\right|_{\mathcal{Z}}: \mathcal{Z} \rightarrow \mathcal{Z}$ is one-to-one and onto. Apparently, the map $\Phi$ is bounded and, for any projection $P \in \mathcal{Z}$, $\Phi(P) \in \mathcal{Z}$ is a projection since $\Phi$ is self-adjoint. Now the tr-rank preservativity of $\Phi$ implies that $\Phi(P)=P$ for every projection $P \in \mathcal{Z}$. Because every operator in $\mathcal{Z}$ is a norm limit of linear combinations of the orthogonal projections in $\mathcal{Z}$, it follows that $\Phi(Z)=Z$ for every $Z \in \mathcal{Z}$. By Lemma $3.5, \Phi$ is spatial.
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