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ABSTRACT. Recently, H. M. Srivastava extended certain inter
esting generating functions of L. Carlitz to the forms: 

ff(ct+Kn)ix + ny)L 
and n% n\ 

I gLa , + x , n a ' + X ' n ) U, + ny„ • • . ,x s + ny s )—, 
n=(, n\ 

where {/(
n
a)(jc)}~=0 and {g^i ^(x^ . . ., JCS)}~=() are general onc-

and many-parameter sequences of functions. In the present paper 
some general addition formulas for analogous sequences of func
tions are derived, and a number of interesting applications of the 
main results are given. 

1. Introduction and the main results. Motivated by Carlitzs generating 
functions for certain one- and two-parameter coefficients [1, p. 521, Theorem 1 
and Equation (2.10)], Srivastava [4] has recently derived a class of generating 
functions for some general one- and many-parameter sequences of functions 
[op. cit., p. 472, Equations (1.7) and (1.11)]. The object of the present paper is 
to give several general addition formulas for certain sequences of functions 
analogous to those considered by Srivastava [4]. Our main results are con
tained in the following 

THEOREM. Let B(z) and z~lC(z) be arbitrary functions which are analytic in 
the neighborhood of the origin, and assume (for the sake of simplicity) that 

(1.1) B(0) = C ' (0)=1 . 

Define the sequence of functions {f(™](x)}n={) by means of 

(1-2) t fn\x) — = [B(z)T exp(xC(z)), 
„=o n\ 

where a and x are arbitrary complex numbers independent of z. 
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Then, for arbitrary parameters À and y, 

(1.3) frky\x + y y ) = t r ^ (l)f(rxk\x - ky)f^\ky + yy), 

provided that R C ( Y ) > 0 . 

More generally, let the functions A(z), B(z), z~1C(z) and z~xD(z) be 
analytic about the origin such that 

(1.4) A(0) = B(0) = C'(0) - D'(0) - 1, 

and define the sequence of functions {g(nS,y)(x, y, u, v)}^=0 by means of 

(1.5) £ g l T ' ^ U y, u, i ; ) ^ = [ A ( z ) f [ B ( z ) F [ a ( z ) r exp(xC(z) + yD(z)), 

where a, |3, 7, x, y, u and u are arbitrary complex numbers independent of z, and 
(for convenience) 

(1-6) ft(z) - 1 + Z{U*^+VC'W)-

Then 

(1 .7) g(
n

a»+ot2^,+32-"^i+'V2+i>(Xl + X 2 - n U j y i + y 2 , u, u) 

= I ( ^ g Î T ^ - ^ ^ x x - k ^ y i ^ u ) 
k=0 ^K / 

REMARK 1. The definitions (1.2) and (1.5) are essentially analogous to 
Srivastava's generating functions [4, p. 472, Equation (1.6) with A(z) = l ] and 
[4, p. 472, Equation (1.10) with r = s = 2], respectively. 

REMARK 2. The choice of 1 in the conditions (1.1) and (1.4), as also in 
Srivastava's conditions [4, p. 471, Equation (1.5); p. 472, Equation (1.9)], is 
merely a convenient one; in fact, any nonzero constant values may be assumed 
for A(0), B(0), C'(0), D'(0), et cetera. 

REMARK 3. The addition formula (1.3) does not seem to follow readily from 
the general result (1.7). Consequently, we present independent proofs of these 
addition formulas. 

2. Proof of the addition formula (1.3), Making use of Srivastava's theorem 
[4, p. 472, Equation (1.7)] we find from the definition (1.2) that 

[B(0T exp(*C(£)) 
au zùK-^K,)L.-im (0IB(C)] + yC'(0}' 
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where 

(2.2) Ç=t[B(OfeMyC(0). 

Rewriting (2.2) in the form 

(2.3) t = aB(OTKexp(-yC(0), 

and differentiating both sides with respect to £, we get 

(2.4) fc = [B(OV e x p ( - y C ( f ) ) [ w { x | ^ + y C ' ( £ ) } ] . 

Now multiply both sides of (2.1) by ty dt and apply (2.4), (2.3) and the 
definition (1.2) to the resulting right-hand side of (2.1), successively. We thus 
obtain 

+y + n 

(2.5) £ fn+kn)(x + ny)t—-dt=t frk(y+l)\x - (7 + l)y) *— d£ 
n=o " ' n = 0 n\ 

Integrating both sides of (2.5), we have 

°o f.y + n + \ I t 

, - , , n = (> " I ( 7 + H + l ) | ( ) 

(2.6) 
oc ç--y + n + l 

= I/c„a"x(^+l),U-(7 + l )y)-f-n! (y + n + l) 

so that, if R e ( 7 ) > - 1 , 

n=0 n! (7 + n + l) n==() n!(7 + n + l) 

- £ frKn\x+«y)- . 5 ^ " * m o r K ( y + n + l ) 

n=o n!(7 + n + l) 
xexp(-y(7 + n + l)C(f)), by (2.3), 

- £ / ( r X w ) (* + *y) £ /(N x(^+w+1))(-(7 + n + l)y) - ^ 7 + n + 1 , by (1.2), 
n=o iv=o N ! n ! ( 7 + n + l) 

- £ ~ ^ i t T + n + r H / r i x + n y ) / ^ 
N = 0 ^ ' n = ( ) \ H / 

and the addition formula (1.3) follows upon equating the coefficients of £y+N+l 

(and upon introducing some notational changes for the sake of convenience). 

3. Proof of the addition formula (1.7). By Taylor's theorem, (1.5) readily 
yields 

(3.1) g ^ U , y, u, v) = Dn
z{[A(z)Y[B(z)T[Sl(z)T exp(jcC(z) + yD(z))}|2==(), 

where, as usual, Dz = djdz. 
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Now we turn to the known result [3, p. 288, Equation (1.2)] 

(3.2) Dg(z)tf(z)}-Dh(z)j fcl(2) \ g ( 2 ) _ g ( w ) J J|w=; 

where Dg(z){/(z)} denotes the fractional derivative (of order a) of /(z) with 
respect to g(z). 
For a = n and g(z) = z, we obtain the following special case of interest to us: 

^«-«...^(^ni,., 
provided that h(z) has a simple zero at the origin. 

Letting 

(3.4) h(z) = z[B(z)f exp(uC(z)), 

so that 

(3.5) h'(z) = [B(z)]Mn(z)exp(t;C(z)), 

and from (3.3) we have 

(3.6) Dz
B{/(z)}U0 = DK ( z ) {^-[B(z)rexp(f i t )C(z) ) ) | , 

where ft(z) and h(z) are given by (1.6) and (3.4), respectively. 
It follows from (3.1) and (3.6) that 

(3.7) g<-^(x , y, M, D) = DK(z){[A(z)]Œ[B(z)]p+nM[n(z)r"1 

x exp((x + nu)C(z)+ yD(z))}|z=0, 

where h(z) is given, as before, by (3.4). 
By setting 

(3.8) a = a1 + a2, P = 0i + j 3 2 - n u , Y = Yi + Y2+l 

and 

(3.9) x = x1 + x2-nv, y = yi + y2, 

and then using (3.3) in conjunction with Leibniz's formula for the nth deriva
tive of the product of two functions, the addition formula (1.7) is readily 
obtained. 

4. Applications to Bernoulli and Euler polynomials. For the generalized 
Bernoulli polynomials B(^\x) defined by 

(4.1) t B<?Xx)-= ( - ^ - Y e x p ( x z ) , 
„=n n! \ez-l/ 
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we have, upon comparing (4.1) with (1.2) and (1.5), 

(4.2) B(z) = z/(ez - 1), C(z) = z, ft\x) -+ B™(x) 

and 

(4.3) { 
A ( z ) = l , fi(z) = z / ( e 2 - l ) , C(z) = z, y = 0, u = v = -l, 

gl^\x,0,-l,-l)^B^+y\x), 

respectively. 
From (1.3) and (1.7) we thus obtain the addition formulas: 

(4.4) B£+*\x + yy) = J ^ ( " W " ^ * - ky)B(„x-VXY)(fcy + yv), R e ( 7 ) > 0 ; 

(4.5) B<r+p+n+1)(x + y + n) = £ (^)B^ + k + 1 ) (x + k)B(
n%n-k+1)(y + n - / c ) . 

Both (4.4) and (4.5) are believed to be new. As a matter of fact, they do not 
seem to follow from the familiar addition theorem: 

(4.6) B(r&\x + y)=i (^BfXxW&iy), 

which is an immediate consequence of the definition (4.1). Such addition 
theorems as (4.6) do indeed hold true for the sequences generated by (1.2) and 
(1.5), and we have 

(4.7) /ïr3)(* + y)= t (f)f(
k
a)Wf^k(y) 

and 

(4.8) g ^ - < 3 . + < W ^ ( x 1 + x2 ,y1 + y2 ,u ,U) 

= t ( " W " e - T l ) ( * i , Vi, ". v)g(
n
as£^\x2, y2, u, v), 

fc=() ^ ' 

which obviously contain (4.6) and many other results scattered in the literature. 
Since 

(4.9) B(rl\x) = f [ (JC - fc) = (-1)"(1 - x ) n 9 
k = l 

our addition theorem (4.5) reduces, when a = |3 = 0, to the well-known result: 

(4.10) (x + y)n= t (?W(y)„-fc. 

Next we consider the generalized Euler polynomials defined by 

(4.11) tE(
n
a)(x)-=(^-Xexp(xz), 
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which, when compared with (1.2), yields at once the addition theorem: 

( 4 . 1 2 ) E ^ > ( x + Yy)= t ^ ( r W ~ ^ x ~ M ^ 

By comparing the generating functions (1.5) and (4.11) it is not difficult to 
see that the addition theorem (1.7) does not apply to the case of the 
generalized Euler polynomials. 

5. Other applications. We begin by recalling the generating function 
[5, p. 78, Equation (3.2)] 

(5.1) £ G£°(x1/r, r, p, s)zn = (1 - sz)'a/s exp(px[l - (1 - sz)_r/a]), 
n = 0 

where G(^\x, r, p, s) are the polynomials considered by Srivastava and Singhal 
[5] in an attempt to present a unified study of the various known 
generalizations of the classical Hermite and Laguerre polynomials; here the 
parameters a, p, r and s are essentially arbitrary (with, of course, r, s^O). 

A comparison of (5.1) with (1.2) and (1.5) yields the following connections: 

fB(z) = ( l - s z ) - 1 / s , C(z) = 
{ } I f£Kx)-»n\GW\r9p9 

! = p [ l - ( l - s z ) - r / s ] , 
,s) 

and 

" A ( z ) = l , B(z) = ( l - s z ) - 1 / s , C(z) = p [ l - ( l - s z ) - r / a ] , 

(5.3) \ y = 0 , u = s, v = 0, 

g(f*y\x, 0, s, 0) -> n! G<?+s,y)(x1/r, r, p, s). 

It follows from (1.3) that 

(5.4) G(rky)(lx + yy]v\r,p,s) 

= ï ~ G r À k \ [ x - f c y ] ^ r , p , S ) G ^ 

while (1.7) leads to the interesting addition theorem: 

(5.5) G ("+3+s)([x + y]1 / r , r ,p,s)= £ G(rks+S\xv\ r, p,s)G?_+
k

ks+s)(y1/r, r, p, s). 
k=0 

The polynomials G(
n°°(x9 r, p, s) can be specialized to a large number of 

familiar systems of polynomials by appealing to the relationships given by 
Srivastava and Singhal [5, p. 76]. For example, if we suitably make use of the 
known relationships [5, p. 76, Equations (1.8) and (1.9)] 

(5.6) G f ( x , 2, 1, -1 ) = G^-n)(x, 2 , 1 , 1) = {-^Hn(x) 
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and 

(5.7) G ( r n ) U , 1, 1, -1 ) = G<T"Oc, 1, 1, 1) = L(-\x) 

in our addition formulas (5.4) and (5.5), we shall obtain the corresponding 
(presumably new) results for the classical Hermite and Laguerre polynomials. 
The details may be omitted. 

Yet another set of interesting special cases of our addition formulas (5.4) and 
(5.5) would result if we let p = r = 1 and apply the readily verifiable relationship 

(5.8) G(?+l)(x,l,l,s) = snY%x;s), 

where Y„(x; s) are one of the two classes of the biorthogonal polynomials 
introduced by Konhauser [2] for a > — 1 and s = 1, 2, 3 , . . . . We thus find from 
(5.4) that 

(5.9) Yï+*(x + yy;s)= £ ^ Y^x-ky; s)YK
n
(Xy)~\ky+ yy; s), 

s = 1,2, 3 , . . . ; R e ( 7 ) > 0 , 

while (5.5) gives us 

(5.10) vre+s+ ,(jc + y;s)= t Yrks+s(x;s)Y^+s(y;s), s = l ,2 ,3 , . . . . 

Notice that, since [cf (5.7) and (5.8)] 

(5.11) Y«(x; l ) -L (
n

a ) (x) , 

the special cases of (5.9) and (5.10) when s = 1 will naturally yield the 
aforementioned results involving Laguerre polynomials. Putting s = l in, for 
instance, (5.10) and applying (5.11), we immediately arrive at the elegant result 

(5.12) L ( r 3 ) U + y)= t Lirfc)(x)UB-+
fc

k)(y), 
k = 0 

which can, of course, be derived directly from a known generating function for 
the modified Laguerre polynomials L(

n
ct-n)(x). 

We remark in passing that a number of additional applications of our 
theorem can be given by using some of the examples considered earlier by 
Carlitz [1]. 

6. A direct proof of (3.3). In view of the fundamental importance of the 
derivative formula (3.3) in our derivation of the main addition theorem (1.7), 
we find it worthwhile to give a simple proof of (3.3) without using (3.2). 

Let g(z) be a univalent function in a domain 3) of the complex z-plane. 
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Thus, for every point z = z0 in 3), we have 

(6.1) g(z) = g(z0)^z = z0 

and 

(6.2) D^z){/(g(z))}|g(2)=g(2ll) = D^ ){/(g(z))}U2 o . 

From Taylor's series for f(z) we readily have 

(6.3) /(g(z)) = /(gUo))+LD^{f(g(z))}| [ g ( z ) ~f ( Z ° ) r , 

while Lagrange's expansion theorem [6, p. 133] yields 

(6.4) 
' " [g(z)-g(zo)]n 

,g ' (zo)^0. 

[g(z)-g(z 0)] n 

G ( 2 ) = G ( z 0 ) + Î D r 1 f c / ( z ) ( / Z° V ] 
„ = 1 I- \ g (z ) -g (z 0 ) / J 

Setting G(z) = /(g(z)) in (6.4), we obtain 

and, on comparing (6.3) and (6.5), we arrive at the desired result (3.3) in its 
essentially equivalent form: 

(6.6) p;rzUHU)}lz-z0=pr1fH(z)gy(z)( z'z° )n}\ , 

where, for convenience, H(z) = /'(g(z)), g(z) being univalent in Si, gf(zo)j=0, 
and n is a positive integer. 
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