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#### Abstract

Lazarsfeld proved a bound for the excess dimension of an intersection of irreducible and reduced schemes. Flenner and Vogel gave another approach for reduced, non-degenerate schemes which are connected in codimension one, using the intersection algorithm of Stückrad and Vogel and defining a new multiplicity $k$. Renschuch and Vogel considered a condition to ensure that there is no degeneration for more than two schemes. We define an integer which enables us to unify these methods. This allows us to generalize the result of Flenner and Vogel to non-reduced schemes by comparing the multiplicities $j$ and $k$. Using this point of view we give applications to converses of Bézout's theorem; in particular we investigate the Cohen-Macaulay case.
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H. Flenner and W. Vogel gave a first approach to the converse to Bézout's theorem in [1]. Since then there has been other work on this subject (see [2, 9, 13, 14]). The converse to Bézout's theorem consists of an answer to the following question: under which conditions does the situation of a proper intersection follow from a Bézout'sequality? In this connection, in [13, 14] a relation between the excess dimension and dimensions of vector spaces of linear forms is considered. We want to investigate this connection rather more deeply.

We always consider the intersection of two or more than two schemes. This transition from the case of two schemes is not quite trivial, as the discussion of example 12.3.5 of [3, p. 225] in [9, p. 316, Remark 1] shows. In [3, p. 225], one assumption is missed and this is corrected by an unnecessarily strong condition. This condition is commented on and also weakened in [4]. We give here a new condition.

In particular, in Proposition 2.4 and Theorem 2.9., we give generalizations of Theorem 4.2 of [1]. These generalizations are based on Proposition 2.2 and Lemma 2.8. In the latter we compare the intersection multiplicities $j$ (see [3, 11, 12]) and $k$ (see [1], where the notation $\dot{j}$ was used). This allows us to pass from the intersection of reduced schemes to that of general pure dimensional schemes. The main result of H. Flenner and W. Vogel in [1] and the result of L. O'Carroll in [8] treat the reduced case. Theorem 2.9 especially has some interesting applications. For example, we use this result in Section 3 to give a new proof of Proposition 3.12 of [2] and to study the CohenMacaulay case. Also, we give in Corollary 3.3 a partial answer to the question following Theorem 7 in [14]. We generalize the Theorem of [13] in the geometrically more
interested case by considering all irreducible (i.e. idealtheoretically isolated) components and not only the highest dimensional components (see Theorem 2.7). (The former are the geometrically visible components.)

## 1. Notation and preliminary results

Let us fix the following notation for the whole paper. Let $K$ be an algebraically closed field and $X_{1}, \ldots, X_{r}(r \geqq 2)$ pure dimensional subschemes of $\mathbb{P}_{K}^{n}$ with defining homogeneous ideals $\alpha_{1}, \ldots, \alpha_{r}$ in $R_{0}:=K\left[x_{0}, \ldots, x_{n}\right]$. We introduce $r$ copies $R_{i}:=$ $K\left[x_{i 0}, \ldots, x_{i r}\right], 1 \leqq i \leqq r$, of $R_{0}$ and denote by $\alpha_{i}^{\prime}$ the corresponding ideal of $\alpha_{i}$ in $R_{i}$.

We set

$$
\begin{aligned}
& R:=K\left[x_{i j} ; 1 \leqq i \leqq r, 0 \leqq j \leqq n\right] \\
& c:=\text { the diagonal ideal in } R, \text { which is generated by }\left\{x_{1 j}-x_{i j} ; 2 \leqq i \leqq r, 0 \leqq j \leqq n\right\}, \text { and } \\
& m:=(r-1) \cdot(n+1)-1 .
\end{aligned}
$$

The join variety is given by $J=\left(\alpha_{1}^{\prime}+\cdots+\alpha_{r}^{\prime}\right) \cdot R$ in $\mathbb{P}_{\mathbf{K}}^{m}$. Furthermore, we introduce new independent variables $u_{k i j}$ over $K$, for $0 \leqq k \leqq m, 1 \leqq i \leqq r$ and $0 \leqq j \leqq n$. Let $\bar{K}$ denote the algebraic closure of

$$
K\left(u_{k i j} ; 0 \leqq k \leqq m, 1 \leqq i \leqq r, 0 \leqq j \leqq n\right)
$$

and we set

$$
\bar{R}:=\bar{K}\left[x_{i j} ; 1 \leqq i \leqq r, 0 \leqq j \leqq n\right]
$$

In this ring we consider so-called generic linear forms $l_{0}, \ldots l_{m}$, with

$$
l_{k}:=\sum_{\substack{2 \leq i \leq r \\ 0 \leqq j \leq n}} u_{k i j} \cdot\left(x_{1 j}-x_{i j}\right), \text { for } k=0, \ldots, m
$$

It is clear that $c \cdot \bar{R}=\left(l_{0}, \ldots, l_{m}\right)$. We set

$$
\begin{gathered}
\delta:=\operatorname{Krull}-\operatorname{dim} J \cdot \bar{R}=\sum_{i=1}^{r} \operatorname{dim} X_{i}+(r-1), \\
d:=\operatorname{Krull}-\operatorname{dim}\left(\alpha_{1}+\cdots+\alpha_{r}\right)=\operatorname{dim}\left(X_{1} \cap \cdots \cap X_{r}\right)+1, \text { and } \\
e\left(X_{1}, \ldots, X_{r}\right):=\operatorname{dim}\left(X_{1} \cap \cdots \cap X_{r}\right)-\sum_{i=1}^{r} \operatorname{dim} X_{i}+n \cdot(r-1) .
\end{gathered}
$$

The latter is called the excess dimension of $X_{1}, \ldots, X_{r}$, and we often write it simply as $e$.

In the following, we describe the intersection algorithm of [11, 12]. So we define the sequence $(J \cdot \bar{R})_{i}$, for $i=1, \ldots, \delta-d-1=m-e$, by

$$
\begin{gathered}
(J \cdot \bar{R})_{-1}:=J \cdot \bar{R} \\
(J \cdot \bar{R})_{k}:=l_{k} \cdot \bar{R}+U\left((J \cdot \bar{R})_{k-1}\right), \text { for } k=0, \ldots, m-e
\end{gathered}
$$

where $U(\ldots)$ is the intersection of all highest dimensional primary ideas belonging to (...).

Furthermore, we set

$$
\begin{gathered}
\mathfrak{u}_{0}:=U\left((J \cdot \bar{R})_{m-e}\right), \\
\mathfrak{u}_{s}:=\cap q \text { for } s=1, \ldots, e-1,
\end{gathered}
$$

where the intersection is taken over all primary ideals $q$ belonging to

$$
U\left(\mathfrak{u}_{s-1}+l_{m-e+s-1}\right)
$$

such that $c \cdot \bar{R}$ is not contained in the associated prime of $q$. Now we describe the construction of the collection $\mathscr{C}\left(X_{1}, \ldots, X_{r}\right)$ (in short, $\left.\mathscr{C}\right)$ and define the intersection multiplicities $j\left(X_{1}, \ldots, X_{r} ; C\right)$ and $k\left(X_{1}, \ldots, X_{r} ; C\right)$.

The collection $\mathscr{C}$ contains irreducible, reduced schemes $C$ of $\mathbb{P}_{\mathbb{K}}^{n}$, which satisfy

$$
\operatorname{dim}\left(X_{1} \cap \cdots \cap X_{r}\right) \geqq \operatorname{dim} C \geqq \sum_{i=1}^{r} \operatorname{dim} X_{i}-(r-1) \cdot n
$$

To define the elements of $\mathscr{C}$ of dimension

$$
\operatorname{dim}\left(X_{1} \cap \cdots \cap X_{r}\right)-i, \text { for } i=0, \ldots, e,
$$

we decompose

$$
U\left(\mathfrak{U}_{i}+l_{m-e+i} \cdot \bar{R}\right)
$$

in the following way.

$$
U\left(\mathfrak{U}_{i}+l_{m-e+i} \cdot \bar{R}\right)=\cap q \cap \mathfrak{U}_{i+1}
$$

where the first intersection is taken over all primary ideals $q$ belonging to $U\left(\mathcal{U}_{i}+l_{m-e+i} \cdot \bar{R}\right)$, where associated primes $p$ contain the diagonal ideal $c \cdot \bar{R}$. These prime ideals modulo $c \cdot \bar{R}$ define irreducible and reduced subschemes of $X_{1} \cap \cdots \cap X_{r}$ in $\mathbb{P}_{\mathbb{K}}^{n}$-the elements of the collection $\mathscr{C}$.

Such a $C$ is defined by the prime ideal $p:=I(C)$ in $\bar{K}\left[x_{0}, \ldots, x_{n}\right]$. The intersection numbers of $X_{1}, \ldots, X_{r}$ along $C$, with $C$ having dimension $\operatorname{dim}\left(X_{1} \cap \cdots \cap X_{r}\right)-i$, are given by

$$
\begin{aligned}
& j\left(X_{1}, \ldots, X_{r} ; C\right):=\text { length of } U\left(\mathfrak{U}_{i}+l_{m-e+i} \cdot \bar{R}\right)_{(p+c) \cdot \bar{R}}, \text { and } \\
& k\left(X_{1}, \ldots, X_{r} ; C\right):=\text { length of }\left(U\left(\mathfrak{U}_{i}+l_{m-e+i} \cdot \bar{R}\right)+c \cdot \bar{R}\right)_{(p+c) \cdot \bar{R}} .
\end{aligned}
$$

It is clear that $j\left(X_{1}, \ldots, X_{r} ; C\right) \geqq k\left(X_{1}, \ldots, X_{r} ; C\right)$ for all $C \in \mathscr{C}$. We also use $\mathscr{C}_{\text {irr }}\left(X_{1}, \ldots, X_{r}\right.$ ) (or $\mathscr{C}_{\text {irr }}$ ) to denote the set of all irreducible components of $X_{1} \cap \cdots \cap X_{r}$ and $\mathscr{C}_{h}\left(X_{1}, \ldots, X_{r}\right)$ (or $\mathscr{C}_{h}$ ) to denote the set of the highest dimensional components of $\mathscr{C}$. (These are the components $C$ with $\operatorname{dim} C=\operatorname{dim}\left(X_{1} \cap \cdots \cap X_{r}\right)$ ). Then we get the following inclusions:

$$
\mathscr{C}_{h} \subseteq \mathscr{C}_{\mathrm{irr}} \subseteq \mathscr{C}
$$

Now we state the main results from [11, 12] and [1].
Lemma 1.1. Let $X_{1}, \ldots, X_{r}$ be pure dimensional subschemes in $\mathbb{P}_{K}^{n}$. Then

$$
\prod_{i=1}^{r} \operatorname{deg} X_{i}=\sum_{C=\varnothing} j\left(X_{1}, \ldots, X_{r} ; C\right) \cdot \operatorname{deg} C .
$$

Definition 1. The homogeneous ideals $\alpha_{1}, \ldots, \alpha_{r} \subseteq K\left[x_{0}, \ldots, x_{n}\right]$ satisfy the (*)condition if no linear form is contained in

$$
\alpha_{i} \cap\left(\alpha_{1}+\cdots+\alpha_{i-1}+\alpha_{i+1}+\cdots+\alpha_{r}\right), \quad \text { for } i=1, \ldots, r
$$

This definition enables us to state the main result from [1].
Lemma 1.2. Let $X_{1}, \ldots, X_{r}$ be pure dimensional and reduced subschemes in $\mathbb{P}_{K}^{n}$ which are connected in codimension one. If the defining homogeneous ideals in $K\left[x_{0}, \ldots, x_{n}\right]$ satisfy the (*)-condition, then

$$
\prod_{i=1}^{r} \operatorname{deg} X_{i} \geqq \sum_{C \in \mathscr{C}_{\mathrm{irr}}} k\left(X_{1}, \ldots, X_{r} ; C\right) \cdot \operatorname{deg} C+e
$$

(A scheme $X$ is connected in codimension one if for any closed subscheme $Y$ of $X$ with $\operatorname{codim}(Y, X)>1$ the set $X \backslash Y$ is connected. For applications of connectedness in codimension one, see [7, 10].)

We need also a bilinear property of the above intersection algorithm involving the join construction in $\mathbb{P}_{\bar{K}}^{n}$. This is given by the following so-called theorem of additivity and reduction (see for instance $[5,13]$ ).

Lemma 1.3. Let $X_{1}, \ldots, X_{r}$ be pure dimensional subschemes in $\mathbb{P}_{K}^{n}$ with defining ideals $\alpha_{1}, \ldots, \alpha_{r} \subseteq K\left[x_{0}, \ldots, x_{n}\right]$. We consider the primary decomposition of $\alpha_{i}=q_{1}^{(i)} \cap \cdots \cap q_{s i}^{(i)}$, and put $p_{j}^{(i)}$ to be the prime ideals belonging to $q_{j}^{(i)}$. Furthermore, let $X_{i j}\left(\right.$ respectively $\left.V_{i j}\right)$ be the subscheme of $\mathbb{P}_{K}^{n}$ defined by $q_{j}^{(i)}\left(\right.$ respectively $\left.p_{j}^{(i)}\right)$ and let $1_{i j}:=$ length of $q_{j}^{(i)}$. Then
(i) $\mathscr{C}\left(X_{1}, \ldots, X_{r}\right)=\bigcup \mathscr{C}\left(X_{1_{1}}, \ldots, X_{r_{j}}\right)=\bigcup \mathscr{C}\left(V_{1_{1}}, \ldots, V_{r_{j}}\right)$, where the union is taken over all $1 \leqq j_{i} \leqq s_{i}, 1 \leqq i \leqq r$,
(ii) $j\left(X_{1}, \ldots, X_{r} ; C\right)=\sum 1_{1_{j_{1}}} \cdot \ldots \cdot 1_{j_{j} r} \cdot j\left(V_{1_{j_{1}}}, \ldots, V_{r j_{r}} ; C\right)$, where the sum is taken over all $1 \leqq j_{i} \leqq s_{i}, 1 \leqq i \leqq r$, where we set $j\left(V_{1_{1}}, \ldots, V_{j_{r}} ; C\right)=0$ for $C \notin \mathscr{C}\left(V_{1 j_{1}}, \ldots, V_{j_{j}}\right)$.
We now give definitions for commonly used abbreviations.
Let $X$ be a pure dimensional scheme in $\mathbb{P}_{K}^{n}$ with defining homogeneous ideal $\alpha \subseteq R:=K\left[x_{0}, \ldots, x_{n}\right]$. Then

$$
X_{\text {red }} \text { is the scheme which is given by } \operatorname{Rad}(\alpha) \text {. }
$$

$\bar{X}$ is the scheme which is given by the ideal $\left([\alpha]_{1}\right)$ which is generated by the linear forms of $\alpha$.

Let $\alpha$ be an arbitrary homogeneous ideal of $R$. Then the volume function $V(\cdot, \alpha): \mathbb{Z} \rightarrow \mathbb{Z}$ is defined as follows

$$
V(t, \alpha):=\operatorname{dim}_{K}[\alpha]_{t},
$$

where $[\alpha]_{t}$ denotes the vector space over $K$ of all forms of $\alpha$, which have the degree $t$. (For the basic properties of the volume function see [6].)

Let $X_{1}, \ldots, X_{r}$ be pure dimensional schemes in $\mathbb{P}_{\boldsymbol{K}}^{\boldsymbol{n}}$. Then we put the excess dimension $e$ by setting

$$
\begin{aligned}
& e:=e\left(X_{1}, \ldots, X_{r}\right) \\
& :=\operatorname{dim}\left(X_{1} \cap \cdots \cap X_{r}\right)-\sum_{i=1}^{r} \operatorname{dim} X_{i}+n \cdot(r-1) .
\end{aligned}
$$

Let $Z$ be a closed subscheme of $\mathbb{P}_{\mathrm{K}}^{n}$. Then we set

$$
\operatorname{deg} Z:=\sum_{c} \lg \left(\mathcal{O}_{z, c}\right) \cdot \operatorname{deg} C
$$

where the sum is taken over all irreducible components $C$ of $Z$, and we put $\lg \left(\mathcal{O}_{z, c}\right)=$ length of $\mathcal{O}_{z, c}$.

## 2. Converses to Bézout's theorem

In this section we give some converses to Bézout's theorem. The main points are the
decomposition into irreducible and reduced components using Lemma 1.3 and an estimation of the difference of the two multiplicities $j-k$. This allows us to consider the intersection of general schemes rather than just reduced schemes. First we give the definition of the number rg and apply it to the converse to Bézout's theorem.

Definition 2. Let $X_{1}, \ldots, X_{r}$ be pure dimensional subschemes in $\mathbb{P}_{K}^{n}$ with defining homogeneous ideals $\alpha_{1}, \ldots, \alpha_{r} \subseteq K\left(x_{0}, \ldots, x_{n}\right]$. Then we put

$$
\begin{aligned}
\mathrm{rg} & :=\operatorname{rg}\left(X_{1}, \ldots, X_{r}\right):=\operatorname{rg}\left(\alpha_{1}, \ldots, \alpha_{r}\right) \\
& :=\sum_{i=1}^{r} V\left(1, \alpha_{i}\right)-V\left(1, \sum_{i=1}^{r} \alpha_{i}\right) \\
\mathrm{rg}_{\mathrm{red}} & :=\operatorname{rg}\left(\left(X_{1}\right)_{\mathrm{red}}, \ldots,\left(X_{r}\right)_{\mathrm{red}}\right)
\end{aligned}
$$

We obtain also by simple computation that

$$
\operatorname{rg}\left(X_{1}, \ldots, X_{r}\right)=e\left(\bar{X}_{1}, \ldots, \bar{X}_{r}\right)
$$

Proposition 2.1. Let $\alpha_{1}, \ldots, \alpha_{r}$ be unmixed homogeneous ideals of $R:=K\left[x_{0}, \ldots, x_{n}\right]$. Then these ideals satisfy the (*)-condition if and only if $\operatorname{rg}\left(\alpha_{1}, \ldots, \alpha_{r}\right)=0$.

Proof. We compute $V\left(1, \sum_{i=1}^{r} \alpha_{i}\right)$ using the dimension theorem for vector spaces.

$$
\begin{align*}
V\left(1, \sum_{i=1}^{r} \alpha_{i}\right) & =V\left(1, \alpha_{i}\right)+V\left(1, \sum_{\substack{j=1 \\
j \neq i}}^{r} \alpha_{j}\right)-V\left(1, \alpha_{i} \cap \sum_{\substack{j=1 \\
j \neq i}}^{r} \alpha_{j}\right) \\
& =\sum_{i=1}^{r} V\left(1, \alpha_{i}\right)-V\left(1, \alpha_{i} \cap \sum_{\substack{j=1 \\
j \neq i}}^{r} \alpha_{j}\right) \\
& -\sum_{\substack{k=1 \\
k \neq i}}^{r-1} V\left(1, \alpha_{k} \cap \sum_{\substack{j=k+1 \\
j \neq i}}^{r} \alpha_{j}\right) \tag{1}
\end{align*}
$$

for an arbitrary $i(1 \leqq i \leqq r)$.
If the ( ${ }^{*}$ )-condition is satisfied, then the latter two terms vanish, and we get

$$
\begin{equation*}
\sum_{i=1}^{r} V\left(1, \alpha_{i}\right)-V\left(1, \sum_{i=1}^{r} \alpha_{i}\right)=0 \tag{2}
\end{equation*}
$$

On the other hand, if formula (2) holds, then certainly the second term in (1) vanishes, i.e. the $\left(^{*}\right)$-condition holds.

Proposition 2.2. Let $X_{1}, \ldots, X_{r}$ be pure dimensional subschemes of $\mathbb{P}_{K}^{n}$ with defining homogeneous ideal $\alpha_{1}, \ldots, \alpha_{r}$ in $K\left[x_{0}, \ldots, x_{n}\right]$. Then
(i) $\operatorname{rg}\left(\alpha_{1}, \ldots, \alpha_{r}\right)=V(1, J \cdot R \cap c \cdot R)$,
(ii) $\operatorname{rg}\left(\alpha_{1}, \ldots, \alpha_{r}\right) \leqq e\left(X_{1}, \ldots, X_{r}\right)$.

The following conditions
(iii) $\operatorname{rg}\left(\alpha_{1}, . ., \alpha_{r}\right)=e\left(X_{1}, \ldots, X_{r}\right)$,
(iv) $l_{m-e+1}, \ldots, l_{m} \in\left(J, l_{0}, \ldots, l_{m-e}\right) \cdot \bar{R}$,
(v) $\prod_{i=1}^{r} \operatorname{deg} X_{i}=\sum_{C \in 母}^{m} k\left(X_{1}, \ldots, X_{r} ; C\right) \cdot \operatorname{deg} C$, where $\mathscr{C}=\mathscr{C}_{\text {irr }}=\mathscr{C}_{h}$,
satisfy: (iii) $\Leftrightarrow$ (iv) $\Rightarrow$ (v).
Proof. (i): Let $\phi:[J \cdot R+c \cdot R]_{1} \rightarrow\left[R_{0}\right]_{1} \cong[R / c]_{1}$ be the restrictions map of the natural linear map $[R]_{1} \rightarrow[R / c]_{1} \cdot \phi$ is a linear map with $\operatorname{ker} \phi=c$ and $\operatorname{im} \phi=\left[\sum_{i=1}^{r} \alpha_{i}\right]_{1}$. By a well-known theorem of linear algebra we get

$$
\begin{aligned}
V(1, J \cdot R+c \cdot R) & =\operatorname{dim}_{K}(\operatorname{ker} \phi)+\operatorname{dim}_{K}(\operatorname{Im} \phi) \\
& =V(1, c \cdot R)+V\left(1, \sum_{i=1}^{r} \alpha_{i}\right)
\end{aligned}
$$

and therefore

$$
\begin{aligned}
V(1, J \cdot R \cap c \cdot R) & =V(1, J \cdot R)+V(1, c \cdot R)-V(1, J \cdot R+c \cdot R) \\
& =\sum_{i=1}^{r} V\left(1, \alpha_{i}\right)+V(1, c \cdot R)-V(1, c \cdot R)+V\left(1, \sum_{i=1}^{r} \alpha_{i}\right) \\
& =\sum_{i=1}^{r} V\left(1, \alpha_{i}\right)-V\left(1, \sum_{i=1}^{r} \alpha_{i}\right) .
\end{aligned}
$$

(ii) and the above relations between (iii)-(v): First we need some calculations.

$$
\begin{aligned}
V(1, J \cdot R+c \cdot R) & =V(1, J \cdot R)+V(1, c \cdot R)-V(1 \cdot J \cdot R \cap c \cdot R) \\
& =V(1, J \cdot R)+m+1-V(1, J \cdot R \cap c \cdot R)
\end{aligned}
$$

Further, we get

$$
\begin{gathered}
V\left(1,\left(J, l_{0}, \ldots, l_{m-e}\right) \cdot \bar{R}\right)=V\left(1,\left(J, l_{0}, \ldots, l_{m-e-1}\right) \cdot \bar{R}\right) \\
\quad+V\left(1,\left(l_{m-e}\right) \cdot \bar{R}\right)-V\left(1,\left(J, l_{0}, \ldots, l_{m-e-1}\right) \cdot \bar{R} \cap\left(l_{m-e}\right) \cdot \bar{R}\right) \\
= \\
V\left(1,\left(J, l_{0}, \ldots, l_{m-e-1}\right) \cdot \bar{R}\right)+1, \text { because } \\
V\left(1,\left(J, l_{0}, \ldots, l_{m-e-1}\right) \cdot \bar{R} \cap\left(l_{m-e}\right) \cdot \bar{R}\right)=V\left(0,\left(J, l_{0}, \ldots, l_{m-e-1}\right) \cdot \bar{R}:\left(\left(l_{m-e}\right) \cdot \bar{R}\right)\right)=0 .
\end{gathered}
$$

(The latter relation follows from the intersection algorithm, because $l_{m-e} \notin\left(J, l_{0}, \ldots, l_{m-e-1}\right) \cdot \bar{R}$.) By induction we obtain:

$$
V\left(1,\left(J, l_{0}, \ldots, l_{m-e}\right) \cdot \bar{R}\right)=V(1, J \cdot R)+m-e+1 .
$$

Proof of (ii): By (i) we have to show that

$$
e \geqq V(1, J \cdot R \cap c \cdot R) .
$$

We get this directly from

$$
\begin{equation*}
V(1, J \cdot R+c \cdot R) \geqq V\left(1,\left(J, l_{0}, \ldots, l_{m-e}\right) \cdot \bar{R}\right) \tag{3}
\end{equation*}
$$

and the calculations at the beginning of the proof. The equality in (3) is equivalent to

$$
c \cdot \bar{R} \subseteq\left(J, l_{0}, \ldots, l_{m-e}\right) \cdot \bar{R}
$$

but this is the same as (iv). So we have shown the equivalence of (iii) and (iv). (v) follows directly from (iv), because we get $\mathscr{C}=\mathscr{C}_{h}$ and $j\left(X_{1}, \ldots, X_{r} ; C\right)=k\left(X_{1}, \ldots, X_{r} ; C\right)$ for all $C \in \mathscr{C}_{h}=\mathscr{C}$ from the intersection algorithm.

For the first part of conclusion (v) $\left(\mathscr{C}=\mathscr{C}_{h}\right)$ we need (iii) only for all the reduced schemes which appear in the decomposition into irreducible components given by Lemma 1.3, but using the original $e=e\left(X_{1}, \ldots, X_{r}\right)$ instead of the $e$ of the reduced schemes (see also [13]):

Corollary 2.3. Let $X_{1}, \ldots, X_{r}$ be pure dimensional subschemes of $\mathbb{P}_{K}^{n}$. Let $V_{i j}$, for $1 \leqq j \leqq s_{i}, 1 \leqq i \leqq r$, be the subschemes which are defined according to Lemma 1.3. If

$$
e\left(X_{1}, \ldots, X_{r}\right)=\operatorname{rg}\left(V_{1 j_{1}}, \ldots, V_{r j_{r}}\right) \text { for all } 1 \leqq j_{i} \leqq s_{i}, 1 \leqq i \leqq r
$$

then $\mathscr{C}\left(X_{1}, \ldots, X_{r}\right)=\mathscr{C}_{h}\left(X_{1}, \ldots, X_{r}\right)$.
Proof. We have

$$
e\left(X_{1}, \ldots, X_{r}\right) \geqq e\left(V_{1 j_{1}}, \ldots, V_{r_{j}}\right) \geqq \operatorname{rg}\left(V_{1_{1}}, \ldots, V_{r_{r}}\right) .
$$

Therefore we get by (\#) $e\left(V_{1_{j}}, \ldots, V_{r_{j}}\right)=\operatorname{rg}\left(V_{i_{1}}, \ldots, V_{j_{j} r}\right)$. By Lemma 1.3 and Proposition 2.2 (iii) $\Rightarrow(\mathrm{v})$, it follows that

$$
\mathscr{C}\left(X_{1}, \ldots, X_{r}\right)=\bigcup_{1} \mathscr{C}_{h}\left(V_{1 j_{1}}, \ldots, V_{r j_{r}}\right) .
$$

Also, by ((\#)), we get $e\left(X_{1}, \ldots, X_{r}\right)=e\left(V_{1 j_{1}}, \ldots, V_{r_{j}}\right)$ for all $1 \leqq j_{i} \leqq s_{i}, 1 \leqq i \leqq r$, and we obtain our assertion.

Example (Example 2 from [1]). This example shows that (iii) $\Rightarrow$ (v) is not reversible. Let $X$ and $Y$ be defined by the following ideals:

$$
I(X):=\left(x_{0}^{2}, x_{0} \cdot x_{1}, x_{1}^{2}, x_{0} \cdot x_{3}-x_{1} \cdot x_{2}\right) \text { and } I(Y):=\left(x_{1}, \mathrm{x}_{3}\right) .
$$

By Corollary 2.3 we get $\mathscr{C}=\{C\}$, with the intersection point $C$ of $X \cap Y$ which is defined by $x_{0}=x_{1}=x_{3}=0$, and we have

$$
\operatorname{deg} X \cdot \operatorname{deg} Y=k(X, Y ; C) \cdot \operatorname{deg} C=2
$$

but $\operatorname{rg}(X, Y)=0$ and $e(X, Y)=1$.

Proposition 2.4. Let $X_{1}, \ldots, X_{r}$ be reduced subschemes of $\mathbb{P}_{K}^{n}$ which are connected in codimension one, and let

$$
\mathrm{rg}:=\operatorname{rg}\left(X_{1}, \ldots, X_{r}\right), e:=e\left(X_{1}, \ldots, X_{r}\right)
$$

Then

$$
\prod_{i=1}^{r} \operatorname{deg} X_{i} \geqq \sum_{C \in \mathcal{Q}_{\mathrm{irr}}} k\left(X_{1}, \ldots, X_{r} ; C\right) \cdot \operatorname{deg} C+(e-\mathrm{rg})
$$

Proof. The proof of Lemma 1.2 in [1] needs the reducedness and the connectedness in codimension 1 of the join-variety $\mathscr{J}$ in $\mathbb{P}_{K}^{n}$ and the $\left(^{*}\right)$-condition. The $\left(^{*}\right)$-condition is especially used to ensure that the defining ideal $J$ of the join-variety $\mathscr{J}$ and the diagonal ideal $c$ contain no common linear forms (Lemma 2.1 and Proposition 2.2 (i)). The first two of the properties of the join-variety $\mathscr{J}$ mentioned above follow from the same properties for $X_{1}, \ldots, X_{r}$ (see [1]).

We consider the natural ring epimorphism

$$
\phi: \bar{R} \rightarrow \bar{R}^{\prime}:=\bar{R} /\left([J \cdot \bar{R} \cap c \cdot \bar{R}]_{1}\right) .
$$

Let $J^{\prime}$ and $c^{\prime}$ be the images of $J \cdot \bar{R}$ and $c \cdot \bar{R}$ respectively in $\bar{R}^{\prime}$. In the projective space $\mathbb{P}_{\bar{K}}^{m^{-r g}}$ which corresponds to $\bar{R}^{\prime}$, the above assumptions are satisfied. The lengths of the prime ideals which appear are preserved by the surjectivity of $\phi$. So we obtain

$$
e\left(\mathscr{J}^{\prime}, \Delta^{\prime}\right)=e(\mathscr{J}, \Delta)-\mathrm{rg}=e\left(X_{1}, \ldots, X_{r}\right)-\mathrm{rg} .
$$

Corollary 2.5. Let $X_{1}, \ldots, X_{r}$ be pure dimensional subschemes of $\mathbb{P}_{\mathbf{K}}^{n}$. Furthermore, let $X_{i}=\bigcup_{j=1}^{s_{i}} X_{i j}$ be the decomposition of $X_{i}$ into irreducible components, let $V_{i j}=\left(X_{i j}\right)_{\text {red }}$ and let $l_{i j}$ be the length of $\mathcal{O}_{X_{i j}, V_{i j}}$, for $j=1, \ldots, s_{i}$ and $i=1, \ldots, r$, in accordance with Lemma 1.3. Then

$$
\prod_{i=1}^{r} \operatorname{deg} X_{i} \geqq \sum_{i} p_{i} \cdot \sum_{C \in \mathscr{Q}_{i}} k\left(V_{1 j_{1}}, \ldots, V_{j_{j r}} ; C\right) \cdot \operatorname{deg} C+\sum_{i} p_{i} \cdot\left(e_{i}-\mathrm{rg}_{i}\right),
$$

where the sum is taken over all $l=\left(j_{1}, \ldots, j_{r}\right)$, with $1 \leqq j_{i} \leqq s_{i}$ and $1 \leqq i \leqq r . \mathscr{C}_{1}, p_{i}, e_{1}$ and rg , are defined as follows:

$$
\begin{gathered}
\mathscr{C}_{i}:=\mathscr{C}_{\mathrm{irr}}\left(V_{1 j_{1}}, \ldots, V_{r j_{r}}\right), \\
p_{i}:=l_{1 j_{1}} \cdot \ldots \cdot l_{r j_{r},} \\
e_{i}:=e\left(V_{1 j_{1}}, \ldots, V_{r j_{r}}\right) \text { and }\left(r g_{i}:=\operatorname{rg}\left(V_{1 j_{1}}, \ldots, V_{r j_{r}}\right)\right.
\end{gathered}
$$

(We set $k\left(V_{1_{1}}, \ldots, V_{r j r} ; C\right.$ ) equal to zero, if $\left.C \notin \mathscr{C}_{i}\right)$
Proof. The assumptions of Proposition 2.4 are satisfied for $V_{j_{j}}, \ldots, V_{r j_{r}}$. Therefore we get

$$
\prod_{i=1}^{r} \operatorname{deg} V_{i j_{i}} \geqq \sum_{C \in \mathscr{C}_{i}} k\left(V_{1 j_{i}}, \ldots V_{r j_{r} ;} ; C\right) \cdot \operatorname{deg} C+\left(e_{i}-\mathrm{rg}_{1}\right)
$$

$\prod_{i=1}^{r} \operatorname{deg} X_{i}=\sum_{i} p_{i} \cdot \prod_{i=1}^{r} \operatorname{deg} V_{i j_{i}}$ and Lemma 1.3 proves the corollary.
Theorem 2.6 Let us take the same assumptions and notation as in Corollary 2.5. Furthermore let $\mathscr{C}_{i}^{h}:=\mathscr{C}_{h}\left(V_{1 j_{1}}, \ldots, V_{r j_{r}}\right)$. Then the following conditions are equivalent:
(i) $\prod_{i=1}^{r} \operatorname{deg} X_{i} \leq \sum_{i} p_{i} \cdot \sum_{C \in \mathscr{C}_{i}^{k}} k\left(V_{1 j_{1}}, \ldots, V_{r_{j}} ; C\right) \cdot \operatorname{deg} C$,
(ii) $\prod_{i=1}^{r} \operatorname{deg} X_{i} \leqq \sum_{i} p_{i} \cdot \sum_{c \in \mathscr{C}_{1}} k\left(V_{j_{1}}, \ldots, V_{j_{j} r} ; C\right) \cdot \operatorname{deg} C$,
(iii) $e_{1}=\mathrm{rg}$, for all $l=\left(j_{1}, \ldots, j_{r}\right)$ with $1 \leqq j_{i} \leqq s_{i}$ and $1 \leqq i \leqq r$.

Proof. (i) $\Rightarrow$ (ii) is trivial.
(ii) $\Rightarrow$ (iii) follows from Corollary 2.5 .
(iii) $\Rightarrow$ (i): By proposition 2.2 (iii) $\Rightarrow$ (v) we obtain

$$
\prod_{i=1}^{r} \operatorname{deg} V_{i j_{1}}=\sum_{C \in \boldsymbol{\varepsilon}_{i}^{k}} k\left(V_{1 j_{1}}, \ldots, V_{r j r} ; C\right) \cdot \operatorname{deg} C .
$$

(i) follows in the same way as in the proof of Corollary 2.5 . Theorem 2.7 shows that the Theorem in [13] cannot be completely extended to the case $\mathscr{C}=\mathscr{C}_{\text {irr }}$, and the subsequent example shows the relevance of this case.

Theorem 2.7. Let $X_{1}, \ldots, X_{r}$ be pure dimensional schemes of $\mathbb{P}_{\boldsymbol{K}}^{n}$. With the same assumptions and notation as in Corollary 2.5 we get for the following conditions
(i) $\prod_{i=1}^{r} \operatorname{deg} X_{i}=\sum_{c \in \mathscr{母}_{\text {irr }}} k\left(X_{1}, \ldots, X_{r} ; C\right) \cdot \operatorname{deg} C$,
(ii) $\prod_{i=1}^{r} \operatorname{deg} X_{i} \leqq \sum_{C \in \mathscr{\zeta}_{\text {irr }}} k\left(X_{1}, \ldots, X_{r} ; C\right) \cdot \operatorname{deg} C$,
(iii) $e_{1}=\operatorname{rg}_{1}$ for all $l=\left(j_{1}, \ldots, j_{r}\right)$ with $1 \leqq j_{i} \leqq s_{i}$ and $1 \leqq i \leqq r$,
(iv) $\prod_{i=1} \operatorname{deg} X_{i}=\sum_{c \in \mathscr{C}_{i r r}} j\left(X_{1}, \ldots, X_{r} ; C\right) \cdot \operatorname{deg} C$,
(i) $\Leftrightarrow$ (ii) $\Rightarrow$ (iii), (iv).

Furthermore, the following conclusions are in general false: (iii) $\Rightarrow$ (i) or (iv), (iv) $\Rightarrow$ (i) or (iii).

Proof. (i) $\Rightarrow$ (ii) is trivial.
(ii) $\Rightarrow$ (i), (iv) resp.:

We look at following chain of inequalities:

$$
\begin{gather*}
\sum_{C \in \mathscr{Q}_{\mathrm{irr}}} k\left(X_{1}, \ldots, X_{r} ; C\right) \cdot \operatorname{deg} C \geqq \prod_{i=1}^{r} \operatorname{deg} X_{i} \\
\geqq  \tag{Lemma1.1}\\
\geqq \sum_{C \in \mathscr{Q}_{\mathrm{irr}}} j\left(X_{1}, \ldots, X_{r} ; C\right) \cdot \operatorname{deg} C \\
\geqq \\
\sum_{C \in \mathscr{Q}_{\mathrm{irr}}} k\left(X_{1}, \ldots, X_{r} ; C\right) \cdot \operatorname{deg} C .
\end{gather*}
$$

Therefore we get equality at every point of the chain, and so we obtain (i) and (iv).
(ii) $\Rightarrow$ (iii): Because of (i) and (iv) we get $\mathscr{C}=\mathscr{C}_{\text {irr }}$ and for every $C \in \mathscr{C}$

$$
k\left(X_{1}, \ldots, X_{r} ; C\right)=j\left(X_{1}, \ldots, X_{r} ; C\right)
$$

By Lemmas 3 and 4 of [13] we get the following results:
(1) $\mathscr{C}\left(V_{1 j_{1}}, \ldots, V_{j_{j}}\right)=\mathscr{C}_{\mathrm{irr}}\left(V_{1_{1}}, \ldots, V_{\left.r_{j}\right)}\right)$ for all $l$,
(2) $k\left(V_{1 j_{1}}, \ldots, V_{r j_{r}} ; C\right)=j\left(V_{1 j_{1}}, \ldots, V_{r_{j} ;} ; C\right)$ for all $l$.

By Proposition 2.4 and consequences 1 and 2, we deduce the following chain of inequalities:

$$
\prod_{i=1}^{r} \operatorname{deg} V_{i j_{i}} \geqq \sum_{C \in \mathscr{Y}_{i \mathrm{irr}}\left(V_{1 j_{1}}, \ldots, V_{r r_{r}}\right)} k\left(V_{1 j_{1}, \ldots, V_{r} j_{r} ;} C\right) \cdot \operatorname{deg} C+\left(e_{1}-\mathrm{rg}_{1}\right)
$$

$$
\begin{aligned}
& =\sum_{C \in \mathcal{Q}_{\mathrm{irr}}\left(V_{1_{1}}, \ldots, V_{r_{j}}\right)} j\left(V_{1_{1}}, \ldots, V_{r r_{j} r} C\right) \cdot \operatorname{deg} C+\left(e_{1}-\mathrm{rg}\right) \\
& =\sum_{C \in \mathscr{C}_{( }\left(V_{1} j_{1}, \ldots V_{r j_{r}}\right)} j\left(V_{1 j_{1}, \ldots . V_{r j} ;} ; C\right) \cdot \operatorname{deg} C+\left(e_{1}-\mathrm{rg}_{1}\right) \\
& =\prod_{i=1}^{r} \operatorname{deg} V_{i j_{i}}+\left(e_{i}-\mathrm{rg}_{i}\right)
\end{aligned}
$$

for all $l=\left(j_{1}, \ldots j_{r}\right)$ with $1 \leqq j_{i} \leqq s_{i}$ and $1 \leqq i \leqq r$. Therefore we obtain (iii).
Counterexamples for (iv) $\Rightarrow$ (ii) or (iii) and (iii) $\Rightarrow$ (ii) are contained in [13]. Therefore we need for the proof of the theorem a counterexample to (iii) $\Rightarrow$ (iv):

We set $I(X)=\left(x_{0}^{2} \cdot x_{1}\right)$ and $I(Y)=\left(x_{0} \cdot x_{1}^{2}\right)$ in $K\left[x_{0}, x_{1}, x_{2}\right]$. Following the method of decomposition we get

$$
I\left(X_{1}\right)=\left(x_{0}^{2}\right), I\left(X_{2}\right)=\left(x_{1}\right) \text { and } I\left(Y_{1}\right)=\left(x_{0}\right), I\left(Y_{2}\right)=\left(x_{1}^{2}\right)
$$

So it follows that

$$
e_{i j}=\left\{\begin{array}{ll}
1 & \text { for } i=j \\
0 & \text { otherwise }
\end{array}\right\}=r_{i j} \quad \text { for } i, j=1,2 .
$$

Therefore (iii) holds, and by an easy computation using Lemma 1.3 we know that (iv) is false.

Example. Let $X$ and $Y$ be subschemes of $\mathbb{P}_{K}^{5}$ with defining ideals

$$
I(X)=\left(x_{0}, x_{1}, x_{2}\right) \cap\left(x_{3}, x_{4}, x_{5}\right) \text { and } I(Y)=\left(x_{1}, x_{2}, x_{3}\right) .
$$

$X$ and $Y$ are reduced, $e(X, Y)=2, \operatorname{rg}(X, Y)=0$ and

$$
I(X)+I(Y)=\left(x_{0}, x_{1}, x_{2}, x_{3}\right) \cap\left(x_{1}, x_{2}, x_{3}, x_{4}, x_{5}\right)
$$

By Lemma 1.3 we get

$$
\mathscr{C}=\left\{C_{1}: x_{0}=x_{1}=x_{2}=x_{3}=0, C_{2}: x_{1}=x_{2}=x_{3}=x_{4}=x_{5}=0\right\}
$$

and

$$
\operatorname{deg} X \cdot \operatorname{deg} Y=2 \cdot 1=1+1=\operatorname{deg} C_{1}+\operatorname{deg} C_{2}
$$

We note that this example shows once more that the formula of Lazarsfeld (see [3, Ex. 12.3.5]) cannot be extended to reduced schemes.

For the following key lemma which we use to generlaize Proposition 2.4 to schemes which are connected in codimension one (see Theorem 2.9) we need some notation. Let
$\alpha$ be a homogenous ideal in $K\left[x_{0}, \ldots, x_{n}\right] . H(t, \alpha)$ denotes its Hilbert function. This function is for large $t$ a polynomial in $t$ and this polynomial can be written in the following form:

$$
H(t, \alpha)=h_{0}(\alpha) \cdot\binom{t}{d}+h_{1}(\alpha) \cdot\binom{t-1}{d}+\cdots+h_{d}(\alpha)
$$

where $d=$ Krull-dim $\alpha-1$ and the so-called Hilbert coefficients $h_{0}(\alpha)>0, h_{1}(\alpha), \ldots, h_{d}(\alpha)$ are integers. (For some properties of the Hilbert function and its coefficients see [ 6 , (1.41)] or [12, Ch. I C].)

Lemma 2.8. Let $X_{1}, \ldots, X_{r}$ be pure dimensional subschemes of $\mathbb{P}_{\mathrm{K}}^{n}$. Then for all components $C$ of the collection $\mathscr{C}\left(X_{1}, \ldots, X_{r}\right)$

$$
\begin{aligned}
j\left(\left(X_{1}\right)_{\mathrm{red}}, \ldots,\left(X_{r}\right)_{\mathrm{red}} ; C\right) & -k\left(\left(X_{1}\right)_{\mathrm{red}}, \ldots,\left(X_{r}\right)_{\mathrm{red}} ; C\right) \\
& \leqq j\left(X_{1}, \ldots, X_{r} ; C\right)-k\left(X_{1}, \ldots, X_{r} ; C\right)
\end{aligned}
$$

Proof. By Lemma 1.3 (i) $\mathscr{C}\left(\left(X_{1}\right)_{\text {red }}, \ldots,\left(X_{r}\right)_{\text {red }}\right)=\mathscr{C}\left(X_{1}, \ldots, X_{r}\right)$. So the intersection numbers $j\left(\left(X_{1}\right)_{\text {red }}, \ldots,\left(X_{r}\right)_{\text {red }} ; C\right)$ and $k\left(\left(X_{1}\right)_{\text {red }}, \ldots,\left(X_{r}\right)_{\text {red }} ; C\right)$ are defined. Multiplying both sides of the above inequality by $h_{0}(p+c)$, where $p$ is the defining ideal of $C$ in $\bar{K}\left[x_{0}, \ldots, x_{n}\right]$ and $c$ is the diagonal ideal of $\bar{R}$, we get the equivalent inequality:

$$
h_{0}(q)-h_{0}\left(q_{\text {red }}\right) \geqq h_{0}(q+c)-h_{0}\left(q_{\text {red }}+c\right),
$$

where $q$ (resp. $q_{\text {red }}$ ) is the primary ideal corresponding to $p+c$ which is constructed in the intersection algorithm for $X_{1}, \ldots, X_{r}$ (resp. for $\left(X_{1}\right)_{\text {red }}, \ldots,\left(X_{r}\right)_{\text {red }}$ ).

Let $\operatorname{dim} C=\operatorname{dim}\left(X_{1} \cap \cdots \cap X_{r}\right)-i$. Then we know by the definitions of Section 1 that

$$
\begin{gathered}
q+c=\left(q, l_{m-e+i+1}, \ldots, l_{m}\right), \text { and } \\
q_{\mathrm{red}}+c=\left(q_{\mathrm{red}}, l_{m-e+i+1}, \ldots, l_{m}\right), \text { respectively. }
\end{gathered}
$$

We define for $m-e+i<j \leqq m$

$$
\begin{aligned}
& q^{(j)}:=\left(q, l_{m-e+i+1}, \ldots, l_{j-1}\right) \text { and } \\
& q_{\mathrm{red}}^{(j)}:=\left(q_{\mathrm{red}}, l_{m-e+i+1}, \ldots, l_{j-1}\right)
\end{aligned}
$$

Claim. $\quad q^{(i)} \subseteq q_{\text {red }}^{(j)}$ for all $m-e+i<j \leqq m$.
For the proof of the claim it is sufficient to show that

$$
q \subseteq q_{\mathrm{red}}
$$

For two ideals $\alpha$ and $b$ of a Noetherian ring $R$ of the same dimension $d$ we note that an
inclusion $\alpha \subseteq b$ is transferred to inclusions of such $d$-dimensional primary components of $\alpha$ and $b$ belonging to the prime ideals of $b$. This one can see by localization.

Let $\alpha_{1}, \ldots, \alpha_{r}$ be the defining ideals in $K\left[x_{0}, \ldots, x_{n}\right]$ of $X_{1}, \ldots, X_{r}$ respectively. Then it is clear that

$$
J:=\alpha_{1}^{\prime}+\cdots+\alpha_{r}^{\prime} \subseteq \operatorname{Rad}\left(\alpha_{1}\right)^{\prime}+\cdots+\operatorname{Rad}\left(\alpha_{\mathrm{r}}\right)^{\prime}=: J_{\mathrm{red}}
$$

With the notation of Section 1 we get from the above remark that

$$
\begin{array}{ll}
U\left((J \cdot \bar{R})_{\mu} \subseteq U\left(\left(J_{\text {red }} \cdot \bar{R}\right)_{\mu}\right)\right. & \text { for all } \mu=-1, \ldots, m-e \text { and } \\
\mathfrak{U}_{\nu} \subseteq \mathcal{U}_{v}^{\text {red }} & \text { for all } \nu
\end{array}
$$

where the $\mathfrak{u}_{v}^{\text {red }}$ is constructed in the intersection algorithm by using $J_{\text {red }}$ instead of $J$. Now the claim follows from the last inclusion for $v=i$ by localization.

Now we complete the proof of Lemma 2.8. We get (cf. [12, (1.36)]

$$
\begin{gathered}
h_{0}\left(q^{(j)}, l_{j}\right)=h_{0}\left(q^{(j)}\right)-h_{0}\left(q^{(i)}: l_{j}\right) \text { and } \\
h_{0}\left(q_{\mathrm{red}}^{(j)}, l_{j}\right)=h_{0}\left(q_{\mathrm{red}}^{(j)}\right)-h_{0}\left(q_{\mathrm{red}}^{(j)}: l_{j}\right), \text { respectively. }
\end{gathered}
$$

Therefore

$$
\begin{aligned}
& h_{0}\left(q^{(j+1)}\right)-h_{0}\left(q_{\mathrm{red}}^{(j+1)}\right)=h_{0}\left(q^{(j)}, l_{j}\right)-h_{0}\left(q_{\mathrm{red}}^{(j)}, l_{j}\right) \\
& =h_{0}\left(q^{(j)}\right)-h_{0}\left(q_{\mathrm{red}}^{(j)}\right)-\left(h_{0}\left(q^{(j)}: l_{j}\right)-h_{0}\left(q_{\mathrm{red}}^{(j)}: l_{j}\right)\right)
\end{aligned}
$$

where we set those $h_{0}$ of $q^{(j)}: l_{j}$ or of $q_{\text {red }}^{(j)}: l_{j}$ equal to zero, if their dimensions are lower than $\operatorname{dim}(p+c)$.

By the claim we get $h_{0}\left(q^{(j)}: l_{j}\right) \geqq h_{0}\left(q_{\text {red }}^{(j)}: l_{j}\right)$, and so

$$
h_{0}\left(q^{(j+1)}\right)-h_{0}\left(q_{\text {red }}^{(j+1)}\right) \leqq h_{0}\left(q^{(j)}\right)-h_{0}\left(q_{\mathrm{red}}^{(j)}\right) .
$$

This gives us a chain of inequalities and proves the lemma.
Theorem 2.9. Let $X_{1}, \ldots, X_{r}$ be pure dimensional subschemes of $\mathbb{P}_{K}^{n}$ which are connected in codimension one. Then

$$
\prod_{i=1}^{r} \operatorname{deg} X_{i} \geqq \sum_{C \in \mathcal{Q}_{\mathrm{irr}}} k\left(X_{1}, \ldots, X_{r} ; C\right) \cdot \operatorname{deg} C+\left(e-\mathrm{rg}_{\mathrm{red}}\right)
$$

Proof. For brevity we set

$$
k_{C}:=k\left(X_{1}, \ldots, X_{r} ; C\right), k_{C}^{\mathrm{red}}:=k\left(\left(X_{1}\right)_{\mathrm{red}}, \ldots,\left(X_{r}\right)_{\mathrm{red}} ; C\right)
$$

and

$$
j_{C}:=j\left(X_{1}, \ldots, X_{r} ; C\right), j_{C}^{\mathrm{red}}:=j\left(\left(X_{1}\right)_{\mathrm{red}}, \ldots,\left(X_{r}\right)_{\mathrm{red}} ; C\right) .
$$

## By Proposition 2.4

$$
\prod_{i=1}^{r} \operatorname{deg}\left(X_{i}\right)_{\mathrm{red}} \geqq \sum_{C \in \mathscr{C}_{\mathrm{irrr}}} k_{C}^{\mathrm{red}} \cdot \operatorname{deg} C+\left(e-\mathrm{rg}_{\mathrm{red}}\right) .
$$

Rearranging this inequality we get by Lemma 1.1.

$$
\sum_{C \in \mathscr{Q}_{i \mathrm{irr}}}\left(j_{C}^{\mathrm{red}}-k_{C}^{\mathrm{red}}\right) \cdot \operatorname{deg} C+\sum_{C \in \mathscr{Q} \not \mathscr{\mathcal { G }}_{\mathrm{irr}}} j_{C}^{\mathrm{red}} \cdot \operatorname{deg} C \geqq e-\mathrm{rg} \mathrm{red} .
$$

By Lemma 1.3 we get $j_{c} \geqq j_{c}^{\text {red }} ;$ therefore we obtain the assertion, by Lemma 2.8 .

Corollary 2.10. Let $X_{1}, \ldots, X_{r}$ be as in Theorem 2.9. Then the following conditions are equivalent:
(i) $\prod_{i=1}^{r} \operatorname{deg} X_{i} \leqq \sum_{C \in \mathscr{母}_{i r r}} k\left(X_{1}, \ldots, X_{r} ; C\right) \cdot \operatorname{deg} C$,
(ii) $\prod_{i=1}^{r} \operatorname{deg} X_{i} \leqq \sum_{C \in \mathscr{Y}_{h}} k\left(X_{1}, \ldots, X_{r} ; C\right) \cdot \operatorname{deg} C$.

Proof. (ii) $\Rightarrow$ (i) obvious.
(i) $\Rightarrow$ (ii): By Theorem 2.9 we get $e=\mathrm{rg}_{\text {red }}$, and by Proposition 2.2 (v)

$$
\prod_{i=1}^{r} \operatorname{deg}\left(X_{i}\right)_{\mathrm{red}}=\sum_{C \in \mathscr{C}_{h}} k\left(\left(X_{1}\right)_{\mathrm{red}}, \ldots,\left(X_{r}\right)_{\mathrm{red}} ; C\right) \cdot \operatorname{deg} C .
$$

In particular this shows $\mathscr{C}=\mathscr{C}_{\text {irr }}=\mathscr{C}_{h}$.

## 3. The Cohen-Macaulay case

In this section we apply Theorem 2.9 to the case of Cohen-Macaulay schemes and we discuss particularly the so-called general Bézout's Theorem. This theorem is a generalization of the case of the intersection of hypersurfaces. This is important, because hypersurfaces are in general neither reduced nor irreducible. First we transfer Theorem 2.9 to this case.

Proposition 3.1. Let $X_{1}, \ldots, X_{r}$ be subschemes of $\mathbb{P}_{k}^{n}$ which are connected in codimension one. Let the local Rings $\mathcal{O}_{X_{i}, \mathrm{C}}$ be Cohen-Macaulay for all $C \in \mathscr{C}_{i r r}$ and all $i=1, \ldots, r$. Then

$$
\prod_{i=1}^{r} \operatorname{deg} X_{i} \geqq \operatorname{deg}\left(X_{1} \cap \cdots \cap X_{r}\right)+\left(e-\mathrm{rg}_{\mathrm{red}}\right)
$$

Proof. By the Cohen-Macaulay property and [1, Proposition 3.8]

$$
k\left(X_{1}, \ldots, X_{r} ; C\right)=l\left(X_{1}, \ldots, X_{r} ; C\right)
$$

for all $C \in \mathscr{C}_{\text {irr }}$ (Here $l\left(X_{1}, \ldots, X_{r} ; C\right):=$ length of $\mathscr{O}_{X_{1} \cap \cdots \cap X_{r}, c}$.) Our assertion follows from Theorem 2.9.

We deduce a new proof of [2, Proposition 3.12].
Corollary 3.2. Let $X_{1}, \ldots, X_{r}$ and the notation be as in Proposition 3.1. If $\mathrm{rg}_{\mathrm{red}}=0$, then the following conditions are equivalent:
(i) $\operatorname{deg}\left(X_{1} \cap \cdots \cap X_{r}\right) \geqq \prod_{i=1}^{r} \operatorname{deg} X_{i}$,
(ii) $\operatorname{deg}\left(X_{1} \cap \cdots \cap X_{r}\right) \geqq \prod_{i=1}^{r} \operatorname{deg} X_{i}$,
(iii) $e\left(X_{1}, \ldots, X_{r}\right)=0$.

Proof. (i) $\Rightarrow$ (ii) is trivial.
(ii) $\Rightarrow$ (ii) follows from Proposition 3.1 and $\mathrm{rg}_{\text {red }}=0$.
(iii) $\Rightarrow$ (i): Since $e=0$ we get the following consequences:
(1) $\mathscr{C}=\mathscr{C}_{h}$ and
(2) $j\left(X_{1}, \ldots, X_{r} ; C\right)=k\left(X_{1}, \ldots, X_{r} ; C\right)$ for all $C \in \mathscr{C}$.

From the Cohen-Macaulay property it follows as in Proposition 3.1 that

$$
k\left(X_{1}, \ldots, X_{r} ; C\right)=l\left(X_{1}, \ldots, X_{r} ; C\right)
$$

Corollary 3.3. Let $X_{1}, \ldots, X_{r}$ be arithmetically Cohen-Macaulay schemes of $\mathbb{P}_{K}^{n}$ of dimension $\geqq 1$. Then

$$
\prod_{i=1}^{r} \operatorname{deg} X_{i} \geqq \operatorname{deg}\left(X_{1} \cap \cdots \cap X_{r}\right)+\left(e-\mathrm{rg}_{\mathrm{red}}\right)
$$

Proof. By Theorem 5 of [10] we get that the $X_{i}$ are connected in codimension one. Proposition 3.1. completes the proof.

Since [10] is sometimes not readily available we want to give here a short sketch of a proof of this fact under our assumptions.

Claim. If $V$ is an arithmetically Cohen-Macaulay scheme of $\mathbb{P}_{K}^{n}$ of dimension $\geqq 1$. Then $V$ is connected in codimension one.

Proof. Let $V$ be defined by the homogeneous ideal $\alpha$ of $R:=K\left[x_{0}, \ldots, x_{n}\right\}$. By our assumption we get that all the local rings $R_{p} / \alpha \cdot R_{p}$ for every prime ideals $p$ with
$\alpha \subseteq p \subseteq R$ satisfy the condition $S_{2}$ by Serre. By [7, Corollary 2.4] and Remark 1.3.2 we get our assertion if we know that $V$ is connected. For this we consider the affine cone $X$ over $V . X$ is a connected noetherian topological space. Let $X$ be the vertex of $X$. We set $Y:=\{x\}$. By [7, Theorem 2.2], we get $X \backslash\{x\}$ is connected, since depth $\mathcal{O}_{X, x} \geqq 2$ because of the Cohen-Macaulay property. Therefore $V$ is connected.

For arithmetically Cohen-Macaulay schemes we can improve Corollary 3.2 to the following general Bézout's theorem.

Theorem 3.4. Let $X_{1}, \ldots, X_{r}$ be arithmetically Cohen-Macaulay schemes of $\mathbb{P}_{\mathbf{K}}^{n}$. Then the following conditions are equivalent.
(i) $\tilde{\operatorname{deg}}\left(X_{1} \cap \cdots \cap X_{r}\right) \geqq \prod_{i=1}^{r} \operatorname{deg} X_{i}$
(ii) $\operatorname{deg}\left(X_{1} \cap \cdots \cap X_{r}\right) \geqq \prod_{i=1}^{r} \operatorname{deg} X_{i}$
(iii) $e\left(X_{1}, \ldots, X_{r}\right)=\operatorname{rg}\left(X_{1}, \ldots, X_{r}\right)$.

Proof. By Corollary 2.10, (i) and (ii) are equivalent.
(ii) $\Rightarrow$ (iii) is Proposition 2 from [13].
(iii) $\Rightarrow$ (ii): By Proposition 2.2, we get that property, (v) in Proposition 2.2 holds, and as in Proportion 3.1 this proves the theorem, using the Cohen-Macaulay property.

Remark. By defining $E\left(X_{1}, \ldots, X_{r}\right):=e\left(X_{1}, \ldots, X_{r}\right)-\operatorname{rg}\left(X_{1}, \ldots, X_{r}\right)$ we get following "geometric" statement:
Let $X_{1}, \ldots, X_{r}$ be arithmetically Cohen-Macaulay schemes of $\mathbb{P}_{\boldsymbol{K}}^{n}$. Then the following conditions are equivalent.
(i) $\operatorname{deg}\left(X_{1} \cap \cdots \cap X_{r}\right) \geqq \prod_{i=1}^{r} \operatorname{deg} X_{i}$,
(ii) $\operatorname{deg}\left(X_{1} \cap \cdots \cap X_{r}\right) \geqq \prod_{i=1}^{r} \operatorname{deg} X_{i}$,
(iii) $E\left(X_{1}, \ldots, X_{r}\right)=0$.

Now we list some interesting consequences.
Corollary 3.5. Let $X_{1}, \ldots, X_{r}$ be arithmetically Cohen-Macaulay schemes of $\mathbb{P}_{\boldsymbol{K}}^{n}$. If $e \neq \mathrm{rg}$, then

$$
\prod_{i=1}^{r} \operatorname{deg} X_{i} \geqq \operatorname{deg}\left(X_{1} \cap \cdots \cap X_{r}\right)+1
$$

For intersections of hypersurfaces we get:
Corollary 3.6. Let $X_{1}, \ldots, X_{r}$ be hypersurfaces of $\mathbb{P}_{\mathbb{K}}^{n}$, which are defined by forms $F_{1}, \ldots, F_{r}$ of degree $d_{1}, \ldots, d_{r}$. Then the following conditions are equivalent.
(i) $h_{0}\left(F_{1}, \ldots, F_{r}\right)=\prod_{i=1}^{r} d_{i}$,
(ii) $e=$ number of linear forms in the set $\left\{F_{1}, \ldots, F_{r}\right\}$ - number of linearly independent linear forms in $\left\{F_{1}, \ldots, F_{r}\right\}$.
For $r=2$ we obtain directly from Theorem 3.4 a result of W. Vogel (Proposition 3 in [13]).

Corollary 3.7. Let $X$ and $Y$ be arithmetically Cohen-Macaulay schemes of $\mathbb{P}_{K}^{n}$, which are defined by the homogeneous ideals $\alpha, b$ of $K\left[x_{0}, \ldots, x_{n}\right]$. Then the following conditions are equivalent.
(i) $\operatorname{deg}(X \cap Y) \geqq \operatorname{deg} X \cdot \operatorname{deg} Y$,
(ii) $\operatorname{deg}(X \cap Y) \geqq \operatorname{deg} X \cdot \operatorname{deg} Y$,
(iii) $e(X, Y)=V(1, \alpha \cap b)$.

Proof. Apply the dimension theorem for vector spaces.
Now we show the result of B. Renschuch and W. Vogel from [9].
Corollary 3.8. Let $X_{1}, \ldots, X_{r}$ be as in Proposition 3.4, where $X_{i}$ is defined by the homogeneous ideals $\alpha_{i} \subseteq K\left[x_{0}, \ldots, x_{n}\right]$ for $i=1, \ldots, r$. If the $\alpha_{i}$ satisfy the ( ${ }^{*}$ )-condition, then the following conditions are equivalent.
(i) $\operatorname{deg}\left(X_{1} \cap \cdots \cap X_{r}\right) \geqq \prod_{i=1}^{r} \operatorname{deg} X_{i}$,
(ii) $\operatorname{deg}\left(X_{1} \cap \cdots \cap X_{r}\right) \geqq \prod_{i=1}^{r} \operatorname{deg} X_{i}$,
(iii) $e\left(X_{1}, \ldots, X_{r}\right)=0$.

Proof. This follows from Proposition 2.1 and Theorem 3.4.
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