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#### Abstract

We consider certain affine Kac-Moody Lie algebras. We give a Lie theoretic interpretation of the generalized Euler identities by showing that they are associated with certain filtrations of the basic representations of these algebras. In the case when the algebras have prime rank, we also give algebraic proofs of the corresponding identities.
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## 1. Introduction

In this paper we show that certain power series identities (viz. the generalized Euler identities (cf. [1])) are associated with natural filtrations of the basic modules for the affine Kac-Moody Lie algebras $A_{n}^{(1)}$ (cf. [2]). This association arises in the following way. If $g$ is any Lie algebra, $V$ is a $g$-module, $S \subseteq g$ generates $g$ (as an algebra) and $T \subseteq V$ is a generating set for $V$ as a g-module (i.e. $U(\mathfrak{g}) \cdot T=V$ ), then we may define

$$
\begin{equation*}
V_{[i]}=\operatorname{span}\left\{s_{1} s_{2} \cdots s_{r} \cdot t \mid s_{1}, \ldots, s_{r} \in S, t \in T, r \leqslant i\right\} \tag{1.1}
\end{equation*}
$$

Then

$$
(0)=V_{[-1]} \subseteq V_{[0]} \subseteq V_{[1]} \subseteq \cdots
$$

[^0]is a filtration of $V$. If $V$ and each $V_{[i]}$ has a grading
\[

$$
\begin{equation*}
V=\sum_{l \geqslant 0} V_{-l}, \quad V_{[i]}=\sum_{l \geqslant 0} V_{[i],-l} \tag{1.2}
\end{equation*}
$$

\]

(by nonpositive integers) with each $\operatorname{dim}\left(V_{-I}\right)<\infty$, then we may define the corresponding characters

$$
\begin{equation*}
\chi(V)=\sum_{l \geqslant 0}\left(\operatorname{dim} V_{-l}\right) q^{l} \tag{1.3}
\end{equation*}
$$

and

$$
\chi\left(V_{[i]}\right)=\sum_{l \geqslant 0}\left(\operatorname{dim} V_{[i],-1}\right) q^{l}
$$

It is immediate that

$$
\begin{equation*}
\chi(V)=\sum_{i \geqslant 0} \chi\left(V_{[i]} / V_{[i-1]}\right) \tag{1.4}
\end{equation*}
$$

For a particular choice of $\mathfrak{g}, V, S, T$ and a grading of $V$, it may be possible to explicitly determine $\chi(V)$ and each $\chi\left(V_{[i]} / V_{[i-1]}\right)$, in which case (1.4) will become a power series identity. Certain interesting identities are known to arise in this way (for example, see [4-9]).

Here, for a suitable choice of the generating sets, we define a filtration of the basic modules of the affine Lie algebra $A_{n}^{(1)}$. We use this to give Lie algebraic interpretations of a set of identities called the generalized Euler identities. In the case when $A_{n}^{(1)}$ has prime rank we also give a Lie theoretic proof of these identities. But, as is well known, these identities have very simple combinatorial proofs. However, it is not the proof of these identities but rather the Lie algebraic approach which justifies the publication of this paper. We are grateful to R. L. Wilson for his valuable suggestions and to G. Benkart for her advice and support. We would like to thank the referee whose suggestions improved an earlier version of this paper.

## 2. The setting

Let $\mathrm{g}=s \ell(n+1, \mathbb{C})$ be the complex simple Lie algebra of $(n+1) \times(n+1)$ trace zero matrices with complex entries. Consider the basis

$$
\left\{\beta_{i}, x_{ \pm\left(\beta_{1}+\beta_{i+1}+\cdots+\beta_{j}\right)} \mid 1 \leqslant i \leqslant j \leqslant n\right\}
$$

of $g$, where

$$
\begin{gathered}
\beta_{i}=E_{i i}-E_{i+1, i+1}, \quad i=1,2, \ldots, n \\
x\left(\beta_{i}+\beta_{i+1}+\cdots+\beta_{j}\right)=E_{i l, j+1} ; \quad x_{-\left(\beta_{i}+\beta_{i+1}+\cdots+\beta_{j}\right)}=E_{j+1,1}
\end{gathered}
$$

for $1 \leqslant i \leqslant j \leqslant n$, with $E_{i j}$ denoting the $(n+1) \times(n+1)$ matrix unit; i.e. $E_{i j}$ is the $(n+1) \times(n+1)$ matrix with 1 as the $i j$-th entry and zero everywhere else. Let $\mathfrak{h}$ denote the Cartan subalgebra (CSA) of $g$ with basis $\left\{\beta_{1}, \beta_{2}, \ldots, \beta_{n}\right\}$. Consider the bilinear form

$$
\langle x, y\rangle=\operatorname{tr}(x y), \quad \text { for all } x, y \in g
$$

on $\mathfrak{g}$. Let $\Phi$ denote the set of roots of $\mathfrak{g}$ with respect to $\mathfrak{h}$. The restriction of $\langle\cdot, \cdot\rangle$ to $\mathfrak{h}$ is nondegenerate and hence we may identify $\Phi$ with a subset of $\mathfrak{h}$. Then

$$
\Phi=\left\{ \pm\left(\beta_{i}+\beta_{i+1}+\cdots+\beta_{j}\right) \mid 1 \leqslant i \leqslant j \leqslant n\right\}
$$

Note that for all $\beta \in \Phi, x_{\beta} \in \mathrm{g}$ is a root vector. Also note that $\langle\beta, \beta\rangle=2$, $\left\langle\beta, x_{ \pm \beta}\right\rangle=0$, and $\left\langle x_{\beta}, x_{-\beta}\right\rangle=1$ for all $\beta \in \Phi$.

Consider the automorphism $\nu: g \rightarrow g$ defined by $\nu(x)=e^{-1} x e$, for all $x \in \mathfrak{g}$, where $e=E_{12}+E_{23}+\cdots+E_{n, n+1}+E_{n+1,1}$. Note that $\nu$ is an automorphism of order $n+1$ stabilizing $\mathfrak{h}$, and so $\nu$ acts on $\Phi$. Under this action $\Phi$ splits into $n$ distinct orbits each of cardinality $n+1$. Choose the following orbit representatives:

$$
\gamma_{1}=\beta_{1}, \gamma_{2}=\beta_{1}+\beta_{2}, \ldots, \gamma_{n}=\beta_{1}+\beta_{2}+\cdots+\beta_{n}
$$

Let $\mathbf{Z}_{n+1}$ denote the additive group of integers modulo $n+1$. Then, for all $\beta \in \Phi, p \in \mathbf{Z}_{n+1}$, we have

$$
\begin{equation*}
\nu^{p} x_{\beta}=x_{\nu \rho \beta} \tag{2.1}
\end{equation*}
$$

Let $\omega$ be a primitive $(n+1)$ st root of unity. For $p \in \mathbf{Z}_{n+1}$ define

$$
\mathrm{g}_{(p)}=\left\{x \in \mathrm{~g} \mid \nu x=\omega^{p} x\right\}
$$

Then

$$
\mathfrak{g}=\bigoplus_{p \in \mathbf{Z}_{n+1}} \mathfrak{g}_{(p)}
$$

is a $\mathbf{Z}_{n+1}$-gradation of $\mathfrak{g}$. For $x \in \mathfrak{g}$, write $x=\sum_{p \in \mathbf{Z}_{n+1}} x_{(p)}$, where $x_{(p)} \in g_{(p)}$. Then note that for all $p \in \mathbf{Z}_{n+1}, x \in \mathfrak{g}$, we have

$$
\begin{equation*}
x_{(p)}=\frac{1}{n+1} \sum_{i=0}^{n} \omega^{-i p} \nu^{i}(x) \tag{2.2}
\end{equation*}
$$

In particular, for all $\beta \in \Phi, \beta_{(0)}=0$. If $\mathfrak{b}$ is any $\nu$-invariant subalgebra of $g$, define

$$
\mathfrak{b}_{(p)}=\mathfrak{b} \cap \mathrm{g}_{(p)}, \quad \text { for all } p \in \mathbf{Z}_{n+1}
$$

Then

$$
\mathfrak{b}=\bigoplus_{p \in \mathbf{Z}_{n+1}} \mathfrak{b}_{(p)}
$$

is a $\mathbf{Z}_{n+1}$-gradation of $\mathfrak{b}$. Then observe that

$$
\mathfrak{b}_{(0)}=(0) .
$$

Further observe that

$$
\mathrm{t}=\mathrm{g}_{(0)}=\bigoplus_{i=1}^{n} \mathbf{C}\left(x_{\gamma_{i}}\right)_{(0)}
$$

is a CSA of g. Consider the matrix $P=\left(p_{i j}\right)$, where $p_{i j}=\omega^{i j}, 0 \leqslant i, j \leqslant n$. Note that $P^{-1}=\left[1 /(n+1) \omega^{-i j}\right]$. Consider the automorphism $\theta: g \rightarrow g$, defined by $\theta(x)=P x P^{-1}$, for all $x \in \mathfrak{g}$. Now observe that $\theta$ maps $\mathfrak{h}$ to $\mathfrak{t}$ and maps the root vectors with respect to $\mathfrak{h}$ to root vectors with respect to $t$. For $j=1,2, \ldots, n$, let

$$
\left\{\begin{array}{l}
H_{j}=\frac{1}{n+1} \sum_{i=1}^{n} \sum_{p \in \mathbf{Z}_{n+1}} \omega^{-i j}\left(\omega^{i}-1\right) \nu^{p} x_{\gamma_{i}},  \tag{2.3}\\
E_{j}=\frac{1}{n+1}\left[-\sum_{i=1}^{n} \omega^{-i} \gamma_{i}+\sum_{i=1}^{n} \sum_{p \in \mathbf{Z}_{n+1}} \omega^{-i j-p} \nu^{p} x_{\gamma_{i}}\right] \\
F_{j}=\frac{1}{n+1}\left[-\sum_{i=1}^{n} \omega^{i} \gamma_{i}+\sum_{i=1}^{n} \sum_{p \in \mathbf{Z}_{n+1}} \omega^{-i j+i+p} \nu^{p} x_{\gamma_{i}}\right] .
\end{array}\right.
$$

Then $\left\{E_{j}, F_{j}, H_{j} \mid 1 \leqslant j \leqslant n\right\}$ is a set of canonical generators of $g$ with respect to $t$. Also note that, with respect to the CSA $t$ of $g$, the vector

$$
\begin{equation*}
E_{0}=\frac{1}{n+1}\left[-\sum_{i=1}^{n} \omega^{-i} \gamma_{i}+\sum_{i=1}^{n} \sum_{p \in \mathbf{Z}_{n+1}} \omega^{-p} \nu^{p} x_{\gamma_{i}}\right] \tag{2.4}
\end{equation*}
$$

is a lowest root vector, the vector

$$
\begin{equation*}
F_{0}=\frac{1}{n+1}\left[-\sum_{i=1}^{n} \omega^{i} \gamma_{i}+\sum_{i=1}^{n} \sum_{p \in \mathbf{Z}_{n+1}} \omega^{p+i} \nu^{p} x_{\gamma_{i}}\right] \tag{2.5}
\end{equation*}
$$

is a highest root vector, and

$$
H_{0}=\left[E_{0}, F_{0}\right]=\frac{1}{n+1} \sum_{i=1}^{n} \sum_{p \in \mathbf{Z}_{n+1}}\left(\omega^{i}-1\right) \nu^{p} x_{r_{i}} .
$$

Let $E=\sum_{j=0}^{n} E_{j}$. Then $\mathfrak{h}=C_{\mathfrak{g}}(E)$, the centralizer of $E$ in $\mathfrak{g}$. Thus $\mathfrak{h}$ is a CSA in apposition to t (cf. [5]). Consider the Lie algebra

$$
\begin{equation*}
\hat{\mathrm{g}}=\coprod_{i \in \mathbf{Z}} \mathfrak{g}_{(i)} \otimes t^{i} \oplus \mathbf{C} c, \quad(\bar{i}=i(\bmod n+1)) \tag{2.6}
\end{equation*}
$$

where $c$ is central, and where

$$
\left[x \otimes t^{i}, y \otimes t^{j}\right]=[x, y] \otimes t^{i+j}+\frac{1}{n+1} i \delta_{i+j, 0}\langle x, y\rangle c,
$$

for all $x \in g_{(i)}$ and $y \in \mathfrak{g}_{(j)}$. In $\hat{\mathfrak{g}}$, set

$$
\begin{equation*}
e_{j}=E_{j} \otimes t, \quad f_{j}=F_{j} \otimes t^{-1} \quad \text { and } \quad h_{j}=H_{j} \otimes 1+\frac{1}{n+1} c \tag{2.7}
\end{equation*}
$$

for $j=0,1,2, \ldots, n$. Then $\left\{e_{j}, f_{j}, h_{j} \mid 0 \leqslant j \leqslant n\right\}$ is a system of canonical generators for $\hat{\mathfrak{g}}$, viewed as the (twisted) affine Lie algebra $A_{n}^{(1)}$. Observe that $c=\sum_{j=0}^{n} h_{j}$. Let $d$ be the derivation of $\hat{g}$ defined by the conditions

$$
\begin{equation*}
d(c)=0, \quad d\left(x \otimes t^{i}\right)=i\left(x \otimes t^{i}\right), \quad i \in \mathbb{Z}, x \in \mathfrak{g}_{(i)} \tag{2.8}
\end{equation*}
$$

so that

$$
d\left(h_{j}\right)=0, \quad d\left(e_{j}\right)=e_{j} \quad \text { and } \quad d\left(f_{j}\right)=-f_{j}
$$

Consider the semidirect product Lie algebra

$$
\begin{equation*}
\tilde{\mathfrak{g}}=\hat{\mathrm{g}} \rtimes \mathbb{C} d \tag{2.9}
\end{equation*}
$$

For $i \in \mathbf{Z}$, set

$$
\begin{equation*}
\tilde{\mathfrak{g}}_{i}=\{x \in \tilde{\mathfrak{g}} \mid[d, x]=i x\} . \tag{2.10}
\end{equation*}
$$

Note that for $i \neq 0, \tilde{\mathfrak{g}}_{i}=\mathfrak{g}_{(i)} \otimes t^{i}$ and $\tilde{\mathfrak{g}}_{0}=\mathfrak{g}_{(0)} \oplus \mathbb{C} c \oplus \mathbb{C} d$. Furthermore,

$$
\begin{equation*}
\tilde{\mathfrak{g}}=\coprod_{i \in \mathbf{Z}} \tilde{\mathfrak{g}}_{i} \tag{2.11}
\end{equation*}
$$

is a $\mathbf{Z}$-gradation of g . In a similar way define

$$
\begin{equation*}
\tilde{\mathfrak{h}}=\coprod_{i \in \mathbf{Z}} \mathfrak{h}_{(i)} \otimes t^{i} \otimes \mathbb{C} c \oplus \mathbb{C} d \tag{2.12}
\end{equation*}
$$

Observe that $\tilde{\mathfrak{h}}_{0}=\mathbb{C} c \oplus \mathbb{C} d$, since $\mathfrak{h}_{(0)}=(0)$. Then the derived algebra

$$
\begin{equation*}
\tilde{\mathfrak{h}}^{\prime}=[\tilde{\mathfrak{h}}, \tilde{\mathfrak{h}}]=\coprod_{i \in \mathbf{Z}} \mathfrak{h}_{(i)} \otimes t^{i} \oplus \mathbb{C} c \tag{2.13}
\end{equation*}
$$

is an infinite dimensional Heisenberg subalgebra of $\mathfrak{g}$. For $i \in \mathbb{N},(\mathbb{N}$ denotes the set of nonnegative integers), $i \not \equiv 0(\bmod (n+1))$, choose

$$
\begin{equation*}
u_{i}=\operatorname{diag}\left(1, \omega^{-i}, \omega^{-2 i}, \ldots, \omega^{-n i}\right), \quad v_{i}=\operatorname{diag}\left(1, \omega^{i}, \omega^{2 i}, \ldots, \omega^{n i}\right) \tag{2.14}
\end{equation*}
$$

Note that $u_{i} \in \mathfrak{h}_{(i)}, v_{i} \in \mathfrak{h}_{(-i)}$, and for $j=1,2, \ldots, n,\left\langle\nu_{j}, u_{i}\right\rangle=\left(1-\omega^{-i j}\right)$ and $\left\langle\gamma_{j}, v_{i}\right\rangle=\left(1-\omega^{i j}\right)$. Define

$$
\begin{equation*}
p_{i}=u_{i} \otimes t^{i}, \quad q_{i}=v_{i} \otimes t^{-i} \tag{2.15}
\end{equation*}
$$

for $i \not \equiv 0(\bmod (n+1))$ and $i \in \mathbb{N}$. Then $\left[p_{i}, q_{j}\right]=i c \delta_{i, j}$, and

$$
\begin{equation*}
\left\{p_{i}, q_{i}, c \mid i \not \equiv 0(\bmod (n+1)), i \in \mathbb{N}\right\} \tag{2.16}
\end{equation*}
$$

forms a basis of the Heisenberg subalgebra $\tilde{\mathfrak{h}}^{\prime}$. Furthermore,

$$
\begin{align*}
\left\{p_{i}, q_{i}, c, d,\left(x_{\gamma_{k}}\right)_{(j)} \otimes t^{j} \mid i \in \mathbb{N}, i \neq 0(\bmod (n+1)), j \in \mathbb{Z}\right.  \tag{2.17}\\
k=1,2, \ldots, n\}
\end{align*}
$$

is a basis of $\tilde{\mathfrak{g}}$. Let $\zeta$ be an indeterminate. For any $\beta \in \Phi$ (as in [5]), define the elements

$$
\begin{equation*}
\beta(\zeta)=\sum_{\substack{i \in \mathbf{Z} \\ i \equiv 0(\bmod (n+1))}}\left(\beta_{(i)} \otimes t^{i}\right) \zeta^{i} \tag{2.18}
\end{equation*}
$$

and

$$
\begin{equation*}
X(\beta, \zeta)=\sum_{i \in \mathbf{Z}}\left(\left(x_{\beta}\right)_{(i)} \otimes t^{i}\right) \zeta^{i} \tag{2.19}
\end{equation*}
$$

in $\tilde{\mathfrak{g}}(\zeta)$. Let

$$
\begin{equation*}
X(\beta, \zeta)=\sum_{i \in \mathbf{Z}} X_{i}(\beta) \zeta^{i} \tag{2.20}
\end{equation*}
$$

where $X_{i}(\beta)=\left(\left(x_{\beta}\right)_{(i)} \otimes t^{i}\right)$ is the homogeneous component of degree $i$ of $X(\beta, \zeta)$. Define

$$
\begin{equation*}
\delta(\zeta)=\sum_{i \in \mathbf{Z}} \zeta^{i} \quad \text { and } \quad(D \delta)(\zeta)=\sum_{i \in \mathbf{Z}} i \zeta^{i} \tag{2.21}
\end{equation*}
$$

The following lemma now follows from Theorem 2.4(3) in [5].
Lemma 2.1 Let $\zeta_{1}$, $\zeta_{2}$ be two commuting indeterminates.
(1) For $1 \leqslant j<n$, we have

$$
\begin{aligned}
{\left[X\left(\gamma_{1}, \zeta_{1}\right), X\left(\gamma_{j}, \zeta_{2}\right)\right]=} & -\frac{1}{n+1} X\left(\gamma_{j+1}, \zeta_{2}\right) \delta\left(\omega^{-j} \zeta_{1} / \zeta_{2}\right) \\
& +\frac{1}{n+1} X\left(\gamma_{j+1}, \omega^{-1} \zeta_{2}\right) \delta\left(\omega \zeta_{1} / \zeta_{2}\right)
\end{aligned}
$$

(2) For $1 \leqslant j \leqslant n$, we have

$$
\begin{aligned}
{\left[X\left(\gamma_{n+1-j}, \zeta_{1}\right), X\left(\gamma_{j}, \zeta_{2}\right)\right]=} & -\frac{1}{n+1} \gamma_{j}\left(\gamma_{j+1}, \zeta_{2}\right) \delta\left(\omega^{\left.-j \zeta_{1} / \zeta_{2}\right)}\right. \\
& +\frac{1}{(n+1)^{2}} c(D \delta)\left(\omega^{\left.-j \zeta_{1} / \zeta_{2}\right)}\right.
\end{aligned}
$$

Consider the abelian subalgebra

$$
\mathfrak{F}=\mathrm{t} \oplus \mathbb{C} c \oplus \mathbb{C} d
$$

of $\tilde{\mathfrak{g}}$. There is a triangular decomposition

$$
\tilde{\mathfrak{g}}=\tilde{\mathfrak{n}}^{-} \oplus \mathfrak{f} \oplus \tilde{\mathfrak{n}}^{+}
$$

where

$$
\tilde{\mathfrak{n}}^{-}=\bigoplus_{i>0} \tilde{\mathfrak{g}}_{-i} \quad \text { and } \quad \tilde{\mathfrak{n}}^{+}=\bigoplus_{i>0} \tilde{\mathfrak{g}}_{i}
$$

For a dominant integral weight $\lambda \in \mathfrak{f}^{*}$ (i.e. $\lambda\left(h_{i}\right) \in \mathbb{N}$, and we assume $\lambda(d)=0)$ define a $\left(\mathfrak{l}+\tilde{n}^{+}\right)$-module structure on $\mathbf{C}$ by setting

$$
\tilde{\mathrm{n}}^{+} \cdot 1=(0), \quad h \cdot 1=\lambda(h) 1, \quad \text { for all } h \in \mathfrak{F} .
$$

Then the induced module

$$
\begin{equation*}
M(\lambda)=U(\tilde{\mathfrak{g}}) \otimes_{U\left(\mathbf{I}+\tilde{\pi}^{+}\right)} \mathbf{C} \tag{2.22}
\end{equation*}
$$

(where $U$ denotes the universal enveloping algebra functor) is the Verma module with highest weight $\lambda$ and highest weight vector $1 \otimes 1$. Note that

$$
M(\lambda) \cong U\left(\tilde{\mathfrak{n}}^{-}\right) \cdot(1 \otimes 1)
$$

is a vector space isomorphism. Let

$$
\begin{equation*}
W(\lambda)=\sum_{i=0}^{n} U\left(\tilde{\mathrm{n}}^{-}\right) f_{i}^{\lambda\left(h_{i}\right)+1} \cdot(1 \otimes 1) . \tag{2.23}
\end{equation*}
$$

Then $W(\lambda)$ is the unique maximal proper $\tilde{g}$-submodule of $M(\lambda)$, and

$$
\begin{equation*}
L(\lambda)=M(\lambda) / W(\lambda) \tag{2.24}
\end{equation*}
$$

is the unique (up to isomorphism) irreducible highest weight module with highest weight $\lambda$. If $v_{0}$ is a highest weight vector in $L(\lambda)$, then

$$
\begin{equation*}
f_{i}^{\lambda\left(h_{i}\right)+1} \cdot v_{0}=0 . \tag{2.25}
\end{equation*}
$$

The $\mathbf{Z}$-gradation on $\tilde{g}$ induces a $\mathbf{Z}$-gradation on $M(\lambda)$ and also on $W(\lambda)$. Hence the standard module $L(\lambda)$ has a direct sum decomposition

$$
L(\lambda)=\bigoplus_{j \geqslant 0} L(\lambda)_{-j},
$$

where, for each $j, \operatorname{dim}\left(L(\lambda)_{-j}\right)<\infty$. For an indeterminante $q$, define the (principally specialized) character by

$$
\begin{equation*}
\chi(L(\lambda))=\sum_{j \geqslant 0}\left(\operatorname{dim}\left(L(\lambda)_{-j}\right)\right) q^{j} . \tag{2.26}
\end{equation*}
$$

Then $\chi(L(\lambda)$ ) has a well-known product expansion (cf. [7, Formula 1.1]). Consider the linear functionals $\lambda_{j} \in \mathfrak{F}^{*}$, defined by $\lambda_{j}\left(h_{i}\right)=\delta_{i, j}$ and $\lambda_{j}(d)=0$, $j=0,1,2, \ldots, n$. The irreducible highest weight modules $L\left(\lambda_{j}\right)$ are called the basic $\tilde{\mathrm{g}}$-modules with highest weight $\lambda_{j}$. It can easily be checked that

$$
\begin{equation*}
\chi\left(L\left(\lambda_{j}\right)\right)=\prod_{\substack{k \geqslant 1 \\ k \neq 0(\bmod (n+1))}}\left(1-q^{k}\right)^{-1} . \tag{2.27}
\end{equation*}
$$

Proof. In this proof, $t$ will range through all positive integers $\not \equiv 0(\bmod (n+1))$, while $s$ will range through all positive integers. Observe that, by Theorem 3.1, we have

$$
\begin{aligned}
X\left(\gamma_{1}, \zeta_{i}\right) \cdot 1= & a_{1} \exp \left(\sum_{t}\left(1-\omega^{-t}\right) L\left(y_{t}\right) \zeta_{i}^{-t} / t\right) \\
& \cdot \exp \left(-\sum_{t}\left(1-\omega^{t}\right) \frac{\partial}{\partial y_{t}} \zeta_{i}^{t}\right) \cdot 1 \\
= & a_{1} \exp \left(\sum_{t} \nu_{i}^{t} z_{t}\right)
\end{aligned}
$$

Now using the Campbell-Baker-Hausdorff formula (i.e. $\exp (a) \exp (b)=$ $\exp (b) \exp (a) \exp ([a, b])$ if $[a, b]$ commutes with $a$ and $b)$, we have

$$
\begin{aligned}
X\left(\gamma_{1}, \zeta_{k}\right) & X\left(\gamma_{1}, \zeta_{k-1}\right) \cdots X\left(\gamma_{1}, \zeta_{1}\right) \cdot 1 \\
= & \left(a_{1}\right)^{k} \exp \left(\sum_{t}\left(1-\omega^{-t}\right) L\left(y_{t}\right) \zeta_{k}^{-t} / t\right) \exp \left(-\sum_{t}\left(1-\omega^{t}\right) \frac{\partial}{\partial y_{t}} \zeta_{k}^{t}\right) \\
& \cdot \exp \left(\sum_{t}\left(1-\omega^{-t}\right) L\left(y_{t}\right) \zeta_{k-1}^{-t} / t\right) \exp \left(-\sum_{t}\left(1-\omega^{t}\right) \frac{\partial}{\partial y_{t}} \zeta_{k-1}^{t}\right) \cdots \\
& \cdot \exp \left(\sum_{t}\left(1-\omega^{-t}\right) L\left(y_{t}\right) \zeta_{1}^{-t} / t\right) \exp \left(-\sum_{t}\left(1-\omega^{t}\right) \frac{\partial}{\partial y_{t}} \zeta_{1}^{t}\right) \cdot 1 \\
= & \left(a_{1}\right)^{k} \prod_{1 \leqslant u<v \leqslant k} \exp \left(\sum_{s} \frac{1}{s}\left(\omega^{s}+\omega^{-s} l-2\right)\left(\frac{\nu_{u}}{\nu_{v}}\right)^{s}\right) \\
& \cdot \exp \left(\sum_{t} \sum_{1 \leqslant i \leqslant k} \nu_{i}^{t} z_{t}\right) \\
= & \left(a_{1}\right)^{k} \prod_{1 \leqslant u<v \leqslant k}\left(1-\frac{\nu_{u}}{\nu_{v}}\right)^{2} /\left(\left(1-\omega \frac{\nu_{u}}{\nu_{v}}\right)\left(1-\omega^{-1} \frac{\nu_{u}}{\nu_{v}}\right)\right) \\
& \cdot \exp \left(\sum_{t} \sum_{1 \leqslant i \leqslant k} \nu_{i}^{t} z_{t}\right)
\end{aligned}
$$

since $\log (1-\zeta)=-\Sigma_{s}\left(\zeta^{s} / s\right)$.
Remark. For the above proof, we could also have quoted Proposition 3.4 of [5].
For $k>0$, let us set

$$
\begin{align*}
& P_{k}\left(\nu_{1}, \nu_{2}, \ldots, \nu_{k}\right)=\left(a_{1}\right)^{k} \prod_{1 \leqslant u<v \leqslant k} \frac{\left(1-\nu_{u} / \nu_{v}\right)^{2}}{\left(1-\omega \nu_{u} / \nu_{v}\right)\left(1-\omega^{-1} \nu_{u} / \nu_{v}\right)},  \tag{3.1}\\
& f_{k}\left(\nu_{1}, \nu_{2}, \ldots, \nu_{k}\right)=\exp \left(\sum_{\substack{t>0 \\
t \neq 0(\bmod (n+1))}} \sum_{1 \leqslant i \leqslant k} \nu_{i}^{t} z_{t}\right) \tag{3.2}
\end{align*}
$$

and

$$
\begin{equation*}
g_{k}\left(\nu_{1}, \nu_{2}, \ldots, \nu_{k}\right)=P_{k}\left(\nu_{1}, \nu_{2}, \ldots, \nu_{k}\right) f_{k}\left(\nu_{1}, \nu_{2}, \ldots, \nu_{k}\right) . \tag{3.3}
\end{equation*}
$$

For $\alpha \in \mathbb{N}^{K}$, where $K=\{1,2, \ldots, k\}$ (i.e., $\alpha: K \rightarrow \mathbb{N}$ ), denote $\nu_{1}^{\alpha(1)} \nu_{2}^{\alpha(2)} \cdots \nu_{k}^{\alpha(k)}$ by $\nu^{\alpha}$ and let $|\alpha|=\sum_{i=1}^{k} \alpha(i)$. Observe that

$$
\begin{equation*}
f_{k}\left(\nu_{1}, \nu_{2}, \ldots, \nu_{k}\right)=\sum_{\substack{\alpha \\ \alpha(i) \geqslant 0 \\ 1 \leqslant i \leqslant k}} \nu^{\alpha} f_{k, \alpha} \tag{3.4}
\end{equation*}
$$

and

$$
\begin{equation*}
g_{k}\left(\nu_{1}, \nu_{2}, \ldots, \nu_{k}\right)=\sum_{\substack{\alpha(\alpha) \geq 0 \\ \alpha(1)+\alpha(2) \geqslant 0 \\ \alpha(1)+\cdots+\alpha(k) \geqslant 0}} \nu^{\alpha} g_{k, \alpha}, \tag{3.5}
\end{equation*}
$$

where $f_{k, \alpha} \in \mathbb{C}[y]$, where $g_{k, \alpha} \in \mathbb{C}[y]$, and where both have degree $-|\alpha|$. Define $V_{[k]}$ to be the span of all the elements $x_{1} x_{2} \cdots x_{r} \cdot 1,0 \leqslant r \leqslant k$, where each $x_{i}$ is one of the $X_{j}\left(\gamma_{1}\right), j \in \mathbf{Z}$. Then by Lemma 2.1, we have

$$
\begin{equation*}
0=V_{[-1]} \subseteq V_{[0]} \subseteq V_{[1]} \subseteq \cdots \subseteq V, \tag{3.6}
\end{equation*}
$$

and

$$
\begin{equation*}
V=\bigcup_{k \geqslant 0} V_{[k]} \tag{3.7}
\end{equation*}
$$

Furthermore, by Proposition 3.2 and equation (3.5), we have

$$
\begin{equation*}
V_{[k]}=\operatorname{span}\left\{g_{r, \alpha} \mid 0 \leqslant r \leqslant k, \alpha \in \mathbb{N}^{k}\right\} \tag{3.8}
\end{equation*}
$$

Lemma 3.3. For all $k \geqslant 0$, we have

$$
V_{[k]}=\operatorname{span}\left\{f_{r, \alpha} \mid 0 \leqslant r \leqslant k, \alpha \in \mathbb{N}^{K}\right\}
$$

Proof. Let $W_{[k]}=\operatorname{span}\left\{f_{r, \alpha} \mid 0 \leqslant r \leqslant k, \alpha \in \mathbb{N}^{K}\right\}$. Observe that the identity

$$
g_{r}\left(\nu_{1}, \nu_{2}, \ldots, \nu_{r}\right)=\sum_{\substack{\alpha \\ \alpha(1) \geq 0 \\ \alpha(1)+\alpha(2) \geqslant 0}} \nu^{\alpha} g_{r, \alpha}
$$

may be viewed as a formal power series in the indeterminates $\nu_{1} / \nu_{2}$, $\nu_{2} / \nu_{3}, \ldots, \nu_{r-1} / \nu_{r}$ and $\nu_{r}$, since
$\nu_{1}^{\alpha(1)} \nu_{2}^{\alpha(2)} \cdots \nu_{r}^{\alpha(r)}=\left(\frac{\nu_{1}}{\nu_{2}}\right)^{\alpha(1)}\left(\frac{\nu_{2}}{\nu_{3}}\right)^{\alpha(1)+\alpha(2)} \cdots\left(\frac{\nu_{r-1}}{\nu_{r}}\right)^{\alpha(1)+\cdots+\alpha(r-1)} \nu_{r}^{\alpha(1)+\cdots+\alpha(r)}$.

The generalized Euler identities state that (cf. [1])

$$
\begin{equation*}
\prod_{\substack{k \geqslant 1 \\ k \neq 0(\bmod (n+1))}}\left(1-q^{k}\right)^{-1}=1+\sum_{m, l \geqslant 1} c_{m, l} q^{l}, \tag{2.28}
\end{equation*}
$$

where
$c_{m, l}=$ the number of partitions of $l$ into $m$ parts in which each integer appears as a part at most $n$ times.

## 3. The spanning theorem

Let $\mathbb{C}[y]$ denote the polynomial algebra $\mathbb{C}\left[y_{m} \mid m>0, m \not \equiv 0(\bmod (n+1))\right]$ on infinitely many variables $y_{m}, m \not \equiv 0(\bmod (n+1)), m \in \mathbb{N}$, and give $\mathbb{C}[y]$ the structure of a graded algebra by setting $\operatorname{deg}\left(y_{m}\right)=-m$, for all $m>0$, $m \not \equiv 0(\bmod (n+1))$.

Now define on $\mathbf{C}$ a structure of $\left(\tilde{\mathfrak{h}}_{0}+\tilde{\mathfrak{h}}^{+}\right)$-module by setting

$$
\begin{equation*}
\left(\tilde{\mathfrak{h}}^{+}+\mathrm{C} d\right) \cdot 1=(0), \quad c \cdot 1=1 \tag{3.1}
\end{equation*}
$$

and consider the induced $\tilde{\mathfrak{h}}$-module

$$
V=U(\tilde{\mathfrak{h}}) \otimes_{U\left(\tilde{h}_{0}+\tilde{\mathfrak{h}}^{+}\right)} \mathbf{C} .
$$

Then as vector spaces

$$
V \cong U\left(\tilde{\mathfrak{h}}^{-}\right)=S\left(\tilde{\mathfrak{h}}^{-}\right) \cong \mathbb{C}[y]
$$

where $S$ is the symmetric algebra functor. Also the (principal) gradation on $V$ with respect to the degree operator $d$ coincides with the gradation on $\mathbf{C}[y]$. Now we can identify $V=\mathbb{C}[y]$, with the elements $p_{i}$ acting as the operators $i \partial / \partial y_{i}$, the elements $q_{i}$ acting as the multiplication operators $L\left(y_{i}\right), c$ acting as the identity operator and $d$ acting as the zero operator. The following theorem is the well-known vertex operator construction of the fundamental representation of $\tilde{g}$ due to Kac, Kazhdan, Lepowsky and Wilson [3].

Theorem 3.1 (cf. [5]). Fix $j=0,1,2, \ldots, n$. Let $\zeta$ be an indeterminate and denote by

$$
X_{m}^{\prime}\left(\gamma_{k}\right), \quad k=1,2, \ldots, n, \quad m \in \mathbf{Z}
$$

the coefficients of the Laurent series

$$
\begin{aligned}
X^{\prime}\left(\gamma_{k}, \zeta\right)= & a_{k} \exp \left(\sum_{i}\left(1-\omega^{-i k}\right) L\left(y_{i}\right) \zeta^{-i} / i\right) \\
& \cdot \exp \left(-\sum_{i}\left(1-\omega^{i k}\right) \frac{\partial}{\partial y_{i}} \zeta^{i}\right)
\end{aligned}
$$

where $i$ ranges over all positive integers $\not \equiv 0(\bmod (n+1))$, and where $a_{k}=$ $n \omega^{k j} /\left(\left(\omega^{k}-1\right)(n+1)^{2}\right)$. Then the map $X_{m}\left(\gamma_{k}\right) \rightarrow X_{m}^{\prime}\left(\gamma_{k}\right), \quad m \in \mathbf{Z}, k=$ $1,2, \ldots, n$, extends the representation of $\tilde{\mathfrak{h}}$ on $V=\mathbf{C}[y]$ to a representation of $\tilde{\mathfrak{g}}$ on V. Moreover, for

$$
a_{k}=\lambda_{j}\left(\left(X_{\gamma_{k}}\right)_{(0)}\right)
$$

and for $k=1,2, \ldots, n$, the module $V$ is the basic $\tilde{\mathrm{g}}$-module $L\left(\lambda_{j}\right)$ with highest weight $\lambda_{j} \in \mathfrak{I}^{*}$, and $1 \in V$ is a highest weight vector.

Note that for an indeterminate $\zeta$, we have used and will continue to use the standard formal power series notation for the $\log$ series, the exponential series, and the binomial series.

Let $\zeta_{1}, \zeta_{2}, \zeta_{3}, \ldots$ be a (possibly finite) set of commuting formal indeterminates, and let $W$ be any vector space. Denote by $W\left\{\zeta_{1}, \zeta_{2}, \ldots\right\}$ the vector space of formal Laurent series in $\zeta_{1}, \zeta_{2}, \ldots$ with coefficients in $W$, i.e. the space of all (possibly infinite) formal sums

$$
\sum_{i_{1}, i_{2} \cdots \in \mathbf{Z}} v_{i_{1} i_{2}} \cdots \zeta_{1}^{i_{1} \zeta_{2}^{i_{2}} \cdots}
$$

with each $v_{i_{1} i_{2}} \ldots \in W$. Observe that

$$
X\left(\gamma_{l}, \zeta_{k}\right) X\left(\gamma_{l}, \zeta_{k-1}\right) \cdots X\left(\gamma_{l}, \zeta_{1}\right) \in(\text { End } V)\left\{\zeta_{1}, \zeta_{2}, \ldots, \zeta_{k}\right\}
$$

PROPOSITION 3.2. Let $\zeta_{1}, \zeta_{2}, \ldots, \zeta_{k}$ be a set of commuting formal indeterminates and let $V=L\left(\lambda_{j}\right)$. Then in $V\left\{\zeta_{1}, \zeta_{2}, \ldots, \zeta_{k}\right\}$, we have

$$
\begin{aligned}
X\left(\gamma_{1}, \zeta_{k}\right) & X\left(\gamma_{1}, \zeta_{k-1}\right) \cdots X\left(\gamma_{1}, \zeta_{1}\right) \cdot 1 \\
& =\left(a_{1}\right)^{k} \prod_{1 \leqslant u<v \leqslant k} \frac{\left(1-\nu_{u} / \nu_{v}\right)^{2}}{\left(1-\omega \nu_{u} / \nu_{v}\right)\left(1-\omega^{-1} \nu_{u} / \nu_{v}\right)} \exp \left(\sum_{t} \sum_{1 \leqslant i \leqslant k} \nu_{i}^{t_{i}}\right),
\end{aligned}
$$

where $\nu_{i}=\zeta_{i}^{-1}$, where $z_{t}=\left(1-\omega^{-t}\right) y_{t} / t$, so that $\operatorname{deg} z_{t}=-t$, where $a_{1}=$ $n \omega^{j} /\left((n+1)^{2}(\omega-1)\right)$, and where $t$ runs through all positive integers $\not \equiv 0$ $(\bmod (n+1))$.

Also any formal power series in $\nu_{1}, \nu_{2}, \ldots, \nu_{r}$ can be expressed as a formal power series in $\nu_{1} / \nu_{2}, \nu_{2} / \nu_{3}, \ldots, \nu_{r-1} / \nu_{r}, \nu_{r}$, since

$$
\nu_{i}^{\alpha(i)}=\left(\frac{\nu_{i}}{\nu_{i+1}}\right)^{\alpha(i)}\left(\frac{\nu_{i+1}}{\nu_{i+2}}\right)^{\alpha(i)} \cdots\left(\frac{\nu_{r-1}}{\nu_{r}}\right)^{\alpha(i)} \nu_{r}^{\alpha(i)}
$$

Furthermore, $P_{r}\left(\nu_{1}, \nu_{2}, \ldots, \nu_{r}\right)$ is a formal power series in the indeterminates $\nu_{1} / \nu_{2}, \nu_{2} / \nu_{3}, \ldots, \nu_{r-1} / \nu_{r}$ with constant coefficients. Therefore, as formal power series, the coefficients of $g_{r}\left(\nu_{1}, \nu_{2}, \ldots, \nu_{r}\right)$ are linear combinations of coefficients of $f_{r}\left(\nu_{1}, \nu_{2}, \ldots, \nu_{r}\right)$. Hence it follows that $V_{[k]} \subseteq W_{[k]}$. Now the lemma follows, since, as a formal power series, $P_{r}\left(\nu_{1}, \nu_{2}, \ldots, \nu_{r}\right)$ is invertible.

For $l \geqslant 0$, define

$$
\begin{equation*}
V_{[k],-l}=\operatorname{span}\left\{f_{r, \alpha}|0 \leqslant r \leqslant k,|\alpha|=l\}\right. \tag{3.9}
\end{equation*}
$$

Let $A(k, l)=\left\{\alpha \in \mathbf{N}^{K}| | \alpha \mid=l, 0 \leqslant \alpha(1) \leqslant \cdots \leqslant \alpha(k)\right\}$. Since $f_{r}$ is symmetric, it follows from (3.9) that

$$
\begin{equation*}
V_{[k],-l}=\operatorname{span}\left\{f_{r, \alpha} \mid 0 \leqslant r \leqslant k, \alpha \in A(k, l)\right\} \tag{3.10}
\end{equation*}
$$

Also note that

$$
\begin{equation*}
V_{[k],-l} / V_{[k-1],-l}=\operatorname{span}\left\{f_{k, \alpha}+V_{[k-1],-l} \mid \alpha \in A(k, l)\right\} \tag{3.11}
\end{equation*}
$$

Lemma 3.4. Modulo $V_{[k-1]}$,

$$
\begin{align*}
& f_{k}\left(0, \nu_{2}, \ldots, \nu_{k}\right) \equiv 0, \quad \text { for } k \geqslant 1, \quad \text { and }  \tag{1}\\
& f_{k}\left(\omega^{n} \nu_{n+1}, \omega^{n-1} \nu_{n+1}, \ldots, \omega \nu_{n+1}, \nu_{n+1}, \nu_{n+2}, \ldots, \nu_{k}\right) \equiv 0 \tag{2}
\end{align*}
$$

for $k \geqslant n+1$. Furthermore, $f_{k}$ is a symmetric function of $\nu_{1}, \nu_{2}, \ldots, \nu_{k}$.

Proof. To prove (2), observe that, for $t \not \equiv 0(\bmod n)$, we have

$$
\omega^{n t}+\omega^{(n-1) t}+\cdots+\omega^{t}+1=0
$$

The rest is clear.
Let

$$
B=\{\alpha \in A(k, l) \mid \alpha(1)>0, \alpha(i+n)>\alpha(i) \text { for } i=1,2, \ldots,(k-n)\}
$$

Theorem 3.5. For $k, l \geqslant 0$,

$$
\operatorname{dim}\left(V_{[k],-l} / V_{[k-1],-l}\right) \leqslant c_{k, l}
$$

where $c_{k, l}$ is defined in (2.29).
Proof. Since $|B|=c_{k, l}$, we will prove the theorem if we prove that

$$
\left\{f_{k, \alpha}+V_{[k-1],-l} \mid \alpha \in \beta\right\} \text { spans } V_{[k],-l} / V_{[k-1],-l}
$$

Now order $A(k, l)$ by the lexicographic ordering. Then to prove the theorem it is enough to show that if $\alpha \in A(k, l)$ and $\alpha \notin B$, then $f_{k, \alpha}$ is congruent modulo $V_{[k-1],-l}$ to a linear combination of $f_{k, \beta}$ with $\beta \in A(k, l)$ and $\beta<\alpha$.
Lemma 3.4(1) implies that if $\alpha(1)=0$, then $f_{k, \alpha} \in V_{[k-1],-1}$ Let $f_{k,-l}=$ $\sum_{|\alpha|=1} \nu^{\alpha} f_{k, \alpha}$, let $\bar{\alpha}=(\alpha(n+2), \ldots, \alpha(k))$, and let $\bar{\nu}=\left(\nu_{n+2}, \ldots, \nu_{k}\right)$. Then

$$
f_{k,-l}=\sum_{|\alpha|=l} \nu_{1}^{\alpha(1)} \cdots \nu_{n+1}^{\alpha(n+1)} \bar{\nu} \bar{\alpha} f_{k, \alpha}
$$

By Lemma 3.4(2), we have

$$
\begin{aligned}
& 0 \equiv f_{k,-1}\left(\omega^{n} \nu_{n+1}, \ldots, \nu_{n+1}, \nu_{n+2}, \ldots, \nu_{k}\right) \\
& =\sum_{\substack{\alpha(1), \ldots, \alpha(n+1), \bar{\alpha} \\
|\alpha|=l}} \omega^{n \alpha(1)+(n-1) \alpha(2)+\cdots+\alpha(n)} \nu_{n+1}^{\alpha(1)+\cdots+\alpha(n+1)} \cdot \bar{\nu} \bar{\alpha} f_{k, \alpha} \\
& =\sum_{\alpha} \nu_{n+1}^{I-|\bar{\alpha}|} \nu^{\bar{\alpha}}\left[\sum_{\substack{\alpha(1), \ldots, \alpha(n+1) \geqslant 0 \\
\alpha(1)+\cdots+(n+1)=l-|\bar{\alpha}|}} \omega^{n \alpha(1)+\cdots+\alpha(n)} \cdot f_{k,(\alpha(1), \ldots, \alpha(n+1), \bar{\alpha})}\right] .
\end{aligned}
$$

But since the monomials

$$
\left\{\nu_{n+1}^{l-1 \bar{\alpha}} \overline{\bar{\nu}} \overline{\bar{\alpha}} \mid \bar{\alpha}:\{(n+2), \ldots, k\} \rightarrow \mathbb{N}\right\}
$$

are independent, it follows that
(*)

$$
\sum_{\substack{\alpha(1), \ldots, \alpha(n+1) \geqslant 0 \\ \alpha(1)+\cdots+\alpha(n+1)=l-|\bar{\alpha}|}} \omega^{n \alpha(1)+\cdots+\alpha(n)} f_{k, \alpha} \in V_{[k-1],-l} .
$$

Now define the functions $\varepsilon_{i} \in \mathbb{N}^{K}$ by $\varepsilon_{i}(j)=\delta_{i j}$ for $1 \leqslant j \leqslant k$. Replacing $\alpha$ by $\beta+i_{1}\left(\varepsilon_{1}-\varepsilon_{2}\right)+\cdots+i_{n}\left(\varepsilon_{n}-\varepsilon_{n+1}\right)$, where $\beta$ is any element of $\mathbb{N}^{K}$, and rearranging the order of summation, we obtain from (*) that, modulo $V_{[k-1],-1}$ )

$$
\sum_{i_{n}=-\beta(1) \cdots-\beta(n)}^{\beta(n+1)} \omega^{i_{n}+\beta(1)+\cdots+\beta(n)} \sum_{\substack{i_{n-1}=-\beta(1)-\cdots-\beta(n-1)}}^{i_{n}+\beta(n)} \omega^{i_{n-1}+\beta(1)+\cdots+\beta(n-1)}
$$

By symmetry this is true for any consecutive $n$-tuple of $\beta(i)$ 's. Hence we have

$$
\begin{array}{r}
\sum_{i_{n}=-\beta(j) \cdots-\beta(j+n-1)}^{\beta(j+1)} \omega^{i_{n}+\beta(j)+\cdots+\beta(j+n-1)}  \tag{**}\\
\cdot \sum_{i_{n-1}=-\beta(j)-\cdots-\beta(j+n-2)} \omega^{i_{n}+\beta(j+n-1)}+\beta(j)+\cdots+\beta(j+n-2) \\
\cdots \sum_{i_{1}=-\beta(j)}^{i_{2}+\beta(j+1)} \omega^{i_{1}+\beta(j)} f_{k, \beta+i_{1}\left(\varepsilon_{j}-\varepsilon_{j+1}\right)+\cdots+i_{n}\left(\varepsilon_{j+n+1}-\varepsilon_{j+n}\right)} \equiv 0 .
\end{array}
$$

In the case when $\beta(j)=\beta(j+n)$ (i.e. $\beta(j)=\beta(j+1)=\cdots=\beta(j+n)$ ), if $i_{i}, l=1,2, \ldots, n$, are not all zero, then, for a suitable permutation $\sigma$ of $\{1,2, \ldots, k\}$, we have

$$
\left(\beta+i_{1}\left(\varepsilon_{j}-\varepsilon_{j+1}\right)+\cdots+i_{n}\left(\varepsilon_{j+n-1}-\varepsilon_{j+n}\right)\right) \cdot \sigma \in A(k, l),
$$

and it is less than $\beta$ in the lexicographic ordering. Furthermore, in equation (**), $f_{k, \beta}$ occurs only once with nonzero coefficient (namely, when $i_{1}=i_{2}=\cdots=i_{n}$ $=0$ ). All other terms in $(* *)$ are multiples of some $f_{k, \gamma}$ with $\gamma<\beta$ (since $f_{k}$ is symmetric and $\beta(j)=\beta(j+1)=\cdots=\beta(j+n)$ ). Hence the theorem follows.

## 4. The independence theorem

Now let $\mathfrak{Q}\left[\left[z_{t} \mid t>0, t \not \equiv 0(\bmod (n+1))\right]\right]$, denote the $\mathbf{Z}$-module consisting of all formal integral linear combinations of products of the elements $z_{t}^{(s)}=z_{t}^{s} / s!$. Then $\left.\mathfrak{A}\left[z_{t}\right]\right]$ is an algebra over $\mathbf{Z}$. If $a, b$ lie in the maximal ideal of nonunits of $\mathfrak{Y}\left[\left[z_{t}\right]\right]$, then we define $a^{(s)}=a^{s} / s!\in \mathfrak{X}\left[\left[z_{t}\right]\right]$ for all $s \in \mathbf{Z}, s \geqslant 0$. Then $(a+b)^{(s)}=\sum_{i=0}^{s} a^{(i)} b^{(s-i)}$ and $\exp (a)=\sum_{i=0}^{\infty} a^{(i)}$ are elements of $\mathfrak{M}\left[\left[z_{t}\right]\right]$.

Let $p=n+1$ be a prime number. Let $F$ be any field of characteristic $p$. Let

$$
\mathfrak{A}_{F}\left[\left[z_{t}\right]\right]=\mathfrak{U}\left[\left[z_{t}\right]\right] \otimes_{\mathbf{C}} F .
$$

Now for $k \geqslant 0$, we have

$$
\begin{align*}
f_{k}\left(\nu_{1}, \nu_{2}, \ldots, \nu_{k}\right) & =\exp \left(\sum_{t} \sum_{i=1}^{k} \nu_{i}^{z_{t}}\right)=\prod_{i=1}^{k} \exp \left(\sum_{t} \nu_{i}^{t_{t}}\right)  \tag{4.1}\\
& =\prod_{i=1}^{k}\left(\sum_{\gamma} \nu_{i}^{\|\gamma\|_{z}(\gamma)}\right) \in \mathfrak{X}\left[\left[z_{t}\right]\right]\left[\left[\nu_{1}, \ldots, \nu_{k}\right]\right],
\end{align*}
$$

where $\gamma:\{t \in \mathbb{Z} \mid t>0, t \equiv 0(\bmod (n+1))\} \rightarrow \mathbb{N}$ is such that all but finitely many $\gamma(t)$ are zero. Furthermore, $\|\gamma\|=\Sigma_{t} t \gamma(t)$, and

$$
z^{(\gamma)}=\left(z_{1}^{\gamma(1)} z_{2}^{\gamma(2)} \cdots z_{t}^{\gamma(t)} \cdots\right) .
$$

Let

$$
f_{k}^{*}\left(\nu_{1}, \nu_{2}, \ldots, \nu_{k}\right)=f_{k}\left(\nu_{1}, \ldots, \nu_{k}\right) \otimes 1 \in \mathfrak{A}_{F}\left[\left[z_{t}\right]\right]\left[\left[\nu_{1}, \ldots, \nu_{k}\right]\right],
$$

and for $|\alpha|=l, l \geqslant 0$, let

$$
\begin{equation*}
f_{k, \alpha}^{*}=f_{k, \alpha} \otimes 1 . \tag{4.2}
\end{equation*}
$$

Define, for $l \geqslant 0$,

$$
\begin{equation*}
V_{[k],-l}^{*}=\operatorname{span}\left\{f_{r, \alpha}^{*}|0 \leqslant r \leqslant k,|\alpha|=l\} .\right. \tag{4.3}
\end{equation*}
$$

Then, since $f_{k}$ is symmetric, we have

$$
\begin{equation*}
V_{[k],-l}^{*}=\operatorname{span}\left\{f_{r, \alpha}^{*} \mid 0 \leqslant r \leqslant k, \alpha \in A(k, l)\right\} \tag{4.4}
\end{equation*}
$$

Note that

$$
\begin{equation*}
\operatorname{dim}_{F}\left(V_{[k],-\Lambda}^{*} / V_{[k-1],-1}^{*}\right) \leqslant \operatorname{dim}_{c}\left(V_{[k],-l} / V_{[k-1],-1}\right) \tag{4.5}
\end{equation*}
$$

Now we want to show that, modulo $V_{[k-1],-l}^{*}$, the set

$$
\begin{equation*}
\left\{f_{k, \alpha}^{*}| | \alpha \mid=l, 0<\alpha(1) \leqslant \cdots \leqslant \alpha(k), \alpha(j+n)>\alpha(j)\right\} \tag{4.6}
\end{equation*}
$$

is an independent set. But since each $z_{t}^{\left(p^{i}\right)}$ is indecomposable, it is now clear from (4.1) that the coefficient of

$$
\begin{equation*}
z_{\alpha(1) / p^{i_{1}}}^{\left(p_{\alpha(2)}^{i_{1}}\right)} z_{\left.\alpha^{i_{2}}\right)}^{p^{i_{2}}} \cdots z_{\alpha(k) / p^{i_{k}}}^{\left(p^{i_{k}}\right.} \otimes 1 \tag{4.7}
\end{equation*}
$$

(where $p^{i j} \| \alpha(j)$ ) in $f_{k, \alpha}^{*}$ is 1 , and the coefficent of this element in $f_{k, \beta}^{*}$ is zero for any $\beta \in \mathbf{N}^{K}$ with $\beta \neq \alpha$, and with $0 \leqslant \beta(1) \leqslant \cdots \leqslant \beta(k)$ and $\beta(j+n)>\beta(j)$. Note that the hypothesis that $\alpha(j+n)>\alpha(j)$ for all $j$ implies that no subscript in (4.7) is repeated more than $n$ times. Therefore the monomial occurring in (4.7) is nonzero. Hence from (4.5) we now have

$$
\begin{equation*}
\operatorname{dim}_{\mathbf{c}}\left(V_{[k],-l} / V_{[k-1],-l}\right) \geqslant c_{k, l} \tag{4.8}
\end{equation*}
$$

The next theorem now follows from (4.8) and from Theorem 3.5.

Theorem 4.1. For $k, l \geqslant 0$, and for $(n+1)$ prime, we have

$$
\operatorname{dim}\left(V_{[k],-4} / V_{[k-1],-1}\right)=c_{k, l} .
$$

Now observe that

$$
\begin{aligned}
\chi(V) & =\sum_{k \geqslant 0} \chi\left(V_{[k]} / V_{[k-1]}\right) \\
& =\sum_{k \geqslant 0} \sum_{l \geqslant 0} \operatorname{dim}\left(V_{[k],--} / V_{[k-1],-1}\right) q^{\prime}
\end{aligned}
$$

Therefore, when the rank is prime (i.e. when ( $n+1$ ) is prime) the generalized Euler identities (2.28) follow from (2.27) and Theorem 4.1.

Remark. The above argument to prove Theorem 4.1 does not hold if $(n+1)$ is not prime. However, because the generalized Euler identities are true for all $n$, Theorem 4.1 does hold for all $n$.
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