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#### Abstract

Let $\mathbb{K}$ be a field of characteristic $0, G$ the direct sum of two copies of the additive group of integers. For a total order $\prec$ on $G$, which is compatible with the addition, and for any $\dot{c}_{1}, \dot{c}_{2} \in \mathbb{K}$, we define $G$-graded highest weight modules $M\left(\dot{c}_{1}, \dot{c}_{2}, \prec\right)$ over the Virasoro-like algebra $\bar{L}$, indexed by $G$. It is natural to call them Verma modules. In the present paper, the irreducibility of $M\left(\dot{c}_{1}, \dot{c}_{2}, \prec\right)$ is completely determined and the structure of reducible module $M\left(\dot{c}_{1}, \dot{c}_{2}, \prec\right)$ is also described.
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## 1. Introduction

In [8], two classes of Lie algebras were defined, one is the Virasoro-like algebra, and the other one is the class of Lie algebras from quantum tori (also called $q$-deformations of the Virasoro-like algebra) which were studied in several references, for example, [ $1,3,4,14]$. Generalizations of the Virasoro-like algebra were introduced and studied in [2], where their central extensions and derivations were determined. In the present paper, we are going to study representations of the Virasoro-like algebra.

Let us first recall the definition of the Virasoro-like algebra, and then describe the results in this paper. We shall assume in this paper that vector spaces are over a field $\mathbb{K}$ of characteristic 0 .

Let $G=\mathbb{Z} \oplus \mathbb{Z}$ be the direct sum of two copies of the additive group of integers. Any element $x$ in $G$ will be written as an integral vector $x=\left(x^{(1)}, x^{(2)}\right)$. The Virasorolike algebra $L=L(G)$ (over $\mathbb{K}$ ) is by definition the Lie algebra with the $\mathbb{K}$-basis

[^0]$\left\{L_{x} \mid x \in G-\{0\}\right\}$ and the Lie bracket defined as follows:
\[

$$
\begin{equation*}
\left[L_{x}, L_{y}\right]=\operatorname{det}\binom{y}{x} L_{x+y}, \quad \forall x, y \in G-\{0\} \tag{1.1}
\end{equation*}
$$

\]

where

$$
x=\left(x^{(1)}, x^{(2)}\right), \quad y=\left(y^{(1)}, y^{(2)}\right), \quad\binom{y}{x}=\left(\begin{array}{ll}
y^{(1)} & y^{(2)} \\
x^{(1)} & x^{(2)}
\end{array}\right) .
$$

It is well known that $L$ is a simple Lie algebra.
From [2, Theorem 5.1], we know that the universal central extension of $L$ is $\bar{L}=\bar{L}(G)=L \oplus \mathbb{K} c_{1} \oplus \mathbb{K} c_{2}$, with the following Lie bracket:

$$
\left[c_{i}, L\right]=0, \quad i=1,2
$$

$$
\begin{equation*}
\left[L_{x}, L_{y}\right]=\operatorname{det}\binom{y}{x} L_{x+y}+\delta_{x,-y}\left(x^{(1)} c_{1}+x^{(2)} c_{2}\right), \quad \forall x, y \in G-\{0\} \tag{1.2}
\end{equation*}
$$

Actually, for any positive integer $n$, Virasoro-like algebras indexed by $\mathbb{Z}^{n+1}$, called Block algebras, were defined in [2].

It is clear that $\bar{L}$ has a natural $G$-gradation

$$
\begin{equation*}
\bar{L}=\oplus_{x \in G} \bar{L}_{x}, \quad \bar{L}_{0}=\mathbb{K} c_{1}+\mathbb{K} c_{2}, \quad \bar{L}_{x}=\mathbb{K} L_{x} \quad \text { for } x \in G \backslash\{0\} . \tag{1.3}
\end{equation*}
$$

But this is not a triangular decomposition in the classical sense of [10]. Nevertheless, once we fix a total order ' $\prec$ ' on $G$ compatible with the group structure (as did in $[5,9]$ ), then we have a triangular decomposition (see Lemma 2.1). Consequently we are able to define $G$-graded highest weight modules $M\left(\dot{c}_{1}, \dot{c}_{2}, \prec\right)$ for any $\dot{c}_{1}, \dot{c}_{2} \in \mathbb{K}$ which are called Verma modules over $\bar{L}$ in Section 2. On the other hand, since we have a lot of compatible total orders on $G$ we have different Verma modules for same $\dot{c}_{1}, \dot{c}_{2} \in \mathbb{K}$. So in Section 2 , we deduce some nice properties about dense total orders on $G$ (see Lemma 2.1), which will be used in later proofs.

In Section 3, using similar methods used in [5] for generalized Virasoro algebra case (certainly some different techniques have to be created) we prove that if the total order ' $\prec$ ' of $G$ is dense (see the definition in Section 2) and $\left(\dot{c}_{1}, \dot{c}_{2}\right) \neq(0,0)$, then Verma module $M\left(\dot{c}_{1}, \dot{c}_{2}, \prec\right)$ over the Virasoro-like algebra $\bar{L}$ is irreducible; if ' $\prec$ ' is dense and $\left(\dot{c}_{1}, \dot{c}_{2}\right)=(0,0)$, then $M\left(\dot{c}_{1}, \dot{c}_{2}, \prec\right)$ has a unique proper submodule with codimension 1 ; if ' $\prec$ ' is discrete (suppose $a=\left(a^{(1)}, a^{(2)}\right.$ ) is the minimal positive element) and $a^{(1)} \dot{c}_{1}+a^{(2)} \dot{c}_{2} \neq 0$, then $M\left(\dot{c}_{1}, \dot{c}_{2}, \prec\right)$ is irreducible; and it is reducible for other cases (see Theorem 3.1). We also show that for a non-trivial highest weight the unique simple quotient of $M\left(\dot{c}_{1}, \dot{c}_{2}, \prec\right)$ has an infinite-dimensional weight space.

We hope our results in this paper can have some applications in physics since the Lie algebra studied in the present paper has similar properties as the Virasoro algebra and Heisenberg algebras.

Some non-highest weight modules over $L$ with 1-dimensional homogeneous subspaces were constructed in [12], while another kind of highest weight modules were introduced and studied in [13] where the $\mathbb{Z}$-gradation is with respect to the first index and the homogeneous subspaces are infinite dimensional.

## 2. Verma modules and dense orders

In this section we shall define Verma modules over $\bar{L}$ associated with a total order $\prec$ on $G$, and deduce some properties for dense orders on $G$.

We fix a total order $\prec$ on $G$ which is compatible with the addition, that is, $x \prec y$ implies $x+z \prec y+z$ for any $z \in G$. By $x \succ y$ we mean that $y \prec x$. The symbols $x \succeq y, x \preceq y$ have the obvious meanings. Let

$$
G_{+}:=\{x \in G \mid x \succ 0\}, \quad G_{-}:=\{x \in G \mid x<0\} .
$$

Then $G=G_{+} \cup\{0\} \cup G_{-}$. It is clear that, for any $x \in G_{+}$,
the set $\left\{y \in G_{+} \mid m y=x\right.$, for some $\left.m \in \mathbb{N}\right\}$ is finite.
We denote the minimal element with respect to the order in this set by $\mu(x)$. Set

$$
\bar{L}_{+}=\sum_{x \in G_{+}} L_{x}, \quad \bar{L}_{-}=\sum_{x \in G_{-}} L_{x}, \quad \bar{L}_{0}=\mathbb{K} c_{1} \oplus \mathbb{K} c_{2} .
$$

Then we have the triangular decomposition of $L$

$$
\begin{equation*}
\bar{L}=\bar{L}_{-} \oplus \bar{L}_{0} \oplus \bar{L}_{+} . \tag{2.2}
\end{equation*}
$$

The universal enveloping algebra $U=U(\bar{L})$ of $\bar{L}$ can be factored as

$$
U(\bar{L})=U\left(\bar{L}_{-}\right) \otimes U\left(\bar{L}_{0}\right) \otimes U\left(\bar{L}_{+}\right)
$$

As for Kac-Moody algebras [6] or the Virasoro algebra [7], we can use the standard method to define Verma modules over $\bar{L}$ with respect to the above decomposition. For any $\dot{c}_{1}, \dot{c}_{2} \in \mathbb{K}$, let $I\left(\dot{c}_{1}, \dot{c}_{2}, \prec\right)$ be the left ideal of $U$ generated by the elements

$$
\left\{L_{x} \mid x>0\right\} \cup\left\{c_{1}-\dot{c}_{1}, c_{2}-\dot{c}_{2}\right\}
$$

Then the Verma module over $\bar{L}$, associated with $\prec$, with parameters ( $\dot{c}_{1}, \dot{c}_{2}$ ), is defined as $M\left(\dot{c}_{1}, \dot{c}_{2}, \prec\right):=U / I\left(\dot{c}_{1}, \dot{c}_{2}, \prec\right) . L_{-x_{1}} L_{-x_{2}} \cdots L_{-x_{k}} v, k \in \mathbb{N} \cup\{0\}, x_{j} \in G$, and $x_{k} \succeq \cdots \succeq x_{2} \succeq x_{1} \succ 0$. Note that $M\left(\dot{c}_{1}, \dot{c}_{2}, \prec\right)$ is the highest weight module over $\bar{L}$ in the sense that $M\left(\dot{c}_{1}, \dot{c}_{2}, \prec\right)=\bigoplus_{x \leq 0} M_{x}$ where $M_{0}=\mathbb{K} v$, and $M_{x}$ for $x \prec 0$ is
spanned by $L_{-x_{1}} L_{-x_{2}} \cdots L_{-x_{k}} v$, with $k \in \mathbb{N}, x_{j} \in G$, and $x_{k} \succeq \cdots \succeq x_{2} \succeq x_{1} \succ 0$ and $x_{1}+x_{2}+\cdots+x_{r}=-x$. It is clear that $M\left(\dot{c}_{1}, \dot{c}_{2}, \prec\right)=\bigoplus_{x \leq 0} M_{x}$ is a $G$-graded $\bar{L}$-module with respect to the gradation (1.3) and that there exists $x \in G_{+}$such that $\operatorname{dim} M_{-x}=\infty$.

We call a nonzero vector $u \in M_{x}$ a weight vector with weight $x$. We will use the following notation and properties of the order $>$ on $G$. The notation follows [5].

Let $B(x)$ denote the set $\{y \in G \mid 0 \prec y \prec x\}$ for any $x \in G_{+}$. The order $\succ$ is called dense if

$$
\begin{equation*}
\# B(x)=\infty, \quad \text { for any } x \in G_{+} \tag{2.3}
\end{equation*}
$$

it is called discrete if

$$
\begin{equation*}
\text { there exists some } a \in G_{+} \text {, such that } B(a)=\emptyset \tag{2.4}
\end{equation*}
$$

If the total order $>$ is discrete, we denote the smallest positive element by $a=$ $\left(a^{(1)}, a^{(2)}\right)$. Now we establish some properties of dense orders $\succ$ on $G$.

Lemma 2.1. Suppose the order $>$ on $G$ is dense.
(a) For any $x, y \in G_{+}$, we can choose an element $x_{1}$ of $B(x)$ such that $\operatorname{det}\binom{y}{\alpha} \neq 0$ for all $\alpha \in B\left(x_{1}\right)$.
(b) The order $\succ$ on $G$ is standard in the sense that for any $x, y \in G_{+}$, there exists a positive integer $n$ such that $n x>y$.
(c) There exists a series $\alpha_{n}=\left(X_{n}, Y_{n}\right) \in G_{+}$for $n \in \mathbb{N}$ such that $\alpha_{n} \succ \alpha_{n+1}$, and that, for any $\varepsilon \in G_{+}$, there exists $N \in \mathbb{N}$ satisfying $\alpha_{n} \prec \varepsilon$ for all $n>N$.
(d) Suppose $a_{i}, b_{i} \in \mathbb{Z}^{*}=\mathbb{Z} \backslash\{0\}, 1 \leq i \leq r$. Then there exists $\varepsilon \in G_{+}$such that for any $(X, Y) \in B(\varepsilon), a_{i} X+b_{i} Y \neq 0,1 \leq i \leq r$.

Remark. Orders satisfying the condition in (b) are also called Archimedean (see [11]).

Proof. (a) Without loss of generality, we may assume that $x=\mu(x)$ and $y=\mu(y)$. Let $x_{1}=\min \{\mu(x), \mu(y)\}$, then $x_{1}{ }^{(1)}, x_{1}^{(2)}$ (and also $y_{1}{ }^{(1)}, y_{1}{ }^{(2)}$ ) are relatively prime and $B\left(x_{1}\right) \subseteq B(x)$. If $\alpha \in B\left(x_{1}\right)$ and $\operatorname{det}\binom{y}{\alpha}=0$, since $y=\mu(y)$ we then deduce that there exists a positive integer $k$ such that $\alpha=k y$, which contradict the fact that $\alpha<y$. Thus det $\binom{y}{\alpha} \neq 0$ for any $\alpha \in B\left(x_{1}\right)$.
(b) Suppose there exist $x, y_{1} \in G_{+}$such that $n x \prec y_{1}$ for any $n \in \mathbb{N}$. Set

$$
T(x)=\left\{\sum_{i=1}^{m} a_{i} x_{i} \mid a_{i} \in \mathbb{Z}, 0 \prec x_{i} \leq x, 1 \leq i \leq m, m \in \mathbb{N}\right\}
$$

It is easy to see that $T(x)$ is a proper subgroup of $G, T(x) \cap \mathbb{Z} y_{1}=0$, and hence $T(x) \cong \mathbb{Z}$. From the definition of $T(x)$ we know that for any $y \in G_{+}, y \notin T(x)$, we have $x \prec y$. Thus the minimal positive element of $T(x)$ is also the minimal positive element in $G$. This contradicts the assumption of the lemma. So (b) follows.
(c) For any $x \in G_{+}$, choose $y^{\prime} \in B(x)$. If $2 y^{\prime} \preceq x$, we set $y=y^{\prime}$, otherwise we set $y=x-y^{\prime}$. It is clear that $2 y \prec x$. Thus we have proved that for any $x \in G_{+}$, there always exists $y \in G_{+}$such that $2 y \preceq x$. Thus we can choose a series $\alpha_{n}=\left(X_{n}, Y_{n}\right) \in G_{+}$for $n \in \mathbb{N}$ such that $\alpha_{n} \succeq 2 \alpha_{n+1}$ for all $n \in \mathbb{N}$. We claim that this series is what we are looking for. Indeed, for any $\varepsilon \in G_{+}$, from (b) we know that there exists $N \in \mathbb{N}$ such that $2^{N} \varepsilon \succ \alpha_{0}$, which implies $\varepsilon \succ \alpha_{N}$. Therefore (c) is proved.
(d) We may assume that $\left(b_{i}, a_{i}\right) \in G_{+}$for $i=1,2, \ldots, r$. Using (a) we can easily derive (d).

## 3. Irreducibility of Verma modules

In this section, we shall determine the necessary and sufficient conditions for the Verma module $M\left(\dot{c}_{1}, \dot{c}_{2}, \prec\right)$ to be an irreducible $\bar{L}$-module. Note that we do not require the modules to be $G$-graded irreducible. Actually, if $M\left(\dot{c}_{1}, \dot{c}_{2}, \prec\right)$ is irreducible, then it is certainly $G$-graded simple, but the converse is generally not true.

The method we are going to use is similar to the one used in [5] for generalized Virasoro algebra case. Since the Virasoro-like algebra and generalized Virasoro algebras have very different structure, we have to create some new techniques.

The main result of the paper is the following theorem.
THEOREM 3.1. Let $\dot{c}_{1}, \dot{c}_{2} \in \mathbb{K}$.
(1) Suppose that the order ' $\succ$ ' on $G$ is dense. Then $M\left(\dot{c}_{1}, \dot{c}_{2}, \prec\right)$ is an irreducible $\bar{L}$-module if and only if $\left(\dot{c}_{1}, \dot{c}_{2}\right) \neq(0,0)$. Moreover, $M^{\prime}(0,0, \prec):=\sum_{x<0} M_{x}$, is an irreducible submodule of $M(0,0, \prec)$ of codimension 1 .
(2) Suppose that the order ' $\succ$ ' on $G$ is discrete. Then $M\left(\dot{c}_{1}, \dot{c}_{2},<\right)$ is an irreducible $\bar{L}$-module if and only if $a^{(1)} \dot{c}_{1}+a^{(2)} \dot{c}_{2} \neq 0$, where $a=\left(a^{(1)}, a^{(2)}\right)$ is the minimal positive element in $G$.

Proof. (1) Denote the highest weight vector in $M\left(\dot{c}_{1}, \dot{c}_{2}, \prec\right)$ by $v$. Let $u_{0} \neq 0$ be any given weight vector in $M\left(\dot{c}_{1}, \dot{c}_{2}, \prec\right)$, that is, $u_{0} \in M_{x_{0}}$ for some $x_{0} \in G$. For each $m \in \mathbb{N}$, set

$$
\begin{equation*}
V_{m}:=\sum_{\substack{0 \leq s \leq m, y_{1}, \ldots, y_{i} \in G_{+} \\ y_{1} \leq \cdots \leq y_{j}}} \mathbb{K} L_{-y_{1}} \cdots L_{-y_{1}} v . \tag{3.1}
\end{equation*}
$$

It is clear that $L_{x} V_{m} \subseteq V_{m}$ for any $x \in G_{+}$.

CLAIM 1. We have $L_{-x} v \in U(\bar{L}) u_{0}$ for any $x \in G_{+}$.
We use the sequence $\alpha_{n}=\left(X_{n}, Y_{n}\right) \in G_{+}$from Lemma 2.1 (c) such that for any $\varepsilon \in G_{+}$, there exists $N \in \mathbb{N}$ satisfying $\alpha_{n} \prec \varepsilon$ for all $n>N$. It is not difficult to see that $\lim _{n \rightarrow \infty} X_{n}=\lim _{n \rightarrow \infty} Y_{n}=\infty$. Here and later on, all limits are the ordinary ones and have nothing to do with the order on $G$. We may assume (choosing, if necessary, a subsequence) that $\lim _{n \rightarrow \infty} X_{n} / Y_{n}=\beta$ exists (maybe $\infty$ ). We divide the proof of Claim 1 into three steps as follows.

STEP 1. There exists some weight vector $u \in U(\bar{L}) u_{0}$ (of weight $\lambda$ ) such that, for some $r \in \mathbb{N}, u \equiv L_{-\varepsilon_{r}} \cdots L_{-\varepsilon_{1}} v\left(\bmod V_{r-1}\right)$, where $\varepsilon_{j} \in G_{+}, \varepsilon_{r} \preceq \cdots \preceq \varepsilon_{1}$, and $\varepsilon_{j}{ }^{(1)} / \varepsilon_{j}{ }^{(2)} \neq \beta$, for all $j$.

It is clear that $u_{0} \in V_{r} \backslash V_{r-1}$ for some $r \in \mathbb{N}$. If $r \leq 1$, our claim clearly holds. So we assume that $r>1$. Hence we have

$$
u_{0} \equiv \sum_{\substack{y_{1}, y_{i} \in G_{+} \\ y_{1} \leq \cdots \leq y_{r}}} a_{\underline{y}} L_{-y_{1}} \cdots L_{-y_{r}} v \quad\left(\bmod V_{r-1}\right)
$$

where $\underline{y}=\left(y_{1}, \ldots, y_{r}\right)$. Let $I:=\left\{\left(y_{1}, \ldots, y_{r}\right) \mid a_{\underline{y}} \neq 0\right\}$. By our assumption, $I \neq \emptyset$ and $I$ is finite. For any $\underline{y}:=\left(y_{1}, \ldots, y_{r}\right)$, and $\underline{y^{\prime}}:=\left(y_{1}^{\prime}, \ldots, y_{r}^{\prime}\right) \in I$, we define
(3.2) $\underline{y} \succ \underline{y}^{\prime}$ if and only if there exists some $1 \leq s \leq r$ such that $y_{s} \succ y_{s}^{\prime}$, and $y_{t}=y_{t}^{\prime}$ for any $t>s$.
Let $\underline{x}:=\left(x_{1}, \ldots, x_{r}\right), x_{1} \preceq \cdots \preceq x_{r}$, be the unique maximal element in $I$, and

$$
\alpha_{1}=\min \left(\left\{y_{i}, y_{i}-y_{j} \mid \underline{y} \in I, i \neq j ; i, j=1,2, \ldots, r\right\} \cap G_{+}\right)
$$

Then for any $\varepsilon_{1} \in B\left(\alpha_{1}\right), x_{r}-\varepsilon_{1} \succ y_{i}$ if $y_{i} \neq x_{r}$ for any $\underline{y}=\left(y_{1}, y_{2}, \ldots, y_{r}\right) \in I$. Then $\varepsilon_{1} \prec y_{i}$ for any $\underline{y} \in I$. By Lemma 2.1 (a) we may also assume that $\varepsilon_{1}{ }^{(1)} / \varepsilon_{1}{ }^{(2)} \neq \beta$ and $\operatorname{det}\binom{x_{r}}{\varepsilon_{1}} \neq 0$. By the formula

$$
L_{x_{r}-\varepsilon_{1}} L_{-x_{r}}^{s} v \equiv s \operatorname{det}\binom{-x_{r}}{-\varepsilon_{1}} L_{-\varepsilon_{1}} L_{-x_{r}}^{s-1} v \quad\left(\bmod V_{s-1}\right)
$$

and commutator relations for $L$, and noting that $x_{r}-\varepsilon_{1}-y_{1}>0$ for any $\underline{y} \in I$, it is easy to see that

$$
u_{1}:=L_{x_{r}-\varepsilon_{1}} u_{0} \equiv \sum_{\substack{y_{1} \ldots, y_{r-1} \in G_{+} \\ y_{1} \leq \cdots \leq v_{r-1}}} a_{\underline{v}}^{(1)} L_{-\varepsilon_{1}} L_{-y_{1}} \cdots L_{-y_{r-1}} v \quad\left(\bmod V_{r-1}\right),
$$

and $u_{1} \notin V_{r-1}$. Define $I^{(1)}:=\left\{\left(\varepsilon_{1}, y_{1}, y_{2}, \ldots, y_{r-1}\right) \mid a_{\underline{y}}^{(1)} \neq 0\right\} \neq \emptyset$. Moreover, $\underline{x}^{[1]}:=\left(\varepsilon_{1}, x_{1}, \ldots, x_{r-1}\right)$ is the unique maximal element in $I^{(1)}$.

In this manner we can easily prove by induction on $s$ the following statement for $s=2, \ldots, r$.
(1) Let

$$
\alpha_{s}=\min \left(\left\{z_{i}, z_{i}-z_{j} \mid \underline{z}=\left(z_{1}, \ldots, z_{r}\right) \in I^{(s-1)}, i \neq j ; i, j=1, \ldots, r\right\} \cap G_{+}\right) .
$$

Then we can choose $\varepsilon_{s} \in B\left(\alpha_{s}\right)$ such that $x_{r-s+1}-\varepsilon_{s} \succ z_{i}$ if $z_{i} \neq x_{r-s+1}$ for any $\underline{z}=\left(z_{1}, z_{2}, \ldots, z_{r}\right) \in I^{(s-1)}$. We may also assume that $\varepsilon_{s}{ }^{(1)} / \varepsilon_{s}{ }^{(2)} \neq \beta$ and $\operatorname{det}\binom{x_{r-s+1}}{\varepsilon_{s}} \neq 0$.
(2) Let $u_{s}:=L_{x_{r-s+1}-\varepsilon_{s}} u_{s-1}$. Then

$$
u_{s} \equiv \sum_{\substack{y_{1} \ldots, y_{--\leq} \in G_{+} \\ y_{1} \leq \cdots \leq j_{r-s}}} a_{\underline{y}}^{(s)} L_{-\varepsilon_{s}} \cdots L_{-\varepsilon_{1}} L_{-y_{1}} \cdots L_{-y_{r-1}} v \quad\left(\bmod V_{r-1}\right)
$$

and $u_{s} \notin V_{r-1}$.
(3) Let $I^{(s)}:=\left\{\left(\varepsilon_{s}, \ldots, \varepsilon_{1}, y_{1}, \ldots, y_{r-s}\right) \mid a_{y}^{(s)} \neq 0\right\}$. Then $I^{(s)} \neq \emptyset$. Moreover, $\underline{x}^{[s]}:=\left(\varepsilon_{s}, \ldots, \varepsilon_{1}, x_{1}, \ldots, x_{r-s}\right)$ is the unique maximal element in $I^{(s)}$.
Now our Step 1 follows immediately by letting $s=r$ with $u=u_{r}$.
STEP 2. There exists some $x \in G_{+}$such that $L_{-x} v \in U(\bar{L}) u_{0}$.
By the result of Step 1 , there is a weight vector $u \in U(\tilde{L}) u_{0}$ (of weight $\lambda$ ) of the form

$$
u=L_{-\varepsilon_{r}} \cdots L_{-\varepsilon_{1}} v+\sum_{\substack{0 \leq k<r \\ y_{1} \leq \cdots \leq y_{k}}} b_{\underline{y}} L_{-y_{1}} \cdots L_{-y_{k}} v,
$$

where $y_{s}, \varepsilon_{s} \in G_{+}$, for all $s$, and $\varepsilon_{r} \prec \cdots \prec \varepsilon_{1}$. We can assume without loss of generality that $\lambda \neq 0$ (in fact, $-\lambda=\varepsilon_{1}+\varepsilon_{2}+\cdots+\varepsilon_{r}$ ).

Let $I_{0}:=\left\{\left(y_{1}, \ldots, y_{k}\right) \mid b_{\underline{y}} \neq 0\right\}, \underline{y}(0):=\min \left\{\varepsilon_{r}, y_{1} \mid \underline{y}:=\left(y_{1}, \ldots, y_{k}\right) \in I_{0}\right\}$. Let $\varepsilon \in B(\underline{y}(0))$. Recall that $\bar{u}$ is a weight vector of weight $\bar{\lambda} \prec 0$. Then, using the commutation relations for $L$, we have
where

$$
\begin{aligned}
L_{-\lambda-\varepsilon} u & =f(-\lambda-\varepsilon) L_{-\varepsilon} v+\sum_{\substack{1 \leq k<r \\
y_{1} \geq \cdots \leq y_{k}}} b_{\underline{\underline{v}}} g_{\underline{y}}(-\lambda-\varepsilon) L_{-\varepsilon} v \\
& =\left\{f(-\lambda-\varepsilon)+\sum_{\substack{1 \leq k<r \\
y_{1} \leq \cdots \leq y_{k}}} b_{\underline{y}} g_{\underline{y}}(-\lambda-\varepsilon)\right\} L_{-\varepsilon} v,
\end{aligned}
$$

$$
\begin{aligned}
& f(-\lambda-\varepsilon) \\
& \quad=\operatorname{det}\binom{-\varepsilon_{r}}{-\lambda-\varepsilon} \operatorname{det}\binom{-\varepsilon_{r-1}}{-\lambda-\varepsilon_{r}-\varepsilon} \cdots \operatorname{det}\binom{-\varepsilon_{1}}{-\lambda-\varepsilon_{r}-\cdots-\varepsilon_{2}-\varepsilon}, \\
& g_{\underline{y}}(-\lambda-\varepsilon) \\
& \quad=\operatorname{det}\binom{-y_{1}}{-\lambda-\varepsilon} \operatorname{det}\binom{-y_{2}}{-\lambda-y_{1}-\varepsilon} \cdots \operatorname{det}\binom{-y_{k}}{-\lambda-y_{1}-\cdots-y_{k-1}-\varepsilon} .
\end{aligned}
$$

Let $\varepsilon=(X, Y), \varepsilon_{i}=\left(a_{i}, b_{i}\right), 1 \leq i \leq r$, then

$$
\Delta(X, Y):=f(-\lambda-\varepsilon)+\sum_{\substack{1 \leq k<r \\ y_{1} \leq \cdots \leq y_{k}}} b_{\underline{y}} g_{\underline{y}}(-\lambda-\varepsilon)=f_{r}(X, Y)+\cdots+f_{0}(X, Y),
$$

where $f_{i}(X, Y)$ is a homogeneous polynomial of degree $i(0 \leq i \leq r)$ in terms of $X, Y$, and $f_{r}(X, Y)=\prod_{i=1}^{r}\left(a_{i} Y-b_{i} X\right)$, where $a_{i} \neq 0, b_{i} \neq 0$ are integers.

Set $Z_{n}=X_{n} / Y_{n}$ for $n \in \mathbb{N}$ (already chosen at the beginning of the proof). We see that $\left\{Z_{n} \mid n \in \mathbb{Z}\right\}$ is an infinite series consisting of rational numbers, and we have the following two cases.

Case I: $\lim _{n \rightarrow \infty} Z_{n}=\infty$.
It is clear that $\lim _{n \rightarrow \infty} Z_{n}^{-1}=0$, and

$$
\lim _{n \rightarrow \infty} \frac{f_{r}\left(X_{n}, Y_{n}\right)}{X_{n}^{r}}=(-1)^{r} \prod_{i=1}^{r} b_{i} \neq 0
$$

Since $\lim _{n \rightarrow \infty} f_{i}\left(X_{n}, Y_{n}\right) / X_{n}^{r}=0$ for $0 \leq i \leq r-1$ there exists $m$ such that $\Delta\left(X_{m}, Y_{m}\right) \neq 0$. Let $\varepsilon=\left(X_{m}, Y_{m}\right)$, then $0 \neq L_{-\varepsilon} v \in U(\bar{L}) u_{0}$ as required.

Case II: $\lim _{n \rightarrow x} Z_{n}=\beta \neq \infty$.
From Step 1 we know that the real number $\beta \neq a_{i} / b_{i}$ for $1 \leq i \leq r$. Thus

$$
\lim _{n \rightarrow \infty} \frac{f_{r}\left(X_{n}, Y_{n}\right)}{Y_{n}^{r}}=\prod_{i=1}^{r}\left(a_{i}-b_{i} \beta\right) \neq 0
$$

Since $\lim _{n \rightarrow \infty} f_{i}\left(X_{n}, Y_{n}\right) / Y_{n}^{r}=0$ for $0 \leq i \leq r-1$, there exists $m$ such that $\Delta\left(X_{m}, Y_{m}\right) \neq 0$. Let $\varepsilon=\left(X_{m}, Y_{m}\right)$, then $0 \neq L_{-\varepsilon} v \in U(\bar{L}) u_{0}$.

Thus Step 2 has been proved.
STEP 3. $L_{-x} v \in W=U(\bar{L}) u_{0}$ for all $x \in G_{+}$.
From Step 2, we know that there exists $\varepsilon \in G_{+}$, such that $L_{-\varepsilon} v \in W$. For $\varepsilon^{\prime} \in G_{+}$ with $\varepsilon^{\prime}<\varepsilon$ and $\operatorname{det}\binom{s^{\prime}}{\varepsilon} \neq 0$, we have

$$
L_{-\varepsilon^{\prime}} v=\left(\operatorname{det}\binom{\varepsilon^{\prime}}{\varepsilon}\right)^{-1} L_{\varepsilon-\varepsilon^{\prime}} L_{-\varepsilon} v \in U(\bar{L}) u_{0}
$$

Since

$$
\operatorname{det}\binom{\varepsilon^{\prime}}{\varepsilon} L_{-\left(\varepsilon^{\prime}+\varepsilon\right)} v=L_{-\varepsilon} L_{-\varepsilon^{\prime}} v-L_{-\varepsilon^{\prime}} L_{-\varepsilon} v \in U(\bar{L}) u_{0}
$$

it follows that $L_{-\left(\xi^{\prime}+\varepsilon\right)} v \in U(\bar{L}) u_{0}$. In general, using the formula

$$
\operatorname{det}\binom{\varepsilon^{\prime}}{\varepsilon} L_{-\left(\xi^{\prime}+(n+1) \varepsilon\right)} v=L_{-\varepsilon} L_{-\left(\varepsilon^{\prime}+n \varepsilon\right)} v-L_{-\left(\varepsilon^{\prime}+n f\right)} L_{-\varepsilon} v
$$

we can easily see that $L_{-\left(\varepsilon^{\prime}+n \varepsilon\right)} v \in U(\bar{L}) u_{0}$ for any $n \in \mathbb{Z}_{+}$. Since the order is standard, we deduce that for all $x \in G_{+}$, we have $n$ such that $\varepsilon^{\prime}+(n+1) \varepsilon \succ \varepsilon^{\prime}+n \varepsilon \succ x$, and at least one of the determinants $\operatorname{det}\binom{\varepsilon^{\prime}+n \varepsilon}{x}$ and $\operatorname{det}\binom{\varepsilon^{\prime}+(n+1) \varepsilon}{x}$ is not 0 , say the first one is not zero. Hence

$$
L_{-x} v=c\left(L_{-x+\varepsilon^{\prime}+n \varepsilon} L_{-\left(\varepsilon^{\prime}+n \varepsilon\right)} v\right) \in W=U(\bar{L}) u_{0}
$$

where $c$ is a nonzero constant. Step 3 is true. Thus Claim 1 follows.
Now choose $\varepsilon, \varepsilon^{\prime} \in G_{+}$, such that $\operatorname{det}\binom{\varepsilon^{\prime}}{\varepsilon} \neq 0$, we have

$$
\begin{aligned}
L_{\varepsilon} L_{-\varepsilon} v & =\left(\varepsilon^{(1)} \dot{c}_{1}+\varepsilon^{(2)} \dot{c}_{2}\right) v \in U(\bar{L}) u_{0}, & & \varepsilon=\left(\varepsilon^{(1)}, \varepsilon^{(2)}\right), \\
L_{\varepsilon^{\prime}} L_{-\varepsilon^{\prime}} v & =\left(\varepsilon^{\prime(1)} \dot{c}_{1}+\varepsilon^{\prime(2)} \dot{c}_{2}\right) v \in U(\bar{L}) u_{0}, & & \varepsilon^{\prime}=\left(\varepsilon^{\prime(1)}, \varepsilon^{\prime(2)}\right)
\end{aligned}
$$

from which we see that the module $M\left(\dot{c}_{1}, \dot{c}_{2}, \prec\right)$ is generated by any nonzero weight vector if and only if $\left(\dot{c}_{1}, \dot{c}_{2}\right) \neq(0,0)$. On the other hand, if $\left(\dot{c}_{1}, \dot{c}_{2}\right)=(0,0)$, from Step 3, we see that

$$
M^{\prime}(0,0, \prec):=\sum_{x_{1}, \ldots, x_{k} \in G_{+}, k>0} \mathbb{K} L_{-x_{1}} \cdots L_{-x_{k}} v_{0}
$$

is generated by any nonzero weight vector with nonzero weight.
Suppose $p=v_{1}+\cdots+v_{r} \in M\left(\dot{c}_{1}, \dot{c}_{2}, \prec\right)$ where $v_{i} \in M_{x_{i}} \backslash\{0\}$ with $x_{1} \prec \cdots \prec x_{r}$. Choose $y \in G_{+}$with $x_{1} \prec-y \prec x_{2}$. We know that there exists $w \in U\left(\bar{L}_{+}\right)_{y}$ such that $w v_{1} \neq 0$. Thus $w p=w v_{1} \in U(\bar{L}) p$ which is a weight vector with weight $x_{1}+y$. Thus from Claim 1 and the above argument, part (1) follows.
(2) Suppose the order ' $\succ$ ' on $G$ is discrete. Then $a \mathbb{Z} \subseteq G$ where $a$ is as in (2.4). For any $x \in G$, we write $x \succ a \mathbb{Z}$ if $x \succ n a$ for any $n \in \mathbb{Z}$. Let $H_{+}:=\{x \in G \mid x>a \mathbb{Z}\}$, $H_{-}=-H_{+}$. It is not difficult to see (by (2.3)) that $G=a \mathbb{Z} \cup H_{+} \cup H_{-}$. Let $M_{a}\left(\dot{c}_{1}, \dot{c}_{2}, \prec\right)$ be the submodule of $M\left(\dot{c}_{1}, \dot{c}_{2}, \prec\right)$ generated by the highest weight vector $v$ as a module over the subalgebra $L(a \mathbb{Z})$ which is a Heisenberg algebra over $\mathbb{K}$ with the basis: $\left\{a^{(1)} c_{1}+a^{(2)} c_{2}, L_{a i} \mid i \in \mathbb{Z}\right\}$.

It is clear that $U\left(H_{+}\right) M_{a}\left(\dot{c}_{1}, \dot{c}_{2}, \prec\right)=0$. Since

$$
M\left(\dot{c}_{1}, \dot{c}_{2}, \prec\right) \cong U(\bar{L}) \bigotimes_{U\left(L(a \mathbb{Z})+H_{+}\right)} M_{a}\left(\dot{c}_{1}, \dot{c}_{2}, \prec\right)
$$

it follows that the irreducibility of $\bar{L}$-module $M\left(\dot{c}_{1}, \dot{c}_{2}, \prec\right)$ would imply the irreducibility of $L(a \mathbb{Z})$-module $M_{a}\left(\dot{c}_{1}, \dot{c}_{2}, \prec\right)$ which is a highest weight Heisenberg module with $c=a^{(1)} \dot{c}_{1}+a^{(2)} \dot{c}_{2}$. It is well known that $L(a \mathbb{Z})$-module $M_{a}\left(\dot{c}_{1}, \dot{c}_{2}, \prec\right)$ is irreducible if and only if $c \neq 0$. Thus if $M\left(\dot{c}_{1}, \dot{c}_{2}, \prec\right)$ is irreducible, then $c \neq 0$.

Conversely, suppose $a^{(1)} \dot{c}_{1}+a^{(2)} \dot{c}_{2} \neq 0$, that is, $M_{a}\left(\dot{c}_{1}, \dot{c}_{2}, \prec\right)$ is an irreducible highest weight $L(a \mathbb{Z})$-module. Let $u_{0} \notin F v$ be any nonzero weight vector in $M\left(\dot{c}_{1}, \dot{c}_{2}, \prec\right)$. Then $u_{0} \in V_{r} \backslash V_{r-1}$ for some $r \in \mathbb{N}$ where $V_{m}$ is defined as in (3.1).

CLAIM 2. We have $U(\bar{L}) u_{0} \cap M_{a}\left(\dot{c}_{1}, \dot{c}_{2}, \prec\right) \neq\{0\}$.
Write

$$
u_{0} \equiv \sum_{\substack{y_{1}^{\prime}, \ldots, y_{s}^{\prime} \in H_{+}, y_{1}, \ldots, y_{r}, \in a \mathbb{Z}_{+} \\ y_{1}^{\prime} \leq \cdots \leq y_{s}^{\prime}, y_{1} \leq \cdots \leq y_{r-s}}} a_{\bar{y}} L_{-y_{1}^{\prime}} \cdots L_{-y_{s}^{\prime}} L_{-y_{1}} \cdots L_{-y_{r-s}} v \quad\left(\bmod V_{r-1}\right)
$$

where $\bar{y}=\left(y_{1}, \ldots, y_{r-s}, y_{1}^{\prime}, \ldots, y_{s}^{\prime}\right)$. Let $\bar{l}:=\left\{\left(y_{1}, \ldots, y_{r-s}, y_{1}^{\prime}, \ldots, y_{s}^{\prime}\right) \mid a_{\bar{y}} \neq 0\right\}$. By our construction, $\bar{I} \neq \emptyset$ and $\bar{I}$ is finite. For any $\bar{y}, \bar{z} \in \bar{I}$, we still use the definition for $\bar{y} \succ \bar{z}$ as defined in (3.2). Let

$$
\bar{x}:=\left(x_{1}, \ldots, x_{r-m}, x_{1}^{\prime}, \ldots, x_{m}^{\prime}\right), \quad x_{1}^{\prime}, \ldots, x_{m}^{\prime} \in H_{+}, x_{1}, \ldots, x_{r-m} \in a \mathbb{Z}_{+}
$$

be the unique maximal element in $\bar{I}$. Since $y_{i}^{\prime} \notin a \mathbb{Z}$, then $\operatorname{det}\binom{y_{i}^{\prime}}{a} \neq 0$, and we have

$$
\begin{aligned}
u(1) & :=L_{x_{m}^{\prime}-a} u_{0} \\
& \equiv \sum_{\substack{y_{1}^{\prime}, \ldots, y_{-1}^{\prime} \in H_{+}, y_{1}, \ldots, y_{r-1} \in a \mathbb{Z}_{+} \\
y_{1}^{\prime} \leq \cdots \leq y_{t-1}^{\prime}, y_{1} \leq \cdots \leq y_{r-1}}} a_{\substack{(1)} L_{-y_{1}^{\prime}} \cdots L_{-y_{t-1}^{\prime}} L_{-a} L_{-y_{1}} \cdots L_{-y_{r-t}} v \quad\left(\bmod V_{r-1}\right),},
\end{aligned}
$$

and $u(1) \notin V_{r-1}$. Define

$$
\bar{I}^{(1)}:=\left\{\left(a, y_{1}, \ldots, y_{r-t}, y_{1}^{\prime}, \ldots, y_{t-1}^{\prime}\right) \mid a_{\bar{y}}^{(1)} \neq 0\right\} \neq \emptyset .
$$

Let $\bar{x}^{(1)}:=\left(a, x_{1}, \ldots, x_{r-m}, x_{1}^{\prime}, \ldots, x_{m-1}^{\prime}\right)$ be the unique maximal element in $\bar{I}^{(1)}$.
Now for $s=2, \ldots, r$, we define recursively and prove by induction that
(1) Let $u(s):=L_{x_{m-x+1}^{\prime}-a} u(s-1)$. Then

$$
u(s) \equiv \sum_{\substack{y_{1}^{\prime}, \ldots, y_{1-1}^{\prime} \in H_{+}, y_{1} \ldots, y_{r-1} \in a \mathbb{Z}_{+} \\ y_{1}^{\prime} \leq \cdots \leq y_{1},-y_{1} \leq \cdots \leq y_{r-1}}} a_{\tilde{y}}^{(s)} L_{-y_{1}^{\prime}} \cdots L_{-y_{1-s}^{\prime}} L_{-a}^{s} L_{-y_{1}} \cdots L_{-y_{r-t}} v \quad\left(\bmod V_{r-1}\right)
$$

and $u(s) \notin V_{r-1}$.
(2)

Moreover,

$$
\bar{I}^{(s)}:=\{(\underbrace{a, \ldots, a}_{s \text { times }}, y_{1}, \ldots, y_{r-t}, y_{1}^{\prime}, \ldots, y_{t-s}^{\prime}) \mid a_{\bar{y}}^{(s)} \neq 0\} \neq \emptyset .
$$

$$
\bar{x}^{(s)}:=(\underbrace{a, \ldots, a}_{x \text { times }}, x_{1}, \ldots, x_{r-m}, x_{1}^{\prime}, \ldots, x_{m-s}^{\prime})
$$

is the unique maximal element in $\bar{I}^{(s)}$.

Letting $s=m$ and noting that $u(m)$ is a weight vector, we get that $0 \neq u(m) \in$ $U(\bar{L}) u_{0} \cap M_{a}\left(\dot{c}_{1}, \dot{c}_{2}, \prec\right)$ as required. Thus Claim 2 is proved.

From Claim 2 we see that $M\left(\dot{c}_{1}, \dot{c}_{2}, \prec\right)$ is generated by any nonzero weight vector as $\bar{L}$-module.

Suppose $p=u+v_{1}+\cdots+v_{r} \in M\left(\dot{c}_{1}, \dot{c}_{2}, \prec\right)$, where $u \in U(L(\mathbb{Z} a)) v, v_{i} \in M_{x_{i}} \backslash\{0\}$ with $x_{i} \notin \mathbb{Z} a$ and $x_{1} \prec \cdots \prec x_{r}$. Choose $y \in G_{+}$with $x_{1}+y \in \mathbb{Z} a$. From Claim 2 we know that there exists $w \in U\left(\bar{L}_{+}\right)_{y}$ such that $w v_{1} \neq 0$. It is clear that $x_{i}+y \in \mathbb{Z} a$ or $x_{i}+y \succ \mathbb{Z} a$, anyway we always have $x_{1}+y \prec x_{2}+y \prec \cdots \prec x_{r}+y$. If $x_{i}+y \succ \mathbb{Z} a$ we see that $w v_{i}=0$, otherwise $w v_{i} \in U(L(\mathbb{Z} a)$ ). Thus $w p \in U(L(\mathbb{Z} a)) v$ (not necessarily a weight vector) which is a nonzero vector. Since the $L(\mathbb{Z} a)$ )-module $U(L(\mathbb{Z} a)) v$ is irreducible, Part (2) of the theorem follows.

Next we shall study reducible Verma module $M\left(\dot{c}_{1}, \dot{c}_{2}, \prec\right)$ in Theorem 3.1 (2). Without loss of generality we may assume that the order $<$ is defined as follows: $(i, j) \prec\left(i^{\prime}, j^{\prime}\right)$ if and only if $j<j^{\prime}$, or $j=j^{\prime}$ and $i<i^{\prime}$. We know that $a=(1,0)$ is the minimal positive element in $G$ with respect to $\prec$. From Theorem 3.1 (2) we see that $M\left(\dot{c}_{1}, \dot{c}_{2}, \prec\right)$ is reducible if and only if $\dot{c}_{1}=0$. We simply denote $M\left(0, \dot{c}_{2}, \prec\right)$ by $M\left(\dot{c}_{2}\right)$. It is clear that $M\left(\dot{c}_{2}\right)$ has a unique maximal proper $G$-graded submodule $J$. Then we have the irreducible $\bar{L}$-module $M^{\prime}\left(\dot{c}_{2}\right)=M\left(\dot{c}_{2}\right) / J$, which has the induced $G$-gradation $M^{\prime}\left(\dot{c}_{2}\right)=\bigoplus_{x \preceq 0} M_{x}^{\prime}$. It is clear that $M^{\prime}(0)$ is a one-dimensional trivial $\bar{L}$-module. Next we suppose $\dot{c}_{2} \neq 0$, and easily see that

$$
\begin{equation*}
L_{(k, 0)} v=0, \quad M_{(k,-1)}^{\prime}=\mathbb{K} L_{(k,-1)} v, \quad \forall k \in \mathbb{Z} \tag{3.3}
\end{equation*}
$$

The following result tells us that not all weight spaces of $M^{\prime}\left(\dot{c}_{2}\right)$ are finite dimensional.

THEOREM 3.2. Let $\dot{c}_{2} \neq 0$. Then the vectors $L_{(-1,-1)} L_{(1,-1)} v, L_{(-2,-1)} L_{(2,-1)} v, \ldots$, $L_{(-n,-1)} L_{(n,-1)} v \in M_{(0,-2)}^{\prime}$ of $M^{\prime}\left(\dot{c}_{2}\right)$ are linearly independent for all positive integer $n$.

Proof. Suppose there was a linear relation

$$
\begin{equation*}
\sum_{i=1}^{n} a_{i} L_{(-i,-1)} L_{(i,-1)} v=0 \tag{3.4}
\end{equation*}
$$

where $a_{i} \in \mathbb{K}$. For any $k>n$, applying $L_{(k, 1)}$ to (3.4) and using (3.3) we deduce that $\sum_{i=1}^{n} a_{i}(k-i)^{2} L_{(k,-1)} v=0$, for all $k>n$, that is,

$$
\begin{equation*}
\sum_{i=1}^{n} a_{i}(k-i)^{2}=0, \quad \forall k>n \tag{3.5}
\end{equation*}
$$

Since the left-hand side of (3.5) is a polynomial in $k$, it holds for all $k \in \mathbb{Z}$. Applying $L_{(k, 1)}(1 \leq k \leq n)$ to (3.4) and using (3.5) for these $k$ we deduce that

$$
\sum_{i=1}^{n} a_{i}(k-i)^{2} L_{(k,-1)} v+a_{k} \dot{c}_{2} L_{(k,-1)} v=0
$$

which gives $a_{k}=0$. This completes the proof.
From Theorems 3.1 and 3.2 , we know that not all weight spaces of any $G$-graded irreducible $\bar{L}$-modules (except for trivial one) given from $M\left(\dot{c}_{1}, \dot{c}_{2}, \prec\right)$ are finite dimensional.

If the index group $G \simeq \mathbb{Z}^{n}$ with $n>2$, we can define Verma modules $M\left(\dot{c}_{1}, \ldots, \dot{c}_{n}, \prec\right)$ over Virasoro-like algebras $\bar{L}(G)$ with respect to a total order ' $\prec$ '. We do not study the irreducibility of these Verma modules here since in this case the order $\prec$ and the skew symmetric bilinear form $\phi$ will be very complicated and we do not think the corresponding statement as neat as Theorem 3.1. Certainly it is a very interesting problem.
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