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Fundacja Moje Państwo, ‘Algorithm of the System of Random Allocation of Cases Finally
Disclosed!’ (22 September 2021) <https://mojepanstwo.pl/aktualnosci/773>

Gailmard S and Patty JW, ‘Formal Models of Bureaucracy’ (2012) 15 Annual Review of
Political Science 353

Gallie WB, ‘Essentially Contested Concepts’ (1955) 56 Proceedings of the Aristotelian Society
167

Galligan DJ, ‘Discretionary Powers in the Legal Order’, in DJ Galligan (ed), Discretionary
Powers: A Legal Study of Official Discretion (Oxford University Press 1990)

‘Fair Procedures in Discretionary Decisions’, in DJ Galligan (ed), Discretionary Powers:
A Legal Study of Official Discretion (Oxford University Press 1990)

‘Senses of Discretion’, in DJ Galligan (ed), Discretionary Powers: A Legal Study of Official
Discretion (Oxford University Press 1990)

‘Public Administration and the Tendency to Authoritarianism’ in András Sajó (ed), Out of
and into Authoritarian Law (Brill–Nijhoff 2002)

Gantman S, ‘IT Outsourcing in the Public Sector: A Literature Analysis’ (2011) 14 Journal of
Global Information Technology Management 48

Garnett K, ‘Novelty, Ignorance and the Unknown: Uncertain Science and the Frontiers of
Science Doctrine’ (2021) 21 elni Review 11

du Gay P, In Praise of Bureaucracy: Weber, Organization, Ethics (SAGE Publications 2000)
Gebru T, ‘Race and Gender’ in Markus D Dubber, Frank Pasquale and Sunit Das (eds), The

Oxford Handbook of Ethics of AI (Oxford University Press 2020)
General Secretariat of the Council, ‘European Council Meeting (10 and 11December 2020) –

Conclusions’ (EUCO 2020)
Gerards J, ‘Pluralism, Deference and the Margin of Appreciation Doctrine’ (2011) 17

European Law Journal 80
Glasius M, ‘What Authoritarianism Is . . . and Is Not: A Practice Perspective’ (2018) 94

International Affairs 515
Glasius M and Michaelsen M, ‘Illiberal and Authoritarian Practices in the Digital Sphere’

(2018) 12 International Journal of Communication 3795

Glimm B and Kazakov Y, ‘Classical Algorithms for Reasoning and Explanation in Description
Logics’ in Markus Krötzsch and Daria Stepanova (eds), Reasoning Web. Explainable
Artificial Intelligence, vol 11810 (Springer International Publishing 2019)

Godfrey K, ‘How the EU Can Better Avoid Bankrolling Authoritarianism’ (Carnegie Europe,
4 March 2021) <https://carnegieeurope.eu/2021/03/04/how-eu-can-better-avoid-bankroll
ing-authoritarianism-pub-83992>

González Fuster G, The Emergence of Personal Data Protection as a Fundamental Right of
the EU, vol 16 (Springer International Publishing 2014)

Goodman B and Flaxman S, ‘European Union Regulations on Algorithmic Decision-Making
and a “Right to Explanation”’ (2017) 38 AI Magazine 50

Grabowska-Moroz B, ‘The Systemic Implications of the Vertical Layering of the Legal Orders
in the EU for the Practice of the Rule of Law’ (Reconnect – Reconciling Europe with its
Citizens through Democracy and Rule of Law 2020)

Griffiths TL, ‘Understanding Human Intelligence through Human Limitations’ (2020) 24

Trends in Cognitive Sciences 873
Gritsenko D and Wood M, ‘Algorithmic Governance: A Modes of Governance Approach’

(2022) 16 Regulation & Governance 45

Grogan J and others, ‘The Crystallisation of a Core EU Meaning of the Rule of Law and Its
(Limited) Normative Influence beyond the EU’ (Reconnect – Reconciling Europe with
its Citizens through Democracy and Rule of Law 2021)

322 Bibliography

use, available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/9781009427500.010
Downloaded from https://www.cambridge.org/core. IP address: 216.73.216.63, on 06 Aug 2025 at 10:05:30, subject to the Cambridge Core terms of

https://mojepanstwo.pl/aktualnosci/773
https://mojepanstwo.pl/aktualnosci/773
https://carnegieeurope.eu/2021/03/04/how-eu-can-better-avoid-bankrolling-authoritarianism-pub-83992
https://carnegieeurope.eu/2021/03/04/how-eu-can-better-avoid-bankrolling-authoritarianism-pub-83992
https://carnegieeurope.eu/2021/03/04/how-eu-can-better-avoid-bankrolling-authoritarianism-pub-83992
https://www.cambridge.org/core/terms
https://doi.org/10.1017/9781009427500.010
https://www.cambridge.org/core


Grossman V, Life and Fate (1980) (Robert Chandler tr, Vintage Classic 2017)
Günther WA and others, ‘Debating Big Data: A Literature Review on Realizing Value from

Big Data’ (2017) 26 The Journal of Strategic Information Systems 191
Gurumurthy A and Bharthur D, ‘Democracy and the Algorithmic Turn’ (2018) 15 Sur –

International Journal on human Rights 39
H2020, ‘The Robots Are Coming to Clean up Our Nuclear Sites’ (CORDIS – European

Commission, 2019) <https://cordis.europa.eu/article/id/358596-the-robots-are-coming-to-
clean-up-our-nuclear-sites>

Hallamaa J and Kalliokoski T, ‘How AI Systems Challenge the Conditions of Moral Agency?’ in
Matthias Rauterberg (ed), Culture and Computing (Springer International Publishing 2020)

Hamilton A, Madison J Jay J and Goldman L, The Federalist Papers, October 1787–May 1788
(Oxford University Press 2008)

Hancox E, ‘The Relationship between the Charter and General Principles: Looking Back and
Looking Forward’ (2020) 22 Cambridge Yearbook of European Legal Studies 233

Hanke Vela J and Chiappa C, ‘Brussels vs. Brussels: EU Parliament to Sue Commission over
Hungary Cash’ (Politico, 12 March 2024) <www.politico.eu/article/parliament-sues-com
mission-over-unfreezing-of-hungary-funds/>

Hänold S, ‘Profiling and Automated Decision-Making: Legal Implications and Shortcomings’
in Marcelo Corrales, Mark Fenwick and Nikolaus Forgó (eds), Robotics, AI and the
Future of Law (Springer 2018)

Hanseth O and Monteiro E, ‘Inscribing Behaviour in Information Infrastructure Standards’
(1997) 7 Accounting, Management and Information Technologies 183

van Harn M and Zwaan KM, ‘Kwantificeren is geen kwalificeren: De uitspraak van het Hof
van Justitie inzake de vaststelling van willekeurig geweld (art. 15c-situaties)’ (2021) 27
Nederlands tijdschrift voor Europees Recht 211

Hart HLA, The Concept of Law (3rd edn, Oxford University Press 2012)
Hasselbalch G, Data Ethics of Power (Edward Elgar Publishing 2021)
Hatier C, ‘Isaiah Berlin and the Totalitarian Mind’ (2004) 9 The European Legacy 767
Hayek FA, The Road to Serfdom (1944), (Bruce Caldwell ed, Routledge 2008)
Heaven WD, ‘Hundreds of AI Tools Have Been Built to Catch Covid. None of Them

Helped’ (MIT Technology Review, 30 July 2021) <www.technologyreview.com/2021/07/
30/1030329/machine-learning-ai-failed-covid-hospital-diagnosis-pandemic/>

Henman P, ‘Digital Technologies and Artificial Intelligence in Social Welfare Research:
A Computer Science Perspective’ in Michael Adler (ed), Research Agenda for Social
Welfare Law, Policy, Practice and Impact (Edward Elgar Publishing 2022)

High-Level Expert Group on AI, ‘A Definition of AI: Main Capabilities and Scientific
Disciplines’ (2018) <https://ec.europa.eu/futurium/en/system/files/ged/ai_hleg_definition_
of_ai_18_december_1.pdf>.

‘Ethics Guidelines for Trustworthy AI’ (European Commission 2019) <https://digital-
strategy.ec.europa.eu/en/library/ethics-guidelines-trustworthy-ai>

‘Policy and Investment Recommendations for Trustworthy AI’ (European Commission
2019) <https://digital-strategy.ec.europa.eu/en/library/policy-and-investment-recommen
dations-trustworthy-artificial-intelligence>

Hildebrandt M, Smart Technologies and the End(s) of Law (Edward Elgar Publishing 2015)
‘Law as Information in the Era of Data-Driven Agency’ (2016) 79 The Modern Law Review 1

‘Algorithmic Regulation and the Rule of Law’ (2018) 376 Philosophical Transactions of the
Royal Society A: Mathematical, Physical and Engineering Sciences 20170355

‘Privacy as Protection of the Incomputable Self: From Agnostic to Agonistic Machine
Learning’ (2019) 20 Theoretical Inquiries in Law 83

Bibliography 323

use, available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/9781009427500.010
Downloaded from https://www.cambridge.org/core. IP address: 216.73.216.63, on 06 Aug 2025 at 10:05:30, subject to the Cambridge Core terms of

https://cordis.europa.eu/article/id/358596-the-robots-are-coming-to-clean-up-our-nuclear-sites
https://cordis.europa.eu/article/id/358596-the-robots-are-coming-to-clean-up-our-nuclear-sites
https://cordis.europa.eu/article/id/358596-the-robots-are-coming-to-clean-up-our-nuclear-sites
https://cordis.europa.eu/article/id/358596-the-robots-are-coming-to-clean-up-our-nuclear-sites
http://www.politico.eu/article/parliament-sues-commission-over-unfreezing-of-hungary-funds/
http://www.politico.eu/article/parliament-sues-commission-over-unfreezing-of-hungary-funds/
http://www.politico.eu/article/parliament-sues-commission-over-unfreezing-of-hungary-funds/
http://www.politico.eu/article/parliament-sues-commission-over-unfreezing-of-hungary-funds/
http://www.technologyreview.com/2021/07/30/1030329/machine-learning-ai-failed-covid-hospital-diagnosis-pandemic/
http://www.technologyreview.com/2021/07/30/1030329/machine-learning-ai-failed-covid-hospital-diagnosis-pandemic/
http://www.technologyreview.com/2021/07/30/1030329/machine-learning-ai-failed-covid-hospital-diagnosis-pandemic/
http://www.technologyreview.com/2021/07/30/1030329/machine-learning-ai-failed-covid-hospital-diagnosis-pandemic/
https://ec.europa.eu/futurium/en/system/files/ged/ai_hleg_definition_of_ai_18_december_1.pdf
https://ec.europa.eu/futurium/en/system/files/ged/ai_hleg_definition_of_ai_18_december_1.pdf
https://ec.europa.eu/futurium/en/system/files/ged/ai_hleg_definition_of_ai_18_december_1.pdf
https://ec.europa.eu/futurium/en/system/files/ged/ai_hleg_definition_of_ai_18_december_1.pdf
https://ec.europa.eu/futurium/en/system/files/ged/ai_hleg_definition_of_ai_18_december_1.pdf
https://digital-strategy.ec.europa.eu/en/library/ethics-guidelines-trustworthy-ai
https://digital-strategy.ec.europa.eu/en/library/ethics-guidelines-trustworthy-ai
https://digital-strategy.ec.europa.eu/en/library/ethics-guidelines-trustworthy-ai
https://digital-strategy.ec.europa.eu/en/library/ethics-guidelines-trustworthy-ai
https://digital-strategy.ec.europa.eu/en/library/ethics-guidelines-trustworthy-ai
https://digital-strategy.ec.europa.eu/en/library/policy-and-investment-recommendations-trustworthy-artificial-intelligence
https://digital-strategy.ec.europa.eu/en/library/policy-and-investment-recommendations-trustworthy-artificial-intelligence
https://digital-strategy.ec.europa.eu/en/library/policy-and-investment-recommendations-trustworthy-artificial-intelligence
https://digital-strategy.ec.europa.eu/en/library/policy-and-investment-recommendations-trustworthy-artificial-intelligence
https://digital-strategy.ec.europa.eu/en/library/policy-and-investment-recommendations-trustworthy-artificial-intelligence
https://www.cambridge.org/core/terms
https://doi.org/10.1017/9781009427500.010
https://www.cambridge.org/core


Law for Computer Scientists and Other Folk (Oxford University Press 2020)
‘The Adaptive Nature of Text-Driven Law’ (2021) 1 Journal of Cross-disciplinary Research in
Computational Law 1 <https://journalcrcl.org/crcl/article/view/2>

‘Understanding Law and the Rule of Law: A Plea to Augment CS Curricula’ (2021) 64
Communications of the ACM 28

Hildebrandt M and Koops B-J, ‘The Challenges of Ambient Law and Legal Protection in the
Profiling Era’ (2010) 73 Modern Law Review 428

Ho S and Burke G, ‘An Algorithm That Screens for Child Neglect Raises Concerns’
Associated Press (29 April 2022) <https://apnews.com/article/child-welfare-algorithm-
investigation-9497ee937e0053ad4144a86c68241ef1>

Hobbes T, Leviathan: Or the Matter, Forme and Power of a Commonwealth, Ecclesiasticall and
Civil (1651) (Project Gutenberg 2002)<www.gutenberg.org/files/3207/3207-h/3207-h.htm>

Höpfl HM, ‘Post-bureaucracy and Weber’s “Modern” Bureaucrat’ (2006) 19 Journal of
Organizational Change Management 8

Hsu F-H, Behind Deep Blue: Building the Computer that Defeated the World Chess
Champion (Princeton University Press 2022)

Huang L, Lu Z and Rajagopal P, ‘Numbers, Not Lives: AI Dehumanization Undermines
COVID-19 Preventive Intentions’ (2022) 7 Journal of the Association for Consumer
Research 63

Huawei, ‘Huawei Response on the European Commission’s Proposal for a Regulation of the
European Parliament and of the Council Laying Down the Harmonised Rules on
Artificial Intelligence (Artificial Intelligence Act) and Amending Certain Union Legislative
Acts’ (European Commission – Have your say, August 2021) <https://ec.europa.eu/info/
law/better-regulation/have-your-say/initiatives/12527-Artificial-intelligence-ethical-and-
legal-requirements/F2665442_en>

Human Rights Watch, ‘Automated Hardship: How the Tech-Driven Overhaul of the UK’s
Social Security System Worsens Poverty’ (2020) <www.hrw.org/report/2020/09/29/auto
mated-hardship/how-tech-driven-overhaul-uks-social-security-system-worsens>

Hume D, A Treatise of Human Nature: Being an Attempt to Introduce the Experimental
Method of Reasoning into Moral Subjects and Dialogues Concerning Natural Religion
[1739] (LA Selby-Bigge ed, Clarendon Press 1896)

Humphreys S, Theatre of the Rule of Law: Transnational Legal Intervention in Theory and
Practice (Cambridge University Press 2010)

‘Hungarian Civil Society Raises Alarm over NGO Law Change’ (Euractiv, 22 April 2021)
<www.euractiv.com/section/justice-home-affairs/news/hungarian-civil-society-raises-alarm-
over-ngo-law-change/>

Huq A, ‘A Right to a Human Decision’ (2020) 106 Virginia Law Review 611

The Rule of Law: A Very Short Introduction (Oxford University Press 2024)
Huq A and Ginsburg T, ‘How to Lose a Constitutional Democracy’ (2018) 65 UCLA Law

Review 78

Hurley D, ‘Can an Algorithm Tell When Kids Are in Danger?’ The New York Times (2
January 2018) <www.nytimes.com/2018/01/02/magazine/can-an-algorithm-tell-when-kids-
are-in-danger.html>

Husson F, Josse J and Saporta G, ‘Jan de Leeuw and the French School of Data Analysis’
(2016) 73 Journal of Statistical Software 16

Hvidman U and Andersen SC, ‘Impact of Performance Management in Public and Private
Organizations’ (2014) 24 Journal of Public Administration Research and Theory 35

Ignizio JP, Introduction to Expert Systems: The Development and Implementation of Rule-
Based Expert Systems (McGraw-Hill 1991)

324 Bibliography

use, available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/9781009427500.010
Downloaded from https://www.cambridge.org/core. IP address: 216.73.216.63, on 06 Aug 2025 at 10:05:30, subject to the Cambridge Core terms of

https://journalcrcl.org/crcl/article/view/2
https://journalcrcl.org/crcl/article/view/2
https://apnews.com/article/child-welfare-algorithm-investigation-9497ee937e0053ad4144a86c68241ef1
https://apnews.com/article/child-welfare-algorithm-investigation-9497ee937e0053ad4144a86c68241ef1
https://apnews.com/article/child-welfare-algorithm-investigation-9497ee937e0053ad4144a86c68241ef1
http://www.gutenberg.org/files/3207/3207-h/3207-h.htm
http://www.gutenberg.org/files/3207/3207-h/3207-h.htm
http://www.gutenberg.org/files/3207/3207-h/3207-h.htm
http://www.gutenberg.org/files/3207/3207-h/3207-h.htm
https://ec.europa.eu/info/law/better-regulation/have-your-say/initiatives/12527-Artificial-intelligence-ethical-and-legal-requirements/F2665442_en
https://ec.europa.eu/info/law/better-regulation/have-your-say/initiatives/12527-Artificial-intelligence-ethical-and-legal-requirements/F2665442_en
https://ec.europa.eu/info/law/better-regulation/have-your-say/initiatives/12527-Artificial-intelligence-ethical-and-legal-requirements/F2665442_en
https://ec.europa.eu/info/law/better-regulation/have-your-say/initiatives/12527-Artificial-intelligence-ethical-and-legal-requirements/F2665442_en
https://ec.europa.eu/info/law/better-regulation/have-your-say/initiatives/12527-Artificial-intelligence-ethical-and-legal-requirements/F2665442_en
http://www.hrw.org/report/2020/09/29/automated-hardship/how-tech-driven-overhaul-uks-social-security-system-worsens
http://www.hrw.org/report/2020/09/29/automated-hardship/how-tech-driven-overhaul-uks-social-security-system-worsens
http://www.hrw.org/report/2020/09/29/automated-hardship/how-tech-driven-overhaul-uks-social-security-system-worsens
http://www.hrw.org/report/2020/09/29/automated-hardship/how-tech-driven-overhaul-uks-social-security-system-worsens
http://www.euractiv.com/section/justice-home-affairs/news/hungarian-civil-society-raises-alarm-over-ngo-law-change/
http://www.euractiv.com/section/justice-home-affairs/news/hungarian-civil-society-raises-alarm-over-ngo-law-change/
http://www.euractiv.com/section/justice-home-affairs/news/hungarian-civil-society-raises-alarm-over-ngo-law-change/
http://www.euractiv.com/section/justice-home-affairs/news/hungarian-civil-society-raises-alarm-over-ngo-law-change/
http://www.nytimes.com/2018/01/02/magazine/can-an-algorithm-tell-when-kids-are-in-danger.html
http://www.nytimes.com/2018/01/02/magazine/can-an-algorithm-tell-when-kids-are-in-danger.html
http://www.nytimes.com/2018/01/02/magazine/can-an-algorithm-tell-when-kids-are-in-danger.html
http://www.nytimes.com/2018/01/02/magazine/can-an-algorithm-tell-when-kids-are-in-danger.html
http://www.nytimes.com/2018/01/02/magazine/can-an-algorithm-tell-when-kids-are-in-danger.html
https://www.cambridge.org/core/terms
https://doi.org/10.1017/9781009427500.010
https://www.cambridge.org/core


Jakab A and Kirchmair L, ‘How to Develop the EU Justice Scoreboard into a Rule of Law
Index: Using an Existing Tool in the EU Rule of Law Crisis in a More Efficient Way’
(2021) 22 German Law Journal 936

Janssen HL, ‘An Approach for a Fundamental Rights Impact Assessment to Automated
Decision-Making’ (2020) 10 International Data Privacy Law 76

Janssen M and Kuk G, ‘The Challenges and Limits of Big Data Algorithms in Technocratic
Governance’ (2016) 33 Government Information Quarterly 371

Jasanoff S, ‘Technologies of Humility: Citizen Participation in Governing Science’ (2003) 41
Minerva 223

Joerges B, ‘Do Politics Have Artefacts?’ (1999) 29 Social Studies of Science 411

Johns F, ‘Governance by Data’ (2021) 17 Annual Review of Law and Social Science 53

Johnson GM, ‘Algorithmic Bias: On the Implicit Biases of Social Technology’ (2021) 198
Synthese 9941

Jørgensen RF, ‘Data and Rights in the Digital Welfare State: The Case of Denmark’ (2021) 26
Information, Communication & Society 123

‘Junk Science Underpins Fraud Scores’ (Lighthouse Reports, 25 June 2022) <www
.lighthousereports.nl/investigation/junk-science-underpins-fraud-scores/>

Kaczynski PM, ‘Poland, a LGBT-Free Zone?’ www.euractiv.com (21 October 2021) <www
.euractiv.com/section/politics/short_news/poland-a-lgbt-free-zone/>

Kaelbling LP, Littman ML and Moore AW, ‘Reinforcement Learning: A Survey’ (1996) 4
Journal of Artificial Intelligence Research 237

Kagan RA, ‘Varieties of Bureaucratic Justice: Building on Mashaw’s Typology’ in Nicholas R
Parrillo (ed), Administrative Law from the Inside Out (1st edn, Cambridge University
Press 2017)

Kalberg S, ‘Max Weber’s Types of Rationality: Cornerstones for the Analysis of Rationalization
Processes in History’ (1980) 85 The American Journal of Sociology 1145

Kalluri P, ‘Do Not Ask If Artificial Intelligence Is Good or Fair, Ask How It Shifts Power’
(2020) 583 Nature 169

Kaminski ME, ‘The Right to Explanation, Explained’ (2019) 34 Berkeley Technology Law
Journal 189

Kaun A, ‘Suing the Algorithm: The Mundanization of Automated Decision-Making in
Public Services through Litigation’ (2021)25 Information, Communication & Society
2046

Kayser-Bril N, ‘Austria’s Employment Agency Rolls out Discriminatory Algorithm, Sees
No Problem’ (AlgorithmWatch, 6 October 2019) <https://algorithmwatch.org/en/aus
trias-employment-agency-ams-rolls-out-discriminatory-algorithm/>

Kelemen RD and Scheppele KL, ‘How to Stop Funding Autocracy in the EU’ (Verfassungsblog,
10 September 2018) <https://verfassungsblog.de/how-to-stop-funding-autocracy-in-the-eu/>

Kennedy R, ‘The Rule of Law and Algorithmic Governance’ in Woodrow Barfield (ed), The
Cambridge Handbook of the Law of Algorithms (1st edn, Cambridge University Press
2020)

Knuutila A, ‘Documents Relating to the Children’s Safeguarding Profiling System – A Freedom
of Information Request to Hackney Borough Council’ (WhatDoTheyKnow, 15 January
2018) <www.whatdotheyknow.com/request/documents_relating_to_the_childr>

Köbis N, Starke C and Rahwan I, ‘The Promise and Perils of Using Artificial Intelligence to
Fight Corruption’ (2022) 4 Nature Machine Intelligence 418 <www.nature.com/articles/
s42256-022-00489-1>

Kocemba K, ‘Pregnancy Registry in Poland’ (Verfassungsblog, 22 June 2022) <https://
verfassungsblog.de/pregnancy-registry/>

Bibliography 325

use, available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/9781009427500.010
Downloaded from https://www.cambridge.org/core. IP address: 216.73.216.63, on 06 Aug 2025 at 10:05:30, subject to the Cambridge Core terms of

http://www.lighthousereports.nl/investigation/junk-science-underpins-fraud-scores/
http://www.lighthousereports.nl/investigation/junk-science-underpins-fraud-scores/
http://www.lighthousereports.nl/investigation/junk-science-underpins-fraud-scores/
http://www.euractiv.com
http://www.euractiv.com
http://www.euractiv.com
http://www.euractiv.com/section/politics/short_news/poland-a-lgbt-free-zone/
http://www.euractiv.com/section/politics/short_news/poland-a-lgbt-free-zone/
http://www.euractiv.com/section/politics/short_news/poland-a-lgbt-free-zone/
https://algorithmwatch.org/en/austrias-employment-agency-ams-rolls-out-discriminatory-algorithm/
https://algorithmwatch.org/en/austrias-employment-agency-ams-rolls-out-discriminatory-algorithm/
https://algorithmwatch.org/en/austrias-employment-agency-ams-rolls-out-discriminatory-algorithm/
https://verfassungsblog.de/how-to-stop-funding-autocracy-in-the-eu/
https://verfassungsblog.de/how-to-stop-funding-autocracy-in-the-eu/
http://www.whatdotheyknow.com/request/documents_relating_to_the_childr
http://www.whatdotheyknow.com/request/documents_relating_to_the_childr
http://www.whatdotheyknow.com/request/documents_relating_to_the_childr
http://www.nature.com/articles/s42256-022-00489-1
http://www.nature.com/articles/s42256-022-00489-1
http://www.nature.com/articles/s42256-022-00489-1
http://www.nature.com/articles/s42256-022-00489-1
https://verfassungsblog.de/pregnancy-registry/
https://verfassungsblog.de/pregnancy-registry/
https://verfassungsblog.de/pregnancy-registry/
https://www.cambridge.org/core/terms
https://doi.org/10.1017/9781009427500.010
https://www.cambridge.org/core


Kochenov DV and Morijn J, ‘Strengthening the Charter’s Role in the Fight for the Rule of
Law in the EU: The Cases of Judicial Independence and Party Financing’ (2021) 27
European Public Law 759

König PD, ‘Dissecting the Algorithmic Leviathan: On the Socio-Political Anatomy of
Algorithmic Governance’ (2020) 33 Philosophy & Technology 467

Kononenko I and Kukar M, Machine Learning and Data Mining (Woodhead Publishing
2007)

Konstadinides T, ‘Drawing the Line between Circumvention and Gap-Filling: An Exploration
of the Conceptual Limits of the Treaty’s Flexibility Clause’ (2012) 31 Yearbook of European
Law 227

The Rule of Law in the European Union: The Internal Dimension (Bloomsbury 2017)
Koops B-J, ‘The (In)Flexibility of Techno-Regulation and the Case of Purpose-Binding’ (2011)

5 Legisprudence 171

Körtvélyesi Z, ‘The Illiberal Challenge in the EU: Exploring the Parallel with Illiberal
Minorities and the Example of Hungary’ (2020) 16 European Constitutional Law
Review 567

Koutrakos P, ‘Longing for Less Interesting Times? The German Federal Constitutional Court
and the Supremacy of EU Law’ (2020) 45 European Law Review 293

Kovács Z, ‘Portrayal and Promotion – Hungary’s LGBTQI+ Law Explained’ Euractiv
(24 June 2021) <www.euractiv.com/section/non-discrimination/news/portrayal-and-pro
motion-hungarys-latest-anti-lgbt-law-explained/>

Kranzberg M, ‘Technology and History: “Kranzberg’s Laws”’ (1995) 15 Bulletin of Science,
Technology & Society 5

Krygier M, ‘The Rule of Law: Pasts, Presents, and Two Possible Futures’ (2016) 12 Annual
Review of Law and Social Science 199

‘What’s the Point of the Rule of Law?’ (2019) 67 Buffalo Law Review 743

Kuziemski M and Misuraca G, ‘AI Governance in the Public Sector: Three Tales from
the Frontiers of Automated Decision-Making in Democratic Settings’ (2020) 44

Telecommunications Policy 101976
‘La détection par intelligence artificielle de piscines non déclarées va être généralisée en

France’ Le Monde.fr (29 August 2022) <www.lemonde.fr/pixels/article/2022/08/29/experi
mentee-dans-neuf-departements-la-detection-de-piscines-non-declarees-par-intelligence-
artificielle-va-etre-generalisee_6139439_4408996.html>

La Porta R and others, ‘Judicial Checks and Balances’ (2004) 112 Journal of Political Economy
445

Langford M, ‘Taming the Digital Leviathan: Automated Decision-Making and International
Human Rights’ (2020) 114 AJIL Unbound 141

Langlet D and Mahmoudi S, EU Environmental Law and Policy (Oxford University Press
2016)

Launchbury J, ‘A DARPA Perspective on Artificial Intelligence’ (DARPA, February 2017)
<www.darpa.mil/about-us/darpa-perspective-on-ai>

Lee K-F, ‘AI’s Real Impact? Freeing Us from the Tyranny of Repetitive Tasks’ (Wired, 2019)
<www.wired.co.uk/article/artificial-intelligence-repetitive-tasks>

Lefort C, ‘What Is Bureaucracy?’ (1974) 22 Telos: Critical Theory of the Contemporary 31
Lenaerts K, ‘The Autonomy of European Union Law’ (2018) Il Diritto dell’Unione Europea

617

‘New Horizons for the Rule of Law within the EU’ (2020) 21 German Law Journal 29
Lenaerts K, Maselis I and Gutman K, EU Procedural Law (Janek Tomasz Nowak ed, Oxford

University Press 2015)

326 Bibliography

use, available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/9781009427500.010
Downloaded from https://www.cambridge.org/core. IP address: 216.73.216.63, on 06 Aug 2025 at 10:05:30, subject to the Cambridge Core terms of

http://www.euractiv.com/section/non-discrimination/news/portrayal-and-promotion-hungarys-latest-anti-lgbt-law-explained/
http://www.euractiv.com/section/non-discrimination/news/portrayal-and-promotion-hungarys-latest-anti-lgbt-law-explained/
http://www.euractiv.com/section/non-discrimination/news/portrayal-and-promotion-hungarys-latest-anti-lgbt-law-explained/
http://www.euractiv.com/section/non-discrimination/news/portrayal-and-promotion-hungarys-latest-anti-lgbt-law-explained/
http://www.lemonde.fr/pixels/article/2022/08/29/experimentee-dans-neuf-departements-la-detection-de-piscines-non-declarees-par-intelligence-artificielle-va-etre-generalisee_6139439_4408996.html
http://www.lemonde.fr/pixels/article/2022/08/29/experimentee-dans-neuf-departements-la-detection-de-piscines-non-declarees-par-intelligence-artificielle-va-etre-generalisee_6139439_4408996.html
http://www.lemonde.fr/pixels/article/2022/08/29/experimentee-dans-neuf-departements-la-detection-de-piscines-non-declarees-par-intelligence-artificielle-va-etre-generalisee_6139439_4408996.html
http://www.lemonde.fr/pixels/article/2022/08/29/experimentee-dans-neuf-departements-la-detection-de-piscines-non-declarees-par-intelligence-artificielle-va-etre-generalisee_6139439_4408996.html
http://www.lemonde.fr/pixels/article/2022/08/29/experimentee-dans-neuf-departements-la-detection-de-piscines-non-declarees-par-intelligence-artificielle-va-etre-generalisee_6139439_4408996.html
http://www.lemonde.fr/pixels/article/2022/08/29/experimentee-dans-neuf-departements-la-detection-de-piscines-non-declarees-par-intelligence-artificielle-va-etre-generalisee_6139439_4408996.html
http://www.darpa.mil/about-us/darpa-perspective-on-ai
http://www.darpa.mil/about-us/darpa-perspective-on-ai
http://www.darpa.mil/about-us/darpa-perspective-on-ai
http://www.wired.co.uk/article/artificial-intelligence-repetitive-tasks
http://www.wired.co.uk/article/artificial-intelligence-repetitive-tasks
http://www.wired.co.uk/article/artificial-intelligence-repetitive-tasks
http://www.wired.co.uk/article/artificial-intelligence-repetitive-tasks
https://www.cambridge.org/core/terms
https://doi.org/10.1017/9781009427500.010
https://www.cambridge.org/core


Lenaerts K, Van Nuffel P and Corthaut T, EU Constitutional Law (Oxford University Press
2021)

Lequesne-Roth C, ‘Livre blanc: La digitalisation du service public – Pour une éthique
numérique inclusive’ (Observatoire de l’éthique publique 2021)

Lessig L, Code: And Other Laws of Cyberspace (Basic Books 1999)
‘The Law of the Horse: What Cyberlaw Might Teach’ (1999) 113 Harvard Law Review 501

Levinas E, Autrement qu’être ou au-delà de l’essence (11th edn, Le Livre de Poche (2019)
1974)

Le temps et l’autre (11th edn, Presses Universitaires de France (2014) 1979)
Is It Righteous to Be?: Interviews with Emmanuel Levinas (Jill Robbins ed, Stanford
University Press 2001)

Li J, ‘The Leviathan’s Rule by Law’ (2015) 12 Journal of Empirical Legal Studies 815
Lighthouse Reports, ‘People All Over the Netherlands Have Been Flagged for Welfare Fraud

Based on a Crude Spreadsheet & Some Unscientific Prejudices. How Do We Know?
We Took the Algorithm Apart & Rebuilt It. Score Yourself & See’ (2022), <https://twitter
.com/LHreports/status/1540598392300179456>

Linardatos P, Papastefanopoulos V and Kotsiantis S, ‘Explainable AI: A Review of Machine
Learning Interpretability Methods’ (2021) 23 Entropy 18

Lipsky M, Street-Level Bureaucracy: Dilemmas of the Individual in Public Services (Russell
Sage Foundation 1980)

Llansó EJ, ‘No Amount of “AI” in Content Moderation Will Solve Filtering’s Prior-Restraint
Problem’ (2020) 7 Big Data & Society 1

Lorenz L, Meijer A and Schuppan T, ‘The Algocracy as a New Ideal Type for Government
Organizations: Predictive Policing in Berlin as an Empirical Case’ (2021) 26 Information
Polity: The International Journal of Government & Democracy in the Information Age
71

Loughlin M, Foundations of Public Law (Oxford University Press 2010)
‘The Apotheosis of the Rule of Law’ (2018) 89 The Political Quarterly 659

Lust S, Rechtsbescherming tegen de (administratieve) overheid. Een inleiding (die Keure
2014)

MacIntyre A, After Virtue: A Study in Moral Theory (1981) (Bloomsbury Academic 2015)
Mader O, ‘Enforcement of EU Values as a Political Endeavour: Constitutional Pluralism and

Value Homogeneity in Times of Persistent Challenges to the Rule of Law’ (2019) 11
Hague Journal on the Rule of Law 133

Magen A and Pech L, ‘The Rule of Law and the European Union’ in Christopher May and
Adam Winchester (eds), Handbook on the Rule of Law (Edward Elgar Publishing 2018)

Makszimov V, ‘Hungary: Commission Officially Launches Procedure Linking Bloc Funds to
Rule of Law’ Euractiv (27 April 2022) <www.euractiv.com/section/politics/news/hun
gary-commission-officially-launches-procedure-linking-bloc-funds-to-rule-of-law/>

Maley T, ‘Max Weber and the Iron Cage of Technology’ (2004) 24 Bulletin of Science,
Technology & Society 69

Malleson K and Russell PH, Appointing Judges in an Age of Judicial Power: Critical
Perspectives from around the World (University of Toronto Press 2018)

Mancano L, ‘You’ll Never Work Alone: A Systemic Assessment of the European Arrest
Warrant and Judicial Independence’ (2021) 58 Common Market Law Review 683
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