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Abstract Corresponding to known results on Orlicz-Sobolev inequalities which are stronger than the Poincaré inequality, this paper studies the weaker Orlicz-Poincaré inequality. More precisely, for any Young function $\Phi$ whose growth is slower than quadric, the Orlicz-Poincaré inequality

$$
\|f\|_{\Phi}^{2} \leqslant C \mathcal{E}(f, f), \quad \mu(f):=\int f \mathrm{~d} \mu=0
$$

is studied by using the well-developed weak Poincaré inequalities, where $\mathcal{E}$ is a conservative Dirichlet form on $L^{2}(\mu)$ for some probability measure $\mu$. In particular, criteria and concrete sharp examples of this inequality are presented for $\Phi(r)=r^{p}(p \in[1,2))$ and $\Phi(r)=r^{2} \log ^{-\delta}\left(\mathrm{e}+r^{2}\right)(\delta>0)$. Concentration of measures and analogous results for non-conservative Dirichlet forms are also obtained. As an application, the convergence rate of porous media equations is described.
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## 1. Introduction

Let $(E, \mathcal{F}, \mu)$ be a probability space and let $(\mathcal{E}, \mathcal{D}(\mathcal{E}))$ be a conservative Dirichlet form on $L^{2}(\mu)$. The well-known Poincaré inequality is

$$
\begin{equation*}
\mu\left(f^{2}\right) \leqslant C \mathcal{E}(f, f), \quad \mu(f)=0, f \in \mathcal{D}(\mathcal{E}) \tag{1.1}
\end{equation*}
$$

where $\mu(f):=\int_{E} f \mathrm{~d} \mu$ and $C>0$ is a constant that provides a lower bound of the spectral gap.

In recent years, a stronger version of (1.1), using Orlicz norms in place of the $L^{1}$-norm of $f^{2}$, was studied intensively (see [14] and references therein). More precisely, for a Young function $\Phi$, i.e. $\Phi \in C(\mathbb{R})$ is convex, even and positive such that $\Phi(s)=0$ if and only if $s=0, \Phi(s) / s \rightarrow 0$ as $s \rightarrow 0$, and $\Phi(s) /|s| \rightarrow \infty$ as $|s| \rightarrow \infty$, we consider the inequality

$$
\begin{equation*}
\left\|f^{2}\right\|_{\Phi} \leqslant C \mathcal{E}(f, f), \quad \mu(f)=0, \quad f \in \mathcal{D}(\mathcal{E}) \tag{1.2}
\end{equation*}
$$

where $\|\cdot\|_{\Phi}$ is the Orlicz norm induced by $\Phi$ as follows:

$$
\|f\|_{\Phi}:=\inf \{\lambda>0: \mu(\Phi(f / \lambda)) \leqslant 1\}, \quad \inf \emptyset:=\infty
$$

Since $\Phi(r) / r \rightarrow \infty$ as $r \rightarrow \infty$, this inequality is stronger than the Poincaré inequality. In particular, if $\Phi(x):=|x|^{p}$ for $p>1$, then (1.2) is the well-known Sobolev inequality, while for $\Phi(x):=|x| \log (1+|x|)$ it corresponds to Gross's log-Sobolev inequality introduced in [10] (see [2]). Owing to these facts, (1.2) was called the ( $\Phi$-)Orlicz-Sobolev inequality in [14].

In general, (1.2) can be described by the following $F$-Sobolev inequality (see $[\mathbf{1 6}, \mathbf{1 7}]$ )

$$
\begin{equation*}
\mu\left(f^{2} F\left(f^{2}\right)\right) \leqslant C_{1} \mathcal{E}(f, f)+C_{2}, \quad \mu\left(f^{2}\right)=1, \quad f \in \mathcal{D}(\mathcal{E}) \tag{1.3}
\end{equation*}
$$

for a proper function $F$ with $F(r) \uparrow \infty$ as $r \uparrow \infty$. For instance, for any $\theta \in(0,1]$, (1.2) with $\Phi(x)=|x| \log ^{\theta}(1+|x|)$ holds if and only if (1.3) with $F(r)=r \log ^{\theta}(1+$ $r$ ) and (1.1) hold (see [2] for $\theta=1$ and $[\mathbf{1 8}, \mathbf{2 1}]$ for $\theta \in(0,1)$ ). Moreover, in [20] (1.3) is related to a class of inequalities which interpolate between the Poincaré inequality and the log-Sobolev inequality (see also $[\mathbf{4}, \mathbf{1 1}]$ ). Therefore, in some cases (1.2) can be described by known results on (1.3) (or equivalent versions); see [21] and references therein. In particular, various criteria for (1.2) to hold have been addressed in $[\mathbf{5}, \mathbf{6}]$ for one-dimensional situations.

Since the Orlicz-Sobolev inequality (1.2) has been comprehensively studied in [14], we do not investigate this further here. As a supplement to the study of (1.2), we consider here the following Orlicz-Poincaré inequality:

$$
\begin{equation*}
\|f\|_{\Phi}^{2} \leqslant C \mathcal{E}(f, f), \quad \mu(f)=0, f \in \mathcal{D}(\mathcal{E}) \tag{1.4}
\end{equation*}
$$

which has not yet been studied for $\Phi$ growing slower than quadric. Since for $\Phi$ growing faster than quadric this inequality may be reduced to (1.2) by replacing $\Phi(s)$ by $\Phi(\sqrt{s})$ (see [14]), we consider only the case where $\Phi(|x|) /|x|^{2} \rightarrow 0$ as $|x| \rightarrow \infty$. In particular, for $\Phi(r)=r^{p}$ with $p \in[1,2)$, this becomes

$$
\begin{equation*}
\mu\left(|f|^{p}\right)^{2 / p} \leqslant C \mathcal{E}(f, f), \quad \mu(f)=0, \quad f \in \mathcal{D}(\mathcal{E}) \tag{1.5}
\end{equation*}
$$

To distinguish (1.4) from the stronger inequality (1.2), we call it the ( $\Phi$-) Orlicz-Poincaré inequality.

Since we are restricted to (1.4), which is weaker than the Poincaré inequality (1.1), it should be reasonable to adopt the following weak Poincaré inequality introduced in [15]:

$$
\begin{equation*}
\mu\left(f^{2}\right) \leqslant \alpha(r) \mathcal{E}(f, f)+r\|f\|_{\infty}^{2}, \quad r>0, \quad \mu(f)=0 \tag{1.6}
\end{equation*}
$$

where $\alpha:(0, \infty) \rightarrow(0, \infty)$ is a decreasing function which describes the convergence rate of the associated Markov semigroup $P_{t}$ (see [15] for details). Since (1.6) is easy to check in applications and is powerful in the study of long-time behaviours of $P_{t}$, for the study of (1.4) it is useful to make a connection to (1.6).

In fact, to derive (1.4) from (1.6), we do not need the fact that $\Phi$ is a Young function but rather we use the following assumption:
$(\Phi) \Phi(\cdot)$ is continuous, even and strictly increasing in $|\cdot|, \Phi(0)=0, s^{2} / \Phi(s) \uparrow \infty$ as $|s| \uparrow \infty$, and $\liminf _{s \rightarrow \infty} \Phi(s) / s>0$.

Remark 1.1. The condition $s^{2} / \Phi(s) \uparrow \infty$ as $|s| \uparrow \infty$ is to make (1.4) weaker than (1.1) for the purpose explained above. Owing to the restriction that $\mu(f)=0$, which requires a priori that $f \in L^{1}(\mu)$, we are only able to treat (1.4) for $\Phi$ with growth not slower than linear (see the proof of Theorem 1.3). This is ensured by the condition that $\lim \inf _{|x| \rightarrow \infty} \Phi(x) /|x|>0$. We note that the other restriction, $f \in \mathcal{D}(\mathcal{E})$ in (1.4), can be replaced by $f \in \mathcal{D}\left(\mathcal{E}_{\mathrm{e}}\right)$, the extended domain of the Dirichlet form (see [8]), which is not necessarily included by $L^{1}(\mu)$.

Remark 1.2. To study the Orlicz-Poincaré inequality for $\Phi$ with growth slower than linear, we must drop the restriction $\mu(f)=0$. In this case the Dirichlet form is nonconservative, i.e. either $1 \notin \mathcal{D}(\mathcal{E})$ or $\mathcal{E}(1,1)>0$. We return to this situation in $\S 4$.

Theorem 1.3. Assume that ( $\Phi$ ) holds.
(1) If there exists $K>0$ such that

$$
\begin{equation*}
\sum_{n=1}^{\infty} \alpha^{-1}\left(K \Phi\left(2^{n+2}\right)^{-1} 4^{n}\right) \Phi\left(2^{n+2}\right)<\infty \tag{1.7}
\end{equation*}
$$

then (1.6) implies (1.4) for some constant $C>0$.
(2) If (1.4) holds, then (1.6) holds for $\alpha(r)=\operatorname{Cr} \Phi^{-1}\left(r^{-1}\right)^{2}$.

To illustrate Theorem 1.3, we consider below two specific cases, where (1.6) holds with either $\alpha(r)=c r^{-\theta}$ or $\alpha(r)=c \log ^{\theta}\left(1+r^{-1}\right)$ for some $c, \theta>0$. According to [15, Corollary 2.4], these two situations correspond to the algebraic and the sub-exponential convergence of $P_{t}$, respectively.

## Corollary 1.4.

(1) Let $\delta>0$. Then (1.6) holds for $\alpha(r)=c \log ^{\delta}\left(1+r^{-1}\right)$ for some $c>0$ if and only if (1.4) holds for $\Phi(r)=r^{2} \log ^{-\delta}\left(\mathrm{e}+r^{2}\right)$ and some $C>0$. Both inequalities are equivalent to the sub-exponential convergence

$$
\left\|P_{t}-\mu\right\|_{\infty \rightarrow 2} \leqslant c_{1} \exp \left[-c_{2} t^{1 /(1+\delta)}\right], \quad t>0
$$

for some $c_{1}, c_{2}>0$, where $\|\cdot\|_{\infty \rightarrow 2}$ is the operator norm from $L^{\infty}(\mu)$ to $L^{2}(\mu)$.
(2) Let $\theta \in[0,1]$. Then (1.6) with $\alpha(r)=c r^{-\theta}$, which is equivalent to $\left\|P_{t}-\mu\right\|_{\infty \rightarrow 2} \leqslant$ $c^{\prime} t^{-1 / \theta}$ for some $c^{\prime}>0$ and all $t>0$, implies (1.5) for any $p \in[1,2 /(1+\theta))$ with some $C$ depending on $p$. On the other hand, (1.5) with $p=2 /(1+\theta)$ implies (1.6) with $\alpha(r)=c r^{-\theta}$ for some $c>0$.

The above results will be proved in the next section. To check their sharpness, necessary conditions of (1.4) through concentrations of $\mu$ are addressed in $\S 3$. Section 4 contains analogous results for non-conservative Dirichlet forms. Finally, the convergence rate of porous media equations is described in $\S 5$ by using (1.5).

To illustrate our results, we present two specific examples. In particular, the first example indicates that, in general, (1.6) with $\alpha(r)=c r^{-\theta}$ does not imply (1.4) with $\Phi(r)=r^{2 /(\theta+1)}$. Thus, the statement in Theorem $1.3(2)$ is somewhat optimal.

Example 1.5. Let $E=\mathbb{R}$ and $\mu(\mathrm{d} x)=Z^{-1}(1+|x|)^{-(1+\theta)} \mathrm{d} x$, where $\sigma>0$ and $Z$ is the normalization. Let $\mathcal{E}(f, g)=\mu\left(f^{\prime} g^{\prime}\right)$ with $\mathcal{D}(\mathcal{E})=W^{2,1}(\mu)$. Then (1.6) holds for $\alpha(r)=c r^{-2 / \sigma}$ for some $c>0$. Thus, by Corollary $1.4(2)$, (1.5) holds for $p \in[1,2 \sigma /(\sigma+$ $2)$ ). However, according to Proposition 3.5 and Remark 3.2, with $\rho=|\cdot|$, for any $C>0$, (1.5) does not hold for $p=2 \sigma /(\sigma+2)$.

Example 1.6. Let $E=\mathbb{R}^{d}$ and $\mu(\mathrm{d} x)=Z^{-1} \mathrm{e}^{-|x|^{\sigma}} \mathrm{d} x$, where $\sigma>0$ and $Z$ is the normalization. Let $\mathcal{E}(f, g)=\mu(\langle\nabla f, \nabla g\rangle)$ with $\mathcal{D}(\mathcal{E})=W^{2,1}(\mu)$. It is well known that (1.1) holds provided that $\sigma \geqslant 1$. If $\sigma \in(0,1)$, then (1.4) holds with

$$
\Phi(x)=|x|^{2} \log ^{-4(1-\sigma) / \sigma}\left(\mathrm{e}+|x|^{2}\right)
$$

and some $C>0$, i.e.

$$
\mu\left(f^{2} \log ^{-4(1-\sigma) / \sigma}\left(\mathrm{e}+f^{2} /\|f\|_{\Phi}^{2}\right)\right) \leqslant C \mu\left(|\nabla f|^{2}\right), \quad \mu(f)=0, f \in \mathcal{D}(\mathcal{E})
$$

According to Proposition 3.4, this inequality is sharp in the sense that (1.4) does not hold for $\Phi(x)=|x|^{2} \log ^{-\delta}\left(\mathrm{e}+|x|^{2}\right)$ if $\delta<4(1-\sigma) / \sigma$.

Next, we consider the corresponding examples in the context of birth-death processes. Let $E=\mathbb{Z}_{+}$and let $\mu=\left(\mu_{i}>0\right)_{i \geqslant 0}$ be a probability measure on $E$. Let $a_{i}, b_{i} \geqslant 0$ satisfy $\mu_{i} b_{i}=\mu_{i+1} a_{i+1}, i \geqslant 0$. Then the Dirichlet form for the birth-death process with birth rate $b_{i}$ and death rate $a_{i}$ is

$$
\mathcal{E}(f, g)=\sum_{i=0}^{\infty}\left(f_{i+1}-f_{i}\right)\left(g_{i+1}-g_{i}\right) b_{i} \mu_{i}
$$

for $f, g \in \mathcal{D}(\mathcal{E}):=\left\{f \in L^{2}(\mu): \mathcal{E}(f, f)<\infty\right\}$.
Example 1.7. Let $a_{i}=b_{i}>0$ for $i \geqslant 1$ and $a_{0}=0, b_{0}=1$. We have $\mu_{i}=a_{i}^{-1} \mu_{0}$, $i \geqslant 1$.
(1) Let $a_{i}=i^{\delta}, i \geqslant 1$, for some $\delta \in(1,2)$. By [15, Example 5.5 (1)], (1.6) holds for $\alpha(r)=c r^{-(2-\delta) /(\delta-1)}$ for some $c>0$. Thus, by Corollary $1.4(2)$, if $\delta \in\left(\frac{3}{2}, 2\right)$, then for any $p \in[1,2(\delta-1)),(1.5)$ holds for some $C=C(p)>0$. But, as in Example 1.5, for any $C>0,(1.4)$ does not hold for $p=2(\delta-1)$. To see this from Proposition 3.5, we define

$$
\begin{equation*}
\rho_{0}=0, \quad \rho_{1}=\sqrt{2}, \quad \rho_{i+1}=\sqrt{2}+\sum_{k=1}^{i} a_{k+1}^{-1 / 2}, \quad i \geqslant 1 \tag{1.8}
\end{equation*}
$$

By Remark 3.3,

$$
L_{\mathcal{E}}(\rho)^{2}=\frac{1}{2} \sup _{i \geqslant 0}\left\{b_{i}\left(\rho_{i+1}-\rho_{i}\right)^{2}+a_{i}\left(\rho_{i}-\rho_{i-1}\right)^{2}\right\}=1
$$

provided that $a_{i}$ is increasing in $i$. Obviously, in the present case $\rho_{i}=O\left(i^{(2-\delta) / 2}\right)$ as $i \rightarrow \infty$. Therefore, $\mu\left(\rho^{\varepsilon}\right)<\infty$ for small $\varepsilon>0$. By Proposition 3.5, if (1.4) holds
for $p=2(\delta-1)$, then $\mu\left(\rho^{2 p /(2-p)}\right)<\infty$. But

$$
\mu\left(\rho^{2 p /(2-p)}\right)=\sum_{i=0}^{\infty} \mu_{i} \rho_{i}^{2(\delta-1) /(2-\delta)} \geqslant c_{1} \sum_{i=1}^{\infty} i^{-1}=\infty
$$

for some $c_{1}>0$, so (1.4) does not hold for $p=2(\delta-1)$.
(2) Let $a_{i}=i^{2} \log ^{-\delta}(1+i), i \geqslant 1$, for some $\delta>0$. By [15, Example 5.5 (3)], (1.6) holds for $\alpha(r)=c \log ^{\delta}\left(1+r^{-1}\right)$ for some $c>0$. Thus, according to Corollary $1.4(1)$, (1.4) holds for $\Phi(r)=r^{2} \log ^{-\delta}\left(\mathrm{e}+r^{2}\right)$. This $\Phi$ is sharp since, for any $p<\delta,(1.4)$ does not hold for $\Phi(r)=r^{2} \log ^{-p}\left(\mathrm{e}+r^{2}\right)$. Indeed, for $\rho$ defined in (1.8) we have $\rho_{i} \geqslant c_{1} \log ^{(\delta+2) / 2}(1+i)$ for some $c_{1}>0$ and all $i \geqslant 1$. By Proposition 3.4, (1.4) with the above $\Phi$ for $p<\delta$ implies that, for some $\lambda>0$,

$$
\begin{aligned}
\infty & >\sum_{i=1}^{\infty} \mu_{i} \exp \left[\lambda \log { }^{(\delta+2) /(p+2)}(1+i)\right] \\
& =\sum_{i=1}^{\infty} i^{-2} \log ^{\delta}(1+i) \exp \left[\lambda \log ^{(\delta+2) /(p+2)}(1+i)\right]
\end{aligned}
$$

which is, however, infinite since $(\delta+2) /(p+2)>1$.

## 2. Proofs of Theorem 1.3 and Corollary 1.4

To derive (1.4) from (1.6), we shall adopt a cut-off argument to control the term $\|f\|_{\infty}$. To this end, we need the following lemma (see $[\mathbf{9}$, Lemma 2.2] or the proof of $[\mathbf{1 2}$, Proposition I.4.11]).

Lemma 2.1. Let $(E, \mathcal{F}, \mu)$ be a (not necessarily finite) measure space and let $(\mathcal{E}, \mathcal{D}(\mathcal{E}))$ be a Dirichlet form on $L^{2}(\mu)$. For any $f \in \mathcal{D}(\mathcal{E})$ and a sequence $\left\{f_{n}\right\}_{n \geqslant 1} \subset L^{2}(\mu)$ such that

$$
\sum_{n=1}^{n}\left|f_{n}(x)-f_{n}(y)\right| \leqslant|f(x)-f(y)|, \quad \sum_{n=1}^{\infty}\left|f_{n}\right| \leqslant|f|, \quad x, y \in E
$$

we have $f_{n} \in \mathcal{D}(\mathcal{E})$ for all $n \geqslant 1$ and $\sum_{n=1}^{\infty} \mathcal{E}\left(f_{n}, f_{n}\right) \leqslant \mathcal{E}(f, f)$.
Proof of Theorem 1.3 (1). (i) For any $f \in \mathcal{D}(\mathcal{E})$, define

$$
f_{n}=\operatorname{sgn}(f)\left\{\left(|f|-2^{n}\right)^{+} \wedge 2^{n}\right\}, \quad \bar{f}_{n}=\left(f \wedge 2^{n}\right) \vee\left(-2^{n}\right), \quad n \geqslant 1
$$

It is easy to see that, for every $N \geqslant 1$,

$$
\begin{equation*}
\bar{f}_{N}+\sum_{n=N}^{\infty} f_{n}=f \tag{2.1}
\end{equation*}
$$

We only verify this at points where $f \geqslant 0$ (otherwise, we simply use $-f$ in place of $f$ ). If $f \leqslant 2^{N}$, then the equation is trivial. If $f \in\left(2^{m}, 2^{m+1}\right]$ for some $m \geqslant N$, then the desired
equation becomes

$$
2^{N}+\sum_{n=N}^{m-1} 2^{n}+f-2^{m}=f
$$

which is also trivial. Next, for any $x, y \in E$ with $f(x) \geqslant f(y)$, we have $f_{n}(x) \geqslant f_{n}(y)$ and $\bar{f}_{n}(x) \geqslant \bar{f}_{n}(y), n \geqslant 1$. Then (2.1) implies that

$$
\begin{aligned}
\left|\bar{f}_{N}(x)-\bar{f}_{N}(y)\right|+\sum_{n=N}^{\infty}\left|f_{n}(x)-f_{n}(y)\right| & =\bar{f}_{N}(x)-\bar{f}_{N}(y)+\sum_{n=N}^{\infty}\left(f_{n}(x)-f_{n}(y)\right) \\
& =|f(x)-f(y)|
\end{aligned}
$$

Therefore, by Lemma 2.1 we obtain

$$
\begin{equation*}
\mathcal{E}\left(\bar{f}_{N}, \bar{f}_{N}\right)+\sum_{n=N}^{\infty} \mathcal{E}\left(f_{n}, f_{n}\right) \leqslant \mathcal{E}(f, f) \tag{2.2}
\end{equation*}
$$

(ii) We claim that there exists $c_{1}>0$ and a sequence $\left\{C_{N}>0\right\}_{N \geqslant 1}$ such that

$$
\begin{equation*}
\mu\left(\Phi\left(\bar{f}_{N}\right)\right) \leqslant \frac{1}{4}+C_{N} \mathcal{E}\left(\bar{f}_{N}, \bar{f}_{N}\right)+c_{1} \sum_{n=N-1}^{\infty} 4^{-n} \Phi\left(2^{n+2}\right) \mu\left(f_{n}^{2}\right) \tag{2.3}
\end{equation*}
$$

holds for all $N \geqslant 1$ and $f \in \mathcal{D}(\mathcal{E})$ with $\mu(f)=0,\|f\|_{\Phi}=1$. Firstly, by $(\Phi)$ there exists $c_{2}>0$ such that

$$
\Phi(f) \leqslant \frac{1}{4}+c_{2} f^{2}
$$

Then (1.6) implies that

$$
\begin{equation*}
\mu\left(\Phi\left(\bar{f}_{N}\right)\right) \leqslant \frac{1}{4}+c_{2} \alpha(r) \mathcal{E}\left(\bar{f}_{N}, \bar{f}_{N}\right)+c_{2} r 4^{N}+c_{2} \mu\left(\bar{f}_{N}\right)^{2}, \quad r>0 \tag{2.4}
\end{equation*}
$$

Next, let $c_{3}>0$ be such that $\Phi(s) \geqslant c_{3} s$ for $s \geqslant 2$. Since $\mu(f)=0$ and $\mu(\Phi(f))=1$, we obtain

$$
\mu\left(\bar{f}_{N}\right)^{2}=\mu\left(\operatorname{sgn}(f)\left(|f|-2^{N}\right)^{+}\right)^{2} \leqslant c_{3} \mu\left(\Phi(f) \mathbf{1}_{\left\{|f|>2^{N}\right\}}\right)
$$

Therefore, to prove (2.3), it remains to note that

$$
\Phi(f) \mathbf{1}_{\left\{|f|>2^{N}\right\}} \leqslant \sum_{n=N-1}^{\infty} 4^{-n} \Phi\left(2^{n+2}\right) \mu\left(f_{n}^{2}\right)
$$

This follows from the fact that

$$
\begin{equation*}
\Phi(f) \leqslant \Phi\left(2^{m+1}\right) \leqslant 4^{1-m} \Phi\left(2^{m+1}\right) f_{m-1}^{2} \quad \text { if }|f| \in\left(2^{m}, 2^{m+1}\right] \tag{2.5}
\end{equation*}
$$

(iii) We now consider $f_{n}$. For any $n \geqslant 1$, (1.6) implies that

$$
\begin{aligned}
\mu\left(f_{n}^{2}\right) & \leqslant \alpha(r) \mathcal{E}\left(f_{n}, f_{n}\right)+r 4^{n}+\mu\left(f_{n}\right)^{2} \\
& \leqslant \alpha(r) \mathcal{E}\left(f_{n}, f_{n}\right)+r 4^{n}+\mu\left(f_{n}^{2}\right) \mu\left(|f|>2^{n}\right) \\
& \leqslant \alpha(r) \mathcal{E}\left(f_{n}, f_{n}\right)+r 4^{n}+\mu\left(f_{n}^{2}\right) \Phi\left(2^{n}\right)^{-1}, \quad r>0
\end{aligned}
$$

Let $N_{0} \geqslant 1$ be such that $\Phi\left(2^{N_{0}}\right) \geqslant 2$. We obtain

$$
\begin{equation*}
\mu\left(f_{n}^{2}\right) \leqslant 2 \alpha(r) \mathcal{E}\left(f_{n}, f_{n}\right)+2 r 4^{n}, \quad r>0, n \geqslant N_{0} \tag{2.6}
\end{equation*}
$$

Next, by (2.5) we have

$$
\Phi(f) \leqslant \Phi\left(\bar{f}_{N}\right)+\sum_{n=N-1}^{\infty} 4^{-n} \Phi\left(2^{n+2}\right) \mu\left(f_{n}^{2}\right)
$$

Combining this with (2.3) and (2.6) and noting that $\mu(\Phi(f))=1$, for every $N \geqslant N_{0}+1$ we obtain that

$$
1 \leqslant \frac{1}{4}+C_{N} \mathcal{E}\left(\bar{f}_{N}, \bar{f}_{N}\right)+2\left(1+c_{1}\right) \sum_{n=N-1}^{\infty}\left\{\alpha\left(r_{n}\right) 4^{-n} \Phi\left(2^{n+2}\right) \mathcal{E}\left(f_{n}, f_{n}\right)+r_{n} \Phi\left(2^{n+2}\right)\right\}
$$

where $r_{n}>0$ for $n \geqslant N-1$. Taking $r_{n}=\alpha^{-1}\left(K 4^{n} \Phi\left(2^{n+2}\right)^{-1}\right)$, we arrive at

$$
\begin{aligned}
& 1 \leqslant \frac{1}{4}+C_{N} \mathcal{E}\left(\bar{f}_{N}, \bar{f}_{N}\right)+2\left(1+c_{1}\right) K \sum_{n=N-1}^{\infty} \mathcal{E}\left(f_{n}, f_{n}\right) \\
& +2\left(1+c_{1}\right) \sum_{n=N-1}^{\infty} \Phi\left(2^{n+2}\right) \alpha^{-1}\left(K 4^{n} \Phi\left(2^{n+2}\right)^{-1}\right) .
\end{aligned}
$$

Combining this with (2.2) and noting that (1.7) implies that

$$
\lim _{N \rightarrow \infty} \sum_{n=N-1}^{\infty} \Phi\left(2^{n+2}\right) \alpha^{-1}\left(K 4^{n} \Phi\left(2^{n+2}\right)^{-1}\right)=0
$$

we may find a sufficiently large $N$ such that

$$
1 \leqslant \frac{1}{2}+\left(C_{N}+2+2 c_{1}\right) \mathcal{E}(f, f), \quad \mu(f)=0,\|f\|_{\Phi}=1, f \in \mathcal{D}(\mathcal{E})
$$

This implies (1.4) for $C=2 C_{N}+4+4 c_{1}$.
Proof of Theorem 1.3 (2). Let $f \in \mathcal{D}(\mathcal{E})$ be such that $\mu(f)=0$ and $\mu(\Phi(f))=1$. Let $t:=\mu\left(f^{2}\right)>0$. Since $r^{2} \Phi(r)^{-1}$ is increasing in $r>0$, if $\|f\|_{\infty}^{2} \leqslant t / r$, then

$$
t=\mu\left(f^{2}\right) \leqslant \mu(\Phi(f))\left\|\frac{f^{2}}{\Phi(f)}\right\|_{\infty} \leqslant \frac{t}{r \Phi(\sqrt{t / r})}
$$

This implies that

$$
\mu\left(f^{2}\right) \leqslant r \Phi^{-1}(1 / r)^{2}\|f\|_{\Phi}^{2}+r\|f\|_{\infty}^{2}, \quad \mu(f)=0, f \in \mathcal{D}(\mathcal{E})
$$

The proof is completed by combining this with (1.4).

Remark 2.2. In general, for any sequence $\delta_{n} \uparrow \infty$ as $n \uparrow \infty$, by repeating the proof of Theorem 1.3 with

$$
f_{n}:=\operatorname{sgn}(f)\left\{\left(|f|-\delta_{n}\right)^{+} \wedge\left(\delta_{n+1}-\delta_{n}\right)\right\}, \quad n \geqslant 1
$$

one may obtain a corresponding sufficient condition generalizing (1.7) for (1.4) to hold. Here we take $\delta_{n}:=2^{n}$, since it makes representations much simpler and, more importantly, the resulting estimates of $\Phi$ are sharp, as illustrated by the examples in $\S 1$.

Proof of Corollary 1.4. We prove only (1), since the proof of (2) is similar and simpler. Moreover, since the claimed equivalence between the convergence of $P_{t}$ and (1.6) is included in [15, Corollary 2.4], we need only to prove the equivalence of (1.4) and (1.6) for the specific $\alpha(r):=c \log ^{\delta}\left(1+r^{-1}\right)$ and $\Phi(r):=r^{2} \log ^{-\delta}\left(\mathrm{e}+r^{2}\right)$. For any $K>0$,

$$
\begin{aligned}
\alpha^{-1}\left(K \Phi\left(2^{n+2}\right)^{-1} 4^{n}\right) \Phi\left(2^{n+2}\right) & =\alpha^{-1}\left(K 4^{-1} \log ^{\delta}\left(\mathrm{e}+4^{n+2}\right)\right) 4^{n+2} \log ^{-\delta}\left(\mathrm{e}+4^{n+2}\right) \\
& \leqslant \frac{4^{n+2}}{\exp \left[(K / 4 c)^{1 / \delta} \log \left(\mathrm{e}+4^{n+2}\right)\right]-1}
\end{aligned}
$$

Therefore, for any $K>4 c$, (1.7) holds and, hence, (1.6) implies (1.4).
On the other hand, if (1.4) holds, then Theorem 1.3 (2) implies (1.6) for

$$
\alpha(r)=C r \Phi^{-1}\left(r^{-1}\right)^{2} \leqslant c \log ^{\delta}\left(1+r^{-1}\right)
$$

for some $c>0$ and all $r \in(0,1]$. The proof is thus complete, since (1.6) is trivial for $r \geqslant 1$ and any $\alpha(r) \geqslant 0$.

## 3. Concentration of measure $\mu$

In this section we aim to derive concentration estimates of $\mu$ from the inequality (1.4) (or (1.5)). To this end, as in [1], we first introduce the class of distance-like reference functions.

Definition 3.1. Let $(E, \mathcal{F}, \mu)$ be a probability space and let $(\mathcal{E}, \mathcal{D}(\mathcal{E}))$ be a conservative symmetric Dirichlet form on $L^{2}(\mu)$. Let

$$
\mathcal{D}\left(\boldsymbol{L}_{\mathcal{E}}\right):=\left\{f \in \mathcal{F}: f_{n}:=(f \wedge n) \vee(-n) \in \mathcal{D}(\mathcal{E}), n \geqslant 1\right\}
$$

For $f \in \mathcal{D}\left(\boldsymbol{L}_{\mathcal{E}}\right)$, the following quantity is called the $\mathcal{E}$-Lipschitz constant of $f$ :

$$
\boldsymbol{L}_{\mathcal{E}}(f):=\underline{l i m}_{n \rightarrow \infty} \sup \left\{\mathcal{E}\left(f_{n} g, f_{n}\right)-\frac{1}{2} \mathcal{E}\left(f_{n}^{2}, g\right): g \in \mathcal{D}(\mathcal{E}), \mu(|g|) \leqslant 1\right\}^{1 / 2}
$$

Remark 3.2. Let $E$ be a complete Riemannian manifold with $\mu$ a probability measure equivalent to the volume measure $\mathrm{d} x$. Let

$$
\mathcal{E}(f, g):=\mu(\langle\nabla f, \nabla g\rangle), \quad f, g \in W^{2,1}(\mu)
$$

Then $\boldsymbol{L}_{\mathcal{E}}(f)=\|\nabla f\|_{\infty}=\operatorname{Lip}(f)$ for any Lipschitz continuous function $f$ (see [21, Proposition 1.2.2]).

Remark 3.3. Let $q \in L^{1}(\mu \times \mu)$ be non-negative such that $q(x, y)=q(y, x)$ for $x, y \in E$. Define

$$
\begin{aligned}
\mathcal{E}(f, g) & :=\frac{1}{2} \int_{E \times E}(f(x)-f(y))(g(x)-g(y)) q(x, y) \mu(\mathrm{d} x) \mu(\mathrm{d} y) \\
\mathcal{D}(\mathcal{E}) & :=\left\{f \in L^{2}(\mu): \mathcal{E}(f, f)<\infty\right\}
\end{aligned}
$$

Then $(\mathcal{E}, \mathcal{D}(\mathcal{E}))$ is a symmetric Dirichlet form and $\mathcal{D}\left(\boldsymbol{L}_{\mathcal{E}}\right)$ coincides with the class of measurable functions on $E$. Moreover, for $f \in \mathcal{D}\left(\boldsymbol{L}_{\mathcal{E}}\right)$ one has (see [21, Proposition 1.2.3])

$$
\boldsymbol{L}_{\mathcal{E}}(f)^{2}=\frac{1}{2} \operatorname{ess}_{\mu} \sup _{x} \int|f(x)-f(y)|^{2} q(x, y) \mu(\mathrm{d} y) .
$$

To study the concentration of $\mu$ in terms of $\rho$ with $L_{\mathcal{E}}(\rho) \leqslant 1$, we make use of the following assumption instead of $(\Phi)$ :
$\left(\Phi^{\prime}\right) \Phi$ is convex, continuous and strictly increasing, $\Phi(0)=0, \lim _{s \rightarrow \infty} \Phi(s)=\infty$ and $\lim _{s \rightarrow \infty} \Phi(s)^{-1} s^{2}=\infty$.

Proposition 3.4. Assume that ( $\Phi^{\prime}$ ) holds and let

$$
\Psi(r)=\int_{r}^{1} \Phi^{-1}\left(2 s^{-1}\right)^{2} \mathrm{~d} s, \quad r \in(0,1)
$$

Then, for any $\rho \geqslant 0$ with $\boldsymbol{L}_{\mathcal{E}}(\rho) \leqslant 1$, (1.4) implies that

$$
\mu(\rho \geqslant t) \leqslant \Psi^{-1}(c t), \quad t \geqslant N
$$

for some $c, N>0$. Consequently, if $\Phi(s)=s^{2} \log ^{-\delta}\left(\mathrm{e}+s^{2}\right)$ for some $\delta>0$, then

$$
\mu(\rho \geqslant t) \leqslant \exp \left[-\lambda t^{2 /(2+\delta)}\right]
$$

for some $\lambda>0$ and all sufficiently large $t$.
Proof. (i) For any $t, r>0$, let $\rho_{t, r}=(\rho-t)^{+} \wedge r$. We have (see [1] or [21, Lemma 1.2.4])

$$
\mathcal{E}\left(\rho_{t, r}, \rho_{t, r}\right) \leqslant 2 \mu(t \leqslant \rho \leqslant t+r), \quad t, r>0 .
$$

Thus, it follows from (1.4) that

$$
\left\|\rho_{t, r}-\mu\left(\rho_{t, r}\right)\right\|_{\Phi}^{2} \leqslant 2 C \mu(t \leqslant \rho \leqslant t+r)
$$

On the other hand, if $f g=0$, then

$$
\mu\left(\Phi\left(\frac{f+g}{\lambda}\right)\right)=\mu\left(\Phi\left(\frac{f}{\lambda}\right)\right)+\mu\left(\Phi\left(\frac{g}{\lambda}\right)\right), \quad \lambda>0
$$

We obtain $\|f+g\|_{\Phi} \geqslant\|f\|_{\Phi} \vee\|g\|_{\Phi}$. Moreover, the convexity of $\Phi$ implies the triangle inequality for $\|\cdot\|_{\Phi}$. Hence,

$$
\begin{aligned}
\left\|\rho_{t, r}-\mu\left(\rho_{t, r}\right)\right\|_{\Phi} & =\left\|\mu\left(\rho_{t, r}\right) \mathbf{1}_{\{\rho \leqslant t\}}+\left(\rho_{t, r}-\mu\left(\rho_{t, r}\right)\right) \mathbf{1}_{\{\rho>t\}}\right\|_{\Phi} \\
& \geqslant \frac{1}{2}\left(\left\|\mu\left(\rho_{t, r}\right) \mathbf{1}_{\{\rho \leqslant t\}}\right\|_{\Phi}+\left\|\left(\rho_{t, r}-\mu\left(\rho_{t, r}\right)\right) \mathbf{1}_{\{\rho>t\}}\right\|_{\Phi}\right) \\
& \geqslant \frac{1}{2}\left\{\mu\left(\rho_{t, r}\right) \mu(\rho \leqslant t)+\left\|\rho_{t, r}\right\|_{\Phi}-\mu\left(\rho_{t, r}\right) \Phi(1) \mu(\rho>t)\right\} \geqslant \frac{1}{2}\left\|\rho_{t, r}\right\|_{\Phi}
\end{aligned}
$$

provided that $\mu(\rho>t) \leqslant 1 /(1+\Phi(1))$. We thus obtain

$$
\begin{equation*}
\left\|\rho_{t, r}\right\|_{\Phi}^{2} \leqslant C_{1} \mu(t \leqslant \rho \leqslant t+r), \quad \text { if } r>0, \mu(\rho \geqslant t) \leqslant \frac{1}{1+\Phi(1)} \tag{3.1}
\end{equation*}
$$

Next, since $\Phi(t)^{-1} t^{-2} \rightarrow 0$ as $t \rightarrow \infty$ according to $\left(\Phi^{\prime}\right)$, we have $\lim _{t \rightarrow \infty} \Phi^{-1}(2 t)^{2} t^{-1}=$ $\infty$. Therefore, there exists $\varepsilon_{0} \in(0,1 /(1+\Phi(1))]$ such that

$$
\begin{equation*}
\Phi^{-1}\left(2 s^{-1}\right)^{2} \geqslant 2 s^{-1}, \quad s \in\left(0, \varepsilon_{0}\right] \tag{3.2}
\end{equation*}
$$

(ii) Now let $t_{0}>0$ such that $\mu\left(\rho \geqslant t_{0}\right) \leqslant \varepsilon_{0}$, and $t_{i}:=t_{0}+i, i \geqslant 0$. Without loss of generality, we assume that $\mu\left(\rho=t_{i}\right)=0$ for all $i \geqslant 0$, since the set $\{t>0: \mu(\rho=t)>0\}$ is either finite or countable, and $\left\{t_{i}\right\}$ can be uniformly approximated by sequences in $\{t>0: \mu(\rho=t)=0\}$.

Let $a_{i}:=\mu\left(\rho \geqslant t_{i}\right), i \geqslant 0$. By (3.1) and setting $\mu\left(\rho=t_{i}\right)=0$, we obtain

$$
\Phi^{-1}\left(a_{i+1}^{-1}\right)^{-2}=\left\|\mathbf{1}_{\left[t_{i+1}, \infty\right)}(\rho)\right\|_{\Phi}^{2} \leqslant\left\|\rho_{t_{i}, 1}\right\|_{\Phi}^{2} \leqslant C_{1}\left(a_{i}-a_{i+1}\right), \quad i \geqslant 0
$$

This implies that

$$
C_{1}^{-1} \leqslant \Phi^{-1}\left(a_{i+1}^{-1}\right)^{2}\left(a_{i}-a_{i+1}\right), \quad i \geqslant 0
$$

If $a_{i+1} \geqslant \frac{1}{2} a_{i}$, then

$$
\begin{equation*}
\frac{1}{C_{1}} \leqslant \Phi^{-1}\left(2 a_{i}^{-1}\right)^{2}\left(a_{i}-a_{i+1}\right) \leqslant \int_{a_{i+1}}^{a_{i}} \Phi^{-1}\left(2 s^{-1}\right)^{2} \mathrm{~d} s \tag{3.3}
\end{equation*}
$$

If $a_{i+1}<\frac{1}{2} a_{i}$, then

$$
\begin{equation*}
\int_{a_{i+1}}^{a_{i}} \frac{2}{s} \mathrm{~d} s \geqslant \frac{2\left(a_{i}-a_{i+1}\right)}{a_{i}} \geqslant 1 \tag{3.4}
\end{equation*}
$$

Combining (3.3) and (3.4) with (3.2), we obtain

$$
\begin{equation*}
c:=1 \wedge \frac{1}{C_{1}} \leqslant \int_{a_{i+1}}^{a_{i}}\left\{\Phi^{-1}\left(2 s^{-1}\right)^{2} \vee \frac{2}{s}\right\} \mathrm{d} s=\int_{a_{i+1}}^{a_{i}} \Phi^{-1}\left(2 s^{-1}\right)^{2} \mathrm{~d} s, \quad i \geqslant 0 \tag{3.5}
\end{equation*}
$$

Now, for any $t \geqslant t_{0}+1$, let $k:=\min \left\{n \in \mathbb{N}: n \leqslant t-t_{0}\right\}$. By (3.5) we have

$$
c\left(t-t_{0}-1\right) \leqslant \sum_{i=0}^{k-1} \int_{a_{i+1}}^{a_{i}} \Phi^{-1}\left(2 s^{-1}\right)^{2} \mathrm{~d} s \leqslant \int_{\mu(\rho \geqslant t)}^{a_{0}} \Phi^{-1}\left(2 s^{-1}\right)^{2} \mathrm{~d} s
$$

This implies that

$$
\Psi(\mu(\rho \geqslant t)) \geqslant c_{1} t
$$

for some constant $c_{1}>0$ and sufficiently large $t$. Hence, the first assertion holds.
(iii) If $\Phi(s)=s^{2} \log ^{-\delta}\left(\mathrm{e}+s^{2}\right)$, then there exist $c_{2}, c_{3}>0$ such that

$$
\begin{aligned}
\Psi(r) & =\int_{r}^{1} \Phi^{-1}\left(2 s^{-1}\right)^{2} \mathrm{~d} s \\
& \geqslant c_{2} \int_{r}^{1} \frac{1}{s} \log ^{\delta / 2}\left(\mathrm{e}+s^{-2}\right) \mathrm{d} s \\
& \geqslant c_{2} \int_{r}^{1} \frac{\mathrm{~d}}{\mathrm{~d} s}\left\{-\frac{1}{(\delta+2)(\mathrm{e}+1)} \log ^{(\delta+2) / 2}\left(\mathrm{e}+s^{-2}\right)\right\} \mathrm{d} s \\
& \geqslant c_{3} \log ^{(\delta+2) / 2}\left(\mathrm{e}+r^{-2}\right)
\end{aligned}
$$

for sufficiently small $r>0$. Therefore, there exists $c_{4}>0$ such that, for sufficiently large $t>0$,

$$
\Psi^{-1}(t) \leqslant\left\{\exp \left[\left(t / c_{3}\right)^{2 /(2+\delta)}\right]-\mathrm{e}\right\}^{-1 / 2} \leqslant \exp \left[-c_{4} t^{2 /(\delta+2)}\right] .
$$

Then the second assertion follows from the first.
It is easy to see from Proposition 3.4 that if (1.5) holds for some $p \in[1,2)$, then $\mu(\rho \geqslant t) \leqslant c t^{-p /(p-2)}$ for some $c>0$ and all $t>0$. The next result is considerably better than this, and is sharp, as illustrated by the examples in $\S 1$.

Proposition 3.5. Let $\rho \geqslant 0$ such that $\boldsymbol{L}_{\mathcal{E}}(\rho) \leqslant 1$. If $\mu\left(\rho^{\varepsilon}\right)<\infty$ for some $\varepsilon>0$ and (1.5) holds for some $p \in[1,2)$, then $\mu\left(\rho^{2 p /(2-p)}\right)<\infty$.

Proof. Without loss of generality, we assume that $\rho \geqslant 1$ (otherwise, we use $1+\rho$ in place of $\rho$ ). Let

$$
h(t):=\mu\left(\rho^{t}\right), \quad h_{n}(t):=\mu\left((\rho \wedge n)^{t}\right), \quad n \geqslant 1, t>0 .
$$

By (1.5) and [21, Lemma 1.2.4],

$$
\begin{equation*}
\mu\left(\left|(\rho \wedge n)^{t}-h_{n}(t)\right|^{p}\right) \leqslant\left[2 C(t-1)^{2} h_{n}(2(t-1))\right]^{p / 2} . \tag{3.6}
\end{equation*}
$$

Since $p<2$, there exists $c(p)>0$ such that

$$
\begin{equation*}
\left[2 C(t-1)^{2} h_{n}(2(t-1))\right]^{p / 2} \leqslant \frac{1}{2 p} h_{n}(t p)+c(p), \quad t \leqslant \frac{2}{2-p} . \tag{3.7}
\end{equation*}
$$

Here, we have used the fact that $\rho^{2(t-1)} \leqslant \rho^{t p}$ for $t \leqslant 2 /(2-p)$ since $\rho \geqslant 1$. Moreover,

$$
\mu\left(\left|(\rho \wedge n)^{t}-h_{n}(t)\right|^{p}\right)+h_{n}(t)^{p} \geqslant \frac{1}{p} \mu\left((\rho \wedge n)^{t p}\right) .
$$

Combining this with (3.6) and (3.7), we obtain

$$
h_{n}(t p) \leqslant C(p)\left(1+h_{n}(t)\right)^{p}, \quad t \in\left[\varepsilon, \frac{2}{2-p}\right],
$$

for some constant $C(p)>0$. Letting $n \rightarrow \infty$, we have

$$
\begin{equation*}
h(t p) \leqslant C(p)(1+h(t))^{p}, \quad t \in\left[\varepsilon, \frac{2}{2-p}\right] \tag{3.8}
\end{equation*}
$$

Since $h(\varepsilon)<\infty$, this implies that $h\left(\varepsilon p^{k+1}\right)<\infty$ for all $k \geqslant 0$ such that $\varepsilon p^{k} \leqslant 2 /(2-p)$. Let $k_{0}$ be the largest integer such that $\varepsilon p^{k_{0}} \leqslant 2 /(2-p)$. We have $h\left(\varepsilon p^{k_{0}+1}\right)<\infty$ and $\varepsilon p^{k_{0}+1}>2 /(2-p)$. Therefore, $h(2 /(2-p))<\infty$. The proof is thus completed by taking $t=2 /(2-p)$ in (3.8).

## 4. Non-conservative Dirichlet forms

For non-conservative Dirichlet forms we have either $1 \notin \mathcal{D}(\mathcal{E})$ (e.g. the Dirichlet form of the Dirichlet Laplacian on a manifold with boundary) or $1 \in \mathcal{D}(\mathcal{E})$ but $\mathcal{E}(1,1)>0$ (e.g. the Dirichlet form of a Schrödinger operator with negative potential). In these cases we consider the following inequality instead of (1.4):

$$
\begin{equation*}
\|f\|_{\Phi}^{2} \leqslant C \mathcal{E}(f, f), \quad f \in \mathcal{D}(\mathcal{E}) \tag{4.1}
\end{equation*}
$$

To study this inequality, we use the following type of weak Poincaré inequality introduced in [19]:

$$
\begin{equation*}
\mu\left(f^{2}\right) \leqslant \alpha(r) \mathcal{E}(f, f)+r\|f\|_{\infty}^{2}, \quad r>0, f \in \mathcal{D}(\mathcal{E}) \tag{4.2}
\end{equation*}
$$

Theorem 4.1. Assume $(\Phi)$ but without the condition $\liminf _{s \rightarrow \infty} \Phi(s) / s>0$. Then all results in Theorem 1.3 hold for (4.1) and (4.2) in place of (1.4) and (1.6), respectively. Consequently, we have the following.
(1) Let $\delta>0$. Then (4.2) holds for $\alpha(r)=c \log ^{\delta}\left(1+r^{-1}\right)$ for some $c>0$ if and only if (4.1) holds for $\Phi(r)=r^{2} \log ^{-\delta}\left(\mathrm{e}+r^{2}\right)$ and some $C>0$. Both inequalities are equivalent to the sub-exponential convergence

$$
\left\|P_{t}\right\|_{\infty \rightarrow 2} \leqslant c_{1} \exp \left[-c_{2} t^{1 /(1+\delta)}\right], \quad t>0
$$

for some $c_{1}, c_{2}>0$.
(2) Let $\theta>0$. Then (4.2) with $\alpha(r)=c r^{-\theta}$, which is equivalent to $\left\|P_{t}\right\|_{\infty \rightarrow 2} \leqslant c^{\prime} t^{-1 / \theta}$ for some $c^{\prime}>0$ and all $t>0$, implies that

$$
\begin{equation*}
\mu\left(|f|^{p}\right)^{2 / p} \leqslant C \mathcal{E}(f, f), \quad f \in \mathcal{D}(\mathcal{E}) \tag{4.3}
\end{equation*}
$$

for any $p \in(0,2 /(1+\theta))$ and some constant $C$ depending on $p$. On the other hand, (4.3) with $p=2 /(1+\theta)$ implies (4.2) with $\alpha(r)=c r^{-\theta}$ for some $c>0$.

Proof. Simply note that in the present case the formula (2.3) in the proof of Theorem 1.3 (1) reduces to

$$
\begin{equation*}
\mu\left(\Phi\left(\bar{f}_{N}\right)\right) \leqslant \frac{1}{4}+C_{N} \mathcal{E}\left(\bar{f}_{N}, \bar{f}_{N}\right), \quad f \in \mathcal{D}(\mathcal{E}),\|f\|_{\Phi}=1 \tag{4.4}
\end{equation*}
$$

and the remainder of the proof of Theorem 1.3 is valid without the last assumption in $(\Phi)$.

Proposition 4.2. Assume ( $\Phi^{\prime}$ ) but without the convexity of $\Phi$. Proposition 3.4 holds for (4.1) in place of (1.4) and, for any $p \in(0,2)$, the result in Proposition 3.5 holds for (4.3) in place of (1.5).

To prove this proposition, one needs only to use (4.1) and (4.3) to replace (1.4) and (1.5), respectively, in the proofs of Propositions 3.4 and 3.5. Therefore we omit the proof.

Finally, we present below two examples in which, unlike in the situation for (1.5), (4.3) can also be described for $p<1$.

Example 4.3. We use the situation of Example 1.5 but set $E=[0, \infty)$ and $\mathcal{D}(\mathcal{E})=$ $\left\{f \in W^{2,1}([0, \infty) ; \mu): f(0)=0\right\}$. Then, for any $\delta>0,(4.3)$ holds for $p \in(0,2 \sigma /(\sigma+2))$ but does not hold for $p=2 \sigma /(\sigma+2)$.

Proof. Let us extend functions in $\mathcal{D}(\mathcal{E})$ onto $\mathbb{R}$ by setting $\left.f\right|_{(-\infty, 0]}=0$ and letting $\tilde{\mu}$ be the probability measure in Example 1.5. By (1.6) with $\alpha(r)=c r^{-2 / \sigma}$ indicated in Example 1.5 and noting that $\tilde{\mu}(f)^{2} \leqslant \frac{1}{2} \tilde{\mu}\left(f^{2}\right)$ for $f \in \mathcal{D}(\mathcal{E})$, we obtain (4.2) for $\alpha(r)=c^{\prime} r^{-2 / \sigma}$ for some $c^{\prime}>0$. The desired assertions are then direct consequences of Theorem 4.1 and Proposition 4.2.

Example 4.4. We use the situation of Example 1.7 (1) but consider $\delta \in(1,2)$ and the Dirichlet form with $\mathcal{D}(\mathcal{E})=\left\{f \in L^{2}(\mu): \mathcal{E}(f, f)<\infty, f(0)=0\right\}$. Then (4.3) holds for all $p \in(0,2(\delta-1))$ but fails when $p=2(\delta-1)$. The proof is similar to that of Example 4.3 by noting that in the present setting

$$
\mu(f)^{2} \leqslant \mu\left(f^{2}\right)\left(1-\mu_{0}\right)
$$

## 5. Applications to porous media equations

Let $p \in(0,2)$. Consider the differential equation

$$
\begin{equation*}
\partial_{t} u(t, \cdot)=L\left\{u(t, \cdot)^{m}\right\}, \quad u(0, \cdot)=f \tag{5.1}
\end{equation*}
$$

where $m>1, f$ is a bounded measurable function on $E$ and $u^{m}:=\operatorname{sgn}(u)|u|^{m}$. In particular, if $L=\Delta$ on $\mathbb{R}^{d}$ or a regular domain with Dirichlet or Neumann boundary condition, then (5.1) is called the porous medium equation (see, for example, $[\mathbf{3}, \mathbf{1 3}]$ and references within).
We call $T_{t} f:=u(t, \cdot)$ a solution to (5.1) if $u(t, \cdot)^{m} \in \mathcal{D}(L)$ for $t>0$ and $u^{m} \in$ $L_{\mathrm{loc}}^{1}([0, \infty) \rightarrow \mathcal{D}(\mathcal{E}) ; \mathrm{d} t)$ such that, for any $g \in \mathcal{D}(\mathcal{E})$,

$$
\mu(u(t, \cdot) g)=\mu(f g)-\int_{0}^{t} \mathcal{E}\left(g, u(s, \cdot)^{m}\right) \mathrm{d} s, \quad t>0
$$

In general, since $(L, \mathcal{D}(L))$ is a Dirichlet operator, one has (see [7, p. 242])

$$
\begin{equation*}
\mu\left(f^{l} L f^{m}\right) \leqslant-\frac{4 l m}{(l+m)^{2}} \mathcal{E}\left(f^{(l+m) / 2}, f^{(l+m) / 2}\right) \tag{5.2}
\end{equation*}
$$

for $l, m>0$ and $f$ such that $f^{m} \in \mathcal{D}(L)$ and $f^{(l+m) / 2} \in \mathcal{D}_{\mathrm{e}}(\mathcal{E})$, where $\mathcal{D}_{\mathrm{e}}(\mathcal{E})$ is the extended domain (see $[\mathbf{8}]$ ). If, in particular, $L$ is a second-order elliptic differential operator on a Riemannian manifold such that $\mathcal{E}(f, g)=\mu(\langle\nabla f, \nabla g\rangle)$ for $f, g \in \mathcal{D}(\mathcal{E})$, then the equality in (5.2) holds by the chain rule.

Proposition 5.1. Assume that, for any bounded $f \in \mathcal{D}(L)$, Equation (5.1) has a unique solution, $T_{t} f$.
(1) Let $p \in(1,2)$ and $m=3-p$. If (1.5) holds, then

$$
\begin{equation*}
\mu\left(\left|T_{t} f\right|^{p}\right) \leqslant\left\{\mu\left(|f|^{p}\right)^{(p-2) / p}+\frac{(p-1)(2-p)(3-p) t}{C}\right\}^{-p /(2-p)}, \quad t \geqslant 0, \mu(f)=0 \tag{5.3}
\end{equation*}
$$

If the equality in (5.2) holds, then the converse is true.
(2) Let $p \in(1,2)$ and $m=3-p$. Assertions in (1) hold for (4.3) in place of (1.5) and for (5.3) without the restriction $\mu(f)=0$.
(3) Let $p \in(0,2)$ and $m=(4-p) / p$. Then (4.3) implies that

$$
\begin{equation*}
\mu\left(\left(T_{t} f\right)^{2}\right) \leqslant\left\{\mu\left(f^{2}\right)^{(p-2) / p}+\frac{(4-p)(2-p)}{2 C} t\right\}^{-p /(2-p)}, \quad t \geqslant 0 \tag{5.4}
\end{equation*}
$$

and the converse is true, provided that the equality in (5.2) holds.
Proof. We first prove (1). Let $f \in \mathcal{D}(L)$ with $\mu(f)=0$. By (1.5) and (5.2), we have

$$
\begin{aligned}
\frac{\mathrm{d}}{\mathrm{~d} t} \mu\left(\left|T_{t} f\right|^{p}\right) & =p \mu\left(\left(T_{t} f\right)^{p-1} L\left\{\left(T_{t} f\right)^{3-p}\right\}\right) \\
& \leqslant-p(p-1)(3-p) \mathcal{E}\left(T_{t} f, T_{t} f\right) \\
& \leqslant-\frac{p(p-1)(3-p)}{C} \mu\left(\left|T_{t} f\right|^{p}\right)^{2 / p}
\end{aligned}
$$

This implies (5.3). Since the equality in (5.3) holds at $t=0$, the inequality remains true by taking derivatives with respect to $t$ at $t=0$ for both sides. Combining with the equality in (5.2), we obtain (1.5).

Since the proof of (2) is completely similar to that of (1), it remains to prove (3). By (4.3) we have

$$
\begin{aligned}
\frac{\mathrm{d}}{\mathrm{~d} t} \mu\left(\left(T_{t} f\right)^{2}\right) & =-2 \mathcal{E}\left(T_{t} f,\left(T_{t} f\right)^{(4-p) / p}\right) \\
& \leqslant-\frac{(4-p) p}{2} \mathcal{E}\left(\left(T_{t} f\right)^{2 / p},\left(T_{t} f\right)^{2 / p}\right) \\
& \leqslant-\frac{(4-p) p}{2 C} \mu\left(\left(T_{t} f\right)^{2}\right)^{2 / p}
\end{aligned}
$$

This implies (5.4). If the equality in (5.2) holds, then, as explained above, one may take the derivative at $t=0$ to derive the converse.

Acknowledgements. The author thanks Professors J. Dolbeault, I. Gentil and A. Guilin for their warm hospitality and useful conversations, and the referee is thanked for corrections. This research was supported in part by the Creative Research Group Fund of the National Natural Science Foundation of China (Grant no. 10121101), $\operatorname{RFDP}(20040027009)$ and the 973-Project.

## References

1. S. Aida, T. Masuda and I. Shigekawa, Logarithmic Sobolev inequalities and exponential integrability, J. Funct. Analysis 126 (1994), 83-101.
2. S. G. Bobkov, and F. Götze, Exponential integrability and transportation cost related to logarithmic Sobolev inequalities, J. Funct. Analysis 163 (1999), 1-28.
3. M. Bonforte and G. Grillo, Asymptotics of the porous media equation via Sobolev inequalities, J. Funct. Analysis 225 (2005), 33-62.
4. D. Chafai, Entropies, convexity, and functional inequalities: on $\Phi$-entropies and $\Phi$ Sobolev inequalities, J. Math. Kyoto Univ. 44 (2004), 325-363.
5. M.-F. Chen, Variational formulas of Poincaré-type inequalities in Banach spaces of functions on the line, Acta Math. Sinica 18 (2002), 417-436.
6. M.-F. Chen, Variational formulas of Poincaré-type inequalities for birth-death processes, Acta Math. Sinica 19 (2003), 625-664.
7. J. D. Deuschel and D. W. Stroock, Large deviations, Pure and Applied Mathematics Series, Volume 137 (Academic, San Diego, CA, 1989).
8. M. Fukushima, Y. Oshima and M. Takeda, Dirichlet forms and symmetric Markov processes (Walter de Gruyter, Berlin, 1994).
9. F.-Z. Gong and F.-Y. Wang, Functional inequalities for uniformly integrable semigroups and application to essential spectrums, Forum Math. 14 (2002), 293-313.
10. L. Gross, Logarithmic Sobolev inequalities, Am. J. Math. 97 (1976), 1061-1083.
11. R. LataŁa and K. Oleszkiewicz, Between Sobolev and Poincaré, Lecture Notes in Mathematics, Volume 1745, pp. 147-168 (Springer, 2000).
12. Z.-M. Ma and M. Röckner, Introduction to the theory of (non-symmetric) Dirichlet forms (Springer, 1992).
13. F. Отто, The geometry of dissipative evolution equations: the porous medium equation, Commun. PDEs 26 (2001), 101-174.
14. C. Roberto and B. Zegarlinski, Orlicz-Sobolev inequalities for sub-Gaussian measures and ergodicity of Markov semi-groups, J. Funct. Analysis 243 (2007), 28-66.
15. M. Röckner and F.-Y. Wang, Weak Poincaré inequalities and $L^{2}$-convergence rates of Markov semigroups, J. Funct. Analysis 185 (2001), 564-603.
16. F.-Y. WANG, Functional inequalities for empty essential spectrum, J. Funct. Analysis 170 (2000), 219-245.
17. F.-Y. WANG, Functional inequalities, semigroup properties and spectrum estimates, Inf. Dimen. Analysis Quant. Prob. Rel. Topics 3 (2000), 263-295.
18. F.-Y. WANG, Latała-Oleszkiewicz inequalities, PhD Thesis, Beijing Normal University (2003).
19. F.-Y. Wang, Functional inequalities for the decay of sub-Markov semigroups, Potent. Analysis 18 (2003), 1-23.
20. F.-Y. Wang, A generalization of Poincaré and log-Sobolev inequalities, Potent. Analysis 22 (2005), 1-15.
21. F.-Y. WANG, Functional inequalities, Markov properties and spectral theory (Scientific Press, Beijing and New York, 2005).
