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èvo-NORMS FOR SOME TRIANGULAR MATRICES 

B. E. RHOADES 

ABSTRACT. In this paper we obtain the &vo-norms for several well-known classes 
of matrix operators. 

In a series of papers [14], [15], and [7] the author obtained the norms of generalized 
Hausdorff matrices, considered as bounded operators on £p spaces, 1 < p < oo. The 
£°° and tx norms have been known for some time. In this paper we focus on the last 
remaining common sequence space—bvo := {x : lim„x„ = 0 and £ \xn — xn+\ | < oo}. 
An equivalent norm on the space is £ \xn — JCW_11. However, we shall use the former 
one, since it enjoys a greater symmetry and is the one commonly used. We shall also use 
the corresponding form for the bvo norm of linear operators. Necessary and sufficient 
conditions for an infinite matrix A to be a bounded operator on bvo are that A have null 
columns and that 

(1) sup £ XI ank — Gn+ljc 
k=0 

< OO, 

and (1) is the norm. See, e.g. [16]. 

Since all norms considered in this paper will be in Z?vo, we shall simply write the bvo 
norm as || • ||, rather than || • ||̂ Vo. 

Our first norm result will be established for certain lower triangle matrices. 

THEOREM 1. Let A be a lower triangular matrix with non-negative entries, zero 

column limits, decreasing row sums, and satisfying 

^2(ank — a„+\tk) > Ofor each 0 < r < n, n = 0,1,2, 

Then \\A\\ = a00. 
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PROOF. For any N = 0 , 1 , . . . , 

N 

E 
n=0l 

^2(ank — an+ijc) 
k=0 

= J2 J2(ank - an+i,k) 
n=0k=0 

r N 
= Z) 12(ank ~ fl/i+u) 

k=0n=0 
r 

— z2(a0k — ÛN+lJc) 
k=0 

r 
= #00 — J2^N+l,k 

k=0 

and ||A|| < «oo-
On the other hand, 

>E 
n=0l 

J2(ank — an+it) 
k=0 

— Yl(an0 ~ fl/i+l,o) = #00-
n=0 

As a corollary of Theorem 1 we obtain the norm result for certain Nôrlund matrices. 
A Nôrlund matrix is a lower triangular matrix with non-zero entries of the form ank — 
pn_k/Pn, where {pn} is a real or complex sequence such that Pn := T,k=oPk ¥" 0 for 
each n. 

COROLLARY 1. Let A be a Nôrlund matrix generated by a positive monotone de­
creasing sequence {pn}- Then \\A\\ — 1. 

PROOF. A is a triangle with row sums 1. Since {pn} is monotone decreasing, Pn > 
(n + l)pn and pn/Pn —> 0. Thus ank = pn^k/Pn < pn_k/Pn_k and A has zero column 
limits. 

XI (ank — an+i,k) 
k=0 

A fPn-k Pn+l-k\ 

k=0\ Pn Pn+l J 

> S H(Pn-k -Pn+l-k) > 0, 

and the result follows from Theorem 1. 

THEOREM 2. Let A be a lower triangular matrix with entries ank := cnf~
k for 0 < 

k < n, where 0 < / < 1 and {cn} is a non-negative, decreasing sequence such that 
{(n + l)cn} is also decreasing. Then \\A\\ = CQ. 

PROOF. A has non-negative entries and zero column limits. For any 0 < r < n, 

X>«* - an+hk) = J2(cnf-
k - cn+lf

+l*) 
k=0 k=0 

= Y,f-k{cn-tcn+x) 
fc=0 

> E ^ " * ( c „ - c n + i ) > 0 . 
fc=0 
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The result will follow from Theorem 1 upon showing that the row sums are decreasing. 
ForO<f < 1, 

hCnk~ (/i + Dd-O' 
and it will be sufficient to show that g(t) := c„-cw+i-cn*n+1+cll+i*/l+2 > OforO < t < 1. 
This is true since g is decreasing in t and g(l) = 0. 

For t = 1 the row sums are (n + \)cn, which decrease in n by hypothesis. 
As corollaries of Theorem 2 we obtain norm results for three classes of matrices, 

introduced by Rhaly [11]—[13], which are generalizations of the Cesàro matrix of order 1. 
The first family is referred to as the Rhaly generalized Cesàro matrices, and are lower 

triangular matrices with non-zero entries a^ = f~k / (n+\),ïï < t < 1. We shall consider 
only the cases when t < 1, since the case t — 1 is the Cesàro matrix. 

COROLLARY 2. The Rhaly generalized Cesàro matrices have norm 1. 

COROLLARY 3. The Rhaly p-Cesàro matrices have norm L 

These matrices are lower triangular matrices with non-zero entries 

hnk=(dïï> P>L 

COROLLARY 4. The Rhaly terraced matrices have norm a^. 

The terraced matrices are lower triangular matrices with non-zero entries dnk = an, 
where {an} is a monotone decreasing sequence with limit 0 such that {(n + l)an} is 
monotone decreasing. 

Each corollary is proved by observing that the corresponding matrix satisfies the con­
ditions of Theorem 2. 

Our next class of matrices to be considered are generalized Hausdorff matrices. In 
1921 Hausdorff [8] defined a class of matrices which form the commutant of C, the 
Cesàro matrix of order 1. In 1958, K. Endl [4] and A. Jakimovski [5] independently 
defined a generalization of the Hausdorff matrices. Hausdorff himself [9] had previously 
defined a different generalization, involving a sequence {A„}, satisfying the conditions 
that 0 = Ào < Ai < • • • < An < oo, and £ 1/An = oo, in connection with a uniform 
approximation problem. Jakimovski [6], in 1959, extended the work of Hausdorff to the 
case in which Ao > 0. In 1981, in joint work D. Borwein [3], he obtained a further 
substantial generalization by removing the restriction that the A„ be distinct. 

We shall consider this latter class of generalized Hausdorff matrices, which are lower 
triangular with entries 

\ - \ \ 1 f f(z)dz 

*nk - —Afc+i '-An— — — + Ô*, 
2717 JTn ( \ k - z ) . . . (\n - z) 

when Q is a simply connected region that contains every positive A„; Tn is a positively 
sensed Jordan contour lying in Q and enclosing every Xn G Q; and 5k = /(Ao) if k = 0 
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and A„ ^ Q, and 6k = 0 otherwise. We adopt the usual convention that A*+i • • • A„ = 1 
when k — n. As in [1] we shall assume that the function/ satisfies the conditions 

(-l)rf(r\x) > 0 for r = 0,1,2. . . andx > c, 

and the region Q, in which/ is holomorphic, satisfies the condition Q D (c, oo). In 
addition, we shall assume that 

oo I 

that c — 0 if Ao > 0, and that c = — e for some e > 0 if Ao = 0. Then H will have 
non-negative entries, zero column limits and the entries will satisfy the recursion formula 

(see,**. (18)of [3]) 

(2) Xnk — K+l,k — (^k+lK+l,k+l ~ ^kK+l,k)/^n+1-

Let {sn} be any sequence, an := sn-\, s-\ = 0. Then, for any integer r > 0, using 
(2), 

z2 ^n+l,k^kak — z2 ^n+l,k^ksk ~ z2 ^n+\,k^ksk-
k=0 k=0 k=0 

r-\ 

X K+lJc^kSk — J2 ^k+\K+l,k+lsk 
k=0 k=0 

r~\ 

ArAn+i5r£r + X K+l,k^ksk 
k=0 

r-\ r-\ 

— A„+l ^2(Xnk — K+l,k)Sk — X ̂ kK+l,kSk 
k=0 k=0 

r—\ 

A r A / i + l ^ r ~~ An+i 2_^(\nk ~ Xn+\jç)Sk. 
£=0 

Set ao = 1, a* = 0 for k > 0. Then ^ = 1 for all n and the above equation becomes 

AoAn+i,o — ArAn+i,r — An+i 22(Xnk — Art+i5fc). 

or, replacing r with r + 1 yields 

(3) XX^«* — Xn+ijc) — -—[Ar+iA„+i,r+i — AoAn+i,o]. 
£=0 

If Ao = 0 and the generalized Hausdorff matrix has zero column limits, then it follows 
from (3) and (1) that 

,\H\\ = sup 
r>0 n—r An 

Thus for Hausdorff matrices ||//|| = /io and Lemma 2 of [10] is a special case of this 
fact. 
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THEOREM 3. Let H be a generalized Hausdorff matrix satisfying the above condi­
tions and the condition that there exists an N > 0 such that 

(4) ArAn+l,r — AoAn+i,o 
< 0 for 0 < n < N and each r, 
> 0 for n > N and each r. 

Then \\H\\ — 2M\ — ô> 

Mi :=£ \da(t)\-6\a(0)l 

where <5 = 0 ifXo = 0 and 6 = 1 ifXo > 0. 

PROOF. The conditions on H imply that it has zero column limits and non-negative 
entries. 

Let TV be the smallest positive integer for which (3) is satisfied, and let Sn : = £jJL0 Kk • 
From Theorems 1 and 2 of [3] {Sn} is monotone increasing in n, and has limit M\. 

For r <N, 

E 
n=0\ 

^2(Kk — K+\,k) 
k=0 

r—\ N oo 

( E + E + E 
Vn=0 n=r n—N-v\ 

^2(Kk — An+i^) 
l*=0 

r-\ N r 

— X \$n — Sn+l\ + X X(^"+U ~ Kk) 
n=0 n=rk=0 

oo r 

+ X XX^w* ~~ n̂+1,*) 

r r r 

= Sr — So + X 'Wl,*: — X ^r* + X ^N+l,k 
k=0 k=0 k=0 

< 2SM+I — SQ. 

For r>N, 

oo 

E 
n=0 

X(^ -
*=0 

" ^n+\,k) 

r - l 

= E 
n=0 

r 

X ( ^ ~~ ^n+\,k) 
k=0 

oo 

+ E 
n—r 

k=0 

= Sr — So + 5 r 

= 25, -S0. 

- K+\,k) 

Since Sr is monotone increasing in r and So = Mo, the result follows. 

If, in (4) it is the case that ArAn+i,o — AoA«+i,o > 0 for all r,n > 0 then the result 
remains valid. 

The author takes this opportunity to thank the referee for his careful reading of the 
manuscript and for providing Theorems 1 and 2, which yield more efficient proofs of 
Corollaries 1-4. 
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