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#### Abstract

We apply superadditivity and monotonicity properties associated with the Jensen discrete inequality to derive relationships between the entropy function of a probability vector and a renormalized arbitrary sub-vector. The results are extended to cover other entropy measures such as joint entropy, conditional entropy and mutual information.


## 1. Introduction

Let $\mathbf{X}$ be a real linear space, $C$ a convex subset and $f: C \rightarrow \mathbb{R}$ a real convex mapping. Suppose $\mathscr{I}$ is a finite nonempty set of natural numbers with $p_{i}>0$ and $\xi_{i} \in C$ for all $i \in \mathscr{I}$. Here and subsequently we write $P_{I}:=\sum_{i \in I} p_{i}$ for $I$ a nonempty subset of $\mathscr{I}$ (denoted by a single upper-case letter). Jensen's discrete inequality states that

$$
f\left(\frac{1}{P_{I}} \sum_{i \in I} p_{i} \xi_{i}\right) \leq \frac{1}{P_{I}} \sum_{i \in I} p_{i} f\left(\xi_{i}\right) .
$$

For some related results, see [2]. We write
$S(C, \mathbb{R}):=$ the linear space of all real functions on $C$;
$2^{\mathscr{I}}:=$ the power set of $\mathscr{I}$, that is, the set of all subsets of $\mathscr{I}$;
$\mathbf{p}:=\left\{p_{i}\right\}_{i \in \mathscr{I}}, p_{i}>0 \quad \forall i \in \mathscr{I} ;$
$\mathscr{P}_{\mathscr{I}}:=\left\{\mathbf{p}_{J}=\left\{p_{i}\right\}_{i \in J}, J \in 2^{\mathscr{J}}\right\}$, the set of all subvectors of $\mathbf{p}$;
$\mathscr{X}:=\left\{\left\{\xi_{i}\right\}_{i \in \mathscr{I}}, \xi_{i} \in C, \forall i \in \mathscr{I}\right\} ;$
$\mathscr{X}_{\mathscr{I}}:=\left\{\xi_{J}=\left\{\xi_{i}\right\}_{i \in J}, J \in 2^{\mathscr{I}}\right\}$, the set of all subsets of $\mathscr{X}$.

[^0]In [2], Dragomir et al. considered the functional

$$
F: S(C, \mathbb{R}) \times 2^{\mathscr{g}} \times \mathscr{P}_{\mathscr{I}} \times \mathscr{X}_{g} \rightarrow \mathbb{R}
$$

given by

$$
F=F\left(f, J, \mathbf{p}_{J}, \boldsymbol{\xi}_{J}\right)=\sum_{i \in J} p_{i} f\left(\xi_{i}\right)-P_{J} f\left(\frac{1}{P_{J}} \sum_{i \in J} p_{i} \xi_{i}\right)
$$

Henceforth we assume that $\mathbf{p}$ and $\boldsymbol{\xi}$ are fixed, so that $F$ is essentially dependent on only the first two arguments, that is, $F\left(f, J, \mathbf{p}_{J}, \xi_{J}\right)=F(f, J)$. The following results were obtained in [2].

THEOREM 1.1. (i) As an index function on $2^{\mathscr{g}}, F(f, \cdot)$ is superadditive, that is, if $J, K \in 2^{g}$ with $J \cap K=\emptyset$, then

$$
F(f, J \cup K) \geq F(f, J)+F(f, K) \geq 0
$$

(ii) As an index function on $2^{g}, F(f, \cdot)$ is monotone, that is, if $J, K \in 2^{g}$ and $K \subseteq J$, then

$$
F(f, J) \geq F(f, K) \geq 0
$$

COROLLARY 1.2. We have
(i) $\max _{J \in 2^{\infty}} F(f, J)=F(f, \mathscr{I}) \geq 0$;
(ii) for every $J \in 2^{\mathscr{I}}$ with $|J| \geq 2$,

$$
F(f, J) \geq \max _{i, j \in \mathscr{\mathscr { I }}}\left[p_{i} f\left(\xi_{i}\right)+p_{j} f\left(\xi_{j}\right)-\left(p_{i}+p_{j}\right) f\left(\frac{p_{i} \xi_{i}+p_{j} \xi_{j}}{p_{i}+p_{j}}\right)\right] \geq 0
$$

In the special case $J_{k}=\{1,2, \ldots, k\}$, we denote $F\left(f, J_{k}\right)$ by

$$
F_{k}(f):=\sum_{i=1}^{k} p_{i} f\left(\xi_{i}\right)-P_{k} f\left(\frac{1}{P_{k}} \sum_{i=1}^{k} p_{i} \xi_{i}\right) \geq 0
$$

Here, as subsequently, $P_{k}:=\sum_{i=1}^{k} p_{i}$ for $k$ (a lower-case letter) some positive integer. We then have the following further corollary.

## Corollary 1.3. We have

(i) $\max _{J \in J_{k}, J \neq \emptyset} F(f, J)=F_{k}(f) \geq 0$;
(ii) $\quad F_{k}(f) \geq \max _{1 \leq i<j \leq k}\left[p_{i} f\left(\xi_{i}\right)+p_{j} f\left(\xi_{j}\right)-\left(p_{i}+p_{j}\right) f\left(\frac{p_{i} \xi_{i}+p_{j} \xi_{j}}{p_{i}+p_{j}}\right)\right] \geq 0$;
(iii) $\quad F_{k}(f) \geq F_{k-1}(f) \geq F_{k-2}(f) \geq \cdots \geq F_{2}(f) \geq 0$.

These superadditivity and monotonicity properties of the functional $F$ have application to bounds for entropy functions in information theory in the case of the convex function $f(\cdot)=-\log _{b}(\cdot)(b>0)$. Suppose a random variable $X$ has a finite range. The entropy of $X$ is a measure of the uncertainty associated with it. If some prior information allows us to restrict the possible outcome of $X$ to some subset of the original range, without any change in the relative probability distribution, then it is of interest to relate, by means of appropriate bounds, the uncertainty of the original random variable to that of the restricted one. In this paper some such bounds are established.

## 2. Bounds for the entropy mapping

Suppose $X$ is a discrete random variable having range $R=\left\{x_{i}, i \in \mathscr{I}\right\}$ and that $\operatorname{Pr}\left(X=x_{i}\right)=p_{i}>0(i \in \mathscr{I})$. Let $\mathbf{p}$ be the corresponding probability vector. The $b$-entropy (or more briefly the entropy) of $X$ is defined by

$$
H_{b}(X)=H_{b}(\mathbf{p}):=\sum_{i \in \mathscr{I}} p_{i} \log _{b}\left(1 / p_{i}\right)
$$

(see [3]). The first inequality of the following bound on $H_{b}(X)$ is well-known in information theory (see, for example, [3]). The second was established as Theorem 4.3 of [1].

THEOREM 2.1. The entropy of $X$ satisfies

$$
0 \leq \log _{b}|\mathscr{I}|-H_{b}(X) \leq \frac{1}{\ln b}\left[|\mathscr{I}| \sum_{i \in \mathscr{I}} p_{i}^{2}-1\right]
$$

Furthermore, $H_{b}(X)=0$ if and only if $p_{i}=1$ for some $i$; and $H_{b}(X)=\log _{b}|\mathscr{I}|$ if and only if $p_{i}=1 /|\mathscr{I}|$ for each $i \in \mathscr{I}$.

Suppose we wish to relate the entropy of some renormalized sub-probability vector of $\mathbf{p}$ to that of $\mathbf{p}$. For $J \subseteq \mathscr{I}$, define a new random variable $X_{J}$ having range $R_{J}:=\left\{x_{i}, i \in J\right\}$ and probability distribution $\left\{p_{i}^{J}:=p_{i} / P_{J}>0, i \in J\right\}$. Put $\mathbf{p}_{J}=$ $\left\{p_{i}^{J}, j \in J\right\}$. The entropy of $X_{J}$ is then given by $H_{b}\left(X_{J}\right):=\sum_{j \in J} p_{j}^{J} \log _{b}\left(1 / p_{j}^{J}\right)$.

THEOREM 2.2. We have

$$
\begin{align*}
\log _{b}|\mathscr{I}|-H_{b}(X) & =\max _{J \in 2^{\mathcal{S}}, J \neq \emptyset}\left\{P_{J}\left[\log _{b}|J|-H_{b}\left(X_{J}\right)\right]\right\} \\
& \geq \max _{1 \leq i<j \leq|\mathcal{I}|}\left\{\left(p_{i}+p_{j}\right)\left[\log _{b} 2-H_{b}\left(X_{\{i, j \mid}\right)\right]\right\} \geq 0 . \tag{2.1}
\end{align*}
$$

Proof. We may express $H_{b}\left(X_{J}\right)$ as

$$
H_{b}\left(X_{J}\right)=\sum_{j \in J} \frac{p_{j}}{P_{J}} \log _{b}\left(P_{J} / p_{j}\right)=\log _{b} P_{J}+\frac{1}{P_{J}} \sum_{j \in J} p_{j} \log _{b}\left(1 / p_{j}\right) .
$$

Also

$$
H_{b}\left(X_{\{i, j\}}\right)=\log _{b}\left(p_{i}+p_{j}\right)+\frac{1}{p_{i}+p_{j}} \sum_{\ell=i, j} p_{\ell} \log _{b}\left(1 / p_{\ell}\right)
$$

for all $i, j \in \mathscr{I}$.
Setting $f(\cdot)=-\log _{b}(\cdot)$ and $\xi_{i}=1 / p_{i}$ in Corollary 1.2 yields

$$
\begin{aligned}
& \log _{b}|\mathscr{I}|-H_{b}(X) \\
&=\max _{J \in 2^{s}, J \neq \varnothing}\left[P_{J}\left[\log _{b}\left(\frac{|J|}{P_{J}}\right)-\frac{1}{P_{J}} \sum_{j \in J} p_{j .} \log _{b} \frac{1}{p_{j}}\right]\right] \\
& \geq \max _{1 \leq i<j \leq|\mathscr{F}|}\left[\left(p_{i}+p_{j}\right)\left[\log _{b}\left(\frac{2}{p_{i}+p_{j}}\right)-\frac{1}{p_{i}+p_{j}} \sum_{\ell=i, j} p_{\ell} \log _{b}\left(1 / p_{\ell}\right)\right]\right] \\
& \geq 0 .
\end{aligned}
$$

Inequality (2.1) follows from

$$
\log _{b}\left(\frac{|J|}{P_{J}}\right)-\frac{1}{P_{J}} \sum_{j \in J} p_{j} \log _{b}\left(1 / p_{j}\right)=\log _{b}|J|-H_{b}\left(X_{J}\right)
$$

and

$$
\log _{b}\left(\frac{2}{p_{i}+p_{j}}\right)-\frac{1}{p_{i}+p_{j}} \sum_{\ell=i, j} p_{\ell} \log _{b}\left(1 / p_{\ell}\right)=\log _{b} 2-H_{b}\left(\dot{X}_{\{i, j)}\right)
$$

We may define the random variables $X_{k}, k=2,3, \ldots,|\mathscr{I}|$, where $X_{|\mathscr{I}|}=X$ and $X_{k}$ has range $\left\{x_{1}, x_{2}, \ldots, x_{k}\right\}$ and corresponding probability vector $\left\{p_{1} / P_{k}, p_{2} / P_{k}, \ldots\right.$, $\left.p_{k} / P_{k}\right\}$. Corollary 1.3 yields the following.

COROLLARY 2.3. With the above assumptions,

$$
\begin{aligned}
\log _{b}|\mathscr{I}|-H_{b}(X) & \geq P_{|\mathscr{I}|-1}\left[\log _{b}(|\mathscr{I}|-1)-H_{b}\left(X_{|\mathscr{I}|-1}\right)\right] \\
& \geq \cdots \geq P_{2}\left[\log _{b} 2-H_{b}\left(X_{2}\right)\right] \geq 0
\end{aligned}
$$

Theorem 1.1 (i) can also be used to derive a relationship between the entropies of a probability vector and a pair of its mutually exclusive sub-probability vectors, after renormalization. We address the situation in which $\mathscr{I}$ decomposes properly into $J$ and $K$, that is, $\mathscr{I}=J \cup K$ with $J \cap K=\emptyset$ and $J, K \neq \emptyset$.

Theorem 2.4. Let the random variables $X_{J}$ and $X_{K}$ have ranges $R_{J}$ and $R_{K}$ respectively, with corresponding probability vectors

$$
\mathbf{p}^{J}=\left\{p_{i} / P_{J}, i \in J\right\} \quad \text { and } \quad \mathbf{p}^{K}=\left\{p_{i} / P_{K}, i \in K\right\} .
$$

Then

$$
\begin{equation*}
\log _{b}|\mathscr{I}|-H_{b}(X) \geq \sum_{A=J, K} P_{A}\left[\log _{b}|A|-H_{b}\left(X_{A}\right)\right] \geq 0 . \tag{2.2}
\end{equation*}
$$

Proof. Setting $f(\cdot)=-\log _{b}(\cdot)$ and $x_{i}=1 / p_{i}$ in Theorem 1.1 (i) provides

$$
\begin{aligned}
\log _{b}|\mathscr{I}|-H_{b}(X) & \geq \sum_{A=J, K}\left[\sum_{i \in A} p_{i} \log _{b} p_{i}+P_{A} \log _{b}\left(|J| / P_{J}\right)\right] \\
& =\sum_{A=J, K} P_{A}\left(\sum_{i \in A} \frac{p_{i}}{P_{A}} \log _{b} \frac{p_{i}}{P_{A}}+\log _{b}|A|\right),
\end{aligned}
$$

whence we have the desired result.
More interesting results can be deduced from Theorem 2.4. Define a new random variable $Z$ by $Z=1$ if $X \in R_{J}$ and $Z=0$ if $X \in R_{K}$. Then $\operatorname{Pr}(Z=1)=P_{J}$ and $\operatorname{Pr}(Z=0)=P_{K}$ with $P_{J}+P_{K}=1,|\mathscr{I}|=|J|+|K|$ and the entropy of $Z$ is given by

$$
H_{b}(Z)=\sum_{A=J, K} P_{A} \log _{b}\left(1 / P_{A}\right) .
$$

We may rewrite (2.2) as

$$
\log _{b}\left(\frac{|\mathscr{I}|}{\left.\left|J J^{P_{,}}\right| K\right|^{P_{K}}}\right) \geq H_{b}(X)-\sum_{A=J, K} P_{A} H_{b}\left(X_{A}\right) .
$$

The right-hand side may be expressed as

$$
\sum_{i \in \mathscr{J}} p_{i} \log _{b} \frac{1}{p_{i}}-\sum_{A=J, K} \sum_{i \in A} p_{i} \log _{b} \frac{\dot{P}_{A}}{p_{i}}=\sum_{A=J . K} P_{A} \log _{b} \frac{1}{P_{A}}=H(Z) .
$$

Since $0 \leq H(Z) \leq \log _{b} 2$, we have the following.

COROLLARY 2.5.

$$
\begin{equation*}
0 \leq H_{b}(X)-\sum_{A=J, K} P_{A} H_{b}\left(X_{A}\right)=H(Z) \leq \min \left\{\log _{b} 2, \log _{b}\left(\frac{|\mathscr{I}|}{|J|^{P_{j}}|K|^{P_{K}}}\right)\right\} \tag{2.3}
\end{equation*}
$$

If $|J|=|K|=|\mathscr{I}| / 2$ in (2.3), then $\log _{b}\left(|\mathscr{I}| /\left(|J|^{P_{s}}|K|^{P_{K}}\right)\right)=\log _{b} 2$ for all $P_{J}$ and $P_{K}$ such that $P_{J}+P_{K}=1$ and the last term in (2.3) is equal to $\log _{b} 2$ for all probability distributions. If $|J| \neq|K|$, the minimum is dependent on the relative
magnitude of $|J|$ and $P_{J}$. In fact, a little analysis allows (2.3) to be expressed in a more explicit form. Suppose

$$
\begin{equation*}
|J|<|\mathscr{I}| / 2<|K| \tag{2.4}
\end{equation*}
$$

The difference between the two terms in braces in (2.3) is

$$
\log _{b}\left(\frac{|\mathscr{I}|}{|J|^{P_{j}}|K|^{P_{\kappa}}}\right)-\log _{b} 2=P_{J} \log _{b} \frac{|K|}{|J|}+\log _{b} \frac{|\mathscr{I}|}{2|K|}
$$

which is linear in $P_{J}$, and by virtue of (2.4) we have

$$
\log _{b}(|K| /|J|)>0, \quad \log _{b}(|\mathscr{F}| /(2|K|))<0
$$

Thus the difference is negative when $P_{J}=0$ and positive when $P_{J}=1$. At the intermediate value of

$$
P_{J}=P_{J}^{*}=\frac{\log _{b}(2|K| /|\mathscr{I}|)}{\log _{b}(|K| /|J|)}
$$

the difference is zero. The case where $|J|>|\mathscr{I}| / 2>|K|$ is completely symmetrical. Thus the second inequality of Corollary 2.5 can be rewritten as

$$
H(Z) \leq \begin{cases}\log _{b}(|\mathscr{I}| /|K|)+P_{J} \log _{b}(|K| /|J|) & \text { if }\left(|J|<|K|, P_{J} \leq P_{J}^{*}\right)  \tag{2.5}\\ & \text { or }\left(|J|>|K|, P_{J} \geq P_{J}^{*}\right) \\ \log _{b} 2 & \text { otherwise }\end{cases}
$$

A further refinement to the lower bound of $H_{b}(Z)$ is possible. On applying the second inequality of Theorem 2.1 to the random variable $Z$, we obtain

$$
\begin{equation*}
\dot{H}_{b}(Z) \geq \log _{b} 2-\frac{1}{\ln b}\left[2\left(P_{K}^{2}+P_{J}^{2}\right)-1\right]=\log _{b} \dot{2}-\frac{1}{\ln b}\left(P_{K}-P_{J}\right)^{2} \tag{2.6}
\end{equation*}
$$

On combining (2.5) and (2.6), we obtain a tighter bound than that of Corollary 2.5.
Corollary 2.6. We have

$$
\begin{aligned}
\max & \left\{0, \log _{b} 2-\frac{1}{\ln b}\left(P_{K}-P_{J}\right)^{2}\right\} \\
& \leq H_{b}(Z)=H_{b}(X)-\sum_{A=J, K} P_{A} H_{b}\left(X_{A}\right) \\
& \leq \begin{cases}\log _{b}(|\mathscr{I}| /|K|)+P_{J} \log _{b}(|K| /|J|) & \text { if }\left(|J|<|K|, P_{J} \leq P_{J}^{*}\right) \\
\log _{b} 2 & \text { or }\left(|J|>|K|, P_{J} \geq P_{J}^{*}\right)\end{cases}
\end{aligned}
$$

## 3. Extension to joint entropy

Let $X, Y$ be random variables having respective ranges $R=\left\{x_{i}, i \in \mathscr{I}\right\}$ and $S=\left\{y_{j}, j \in \mathscr{L}\right\}$ and joint probability distribution $p(x, y)$. The joint entropy of $X$ and $Y$ is defined as

$$
\begin{equation*}
H_{b}(X, Y):=\sum_{x \in R} \sum_{y \in S} p(x, y) \log _{b} \frac{1}{p(x, y)} \tag{3.1}
\end{equation*}
$$

For the index subsets $J \in 2^{\mathscr{g}}$ and $K \in 2^{\mathscr{L}}$, we define a pair of new random variables $X_{J}$ and $Y_{K}$ having ranges $R_{J}:=\left\{x_{i}, i \in J\right\}$ and $S_{K}:=\left\{y_{i}, i \in K\right\}$ respectively. We introduce the notation

$$
P_{J K}:=\sum_{x \in R_{J}} \sum_{y \in S_{K}} p(x, y), \quad p_{J K}(x, y):=p(x, y) / P_{J K}
$$

and define the joint entropy of $X_{J}$ and $Y_{K}$ as

$$
H_{b}\left(X_{J}, Y_{K}\right):=\sum_{x \in R_{J}} \sum_{y \in S_{K}} p_{J K}(x, y) \log _{b} \frac{1}{p_{J K}(x, y)}
$$

Theorem 3.1. With the above assumptions, we have:
(i) $\log _{b}|\mathscr{I} \times \mathscr{L}|-H_{b}(X, Y) \geq P_{J K}\left[\log _{b}|J \times K|-H_{b}\left(X_{J}, Y_{K}\right)\right] \geq 0$;
(ii) if $(J, M)$ and $(K, N)$ provide proper decompositions of $\mathscr{I}$ and $\mathscr{L}$ respectively, then

$$
\log _{b}|\mathscr{I} \times \mathscr{L}|-H_{b}(X, Y) \geq \sum_{A=J, M} \sum_{B=K, N} P_{A B}\left[\log _{b}|A \times B|-H_{b}\left(X_{A}, Y_{B}\right)\right] \geq 0 .
$$

Proof. (i) Setting $f(\cdot)=-\log _{b}(\cdot), p_{i}=p(x, y)$ and $\xi_{i}=1 / p(x, y)$ in Theorem 1.1, we obtain

$$
\begin{aligned}
& \sum_{x} \sum_{y} p(x, y) \log _{b} p(x, y)+\log _{b}|J \times K| \\
&=\log _{b}|\mathscr{I} \times \mathscr{L}|-H_{b}(X, Y) \\
& \quad \geq \sum_{x \in R} \sum_{y \in S_{K}} p(x, y) \log _{b} p(x, y)+\log _{b}|J \times K| \\
& \quad=P_{J K}\left[\log _{b}|J \times K|+\sum_{x \in R} \sum_{y \in S_{K}} p_{J K}(x, y) \log _{b} p_{J K}(x, y)\right] \\
& \quad=P_{J K}\left[\log _{b}|J \times K|-H_{b}\left(X_{J}, Y_{K}\right)\right]
\end{aligned}
$$

(ii) The set $\mathscr{I} \times \mathscr{L}$ is the union of four disjoint sets:

$$
\begin{equation*}
\mathscr{I} \times \mathscr{L}=(J \times K) \cup(M \times N) \cup(J \times N) \cup(M \times K) \tag{3.2}
\end{equation*}
$$

On putting $f(\cdot)=-\log _{b}(\cdot), p_{i}=p(x, y)$ and $\xi_{i}=1 / p_{i}$ in Theorem 1.1, we get

We have

$$
\begin{equation*}
F\left(-\log _{b}(\cdot), \mathscr{I} \times \mathscr{L}\right) \geq \sum_{A=J, M} \sum_{B=K, N} F\left(-\log _{b}(\cdot), A \times B\right) \tag{3.3}
\end{equation*}
$$

$$
\begin{align*}
& F(-\left.\log _{b}(\cdot), \mathscr{I} \times \mathscr{L}\right) \\
&=P_{\mathscr{g} \mathscr{L}} \log _{b}\left(\frac{1}{P_{\mathscr{I} \mathscr{L}}}|R \times S|\right)-\sum_{x \in R} \sum_{y \in S} p(x, y) \log _{b} \frac{1}{p(x, y)} \\
& \quad=\log _{b}|\mathscr{I} \times \mathscr{L}|-H_{b}(X, Y) \tag{3.4}
\end{align*}
$$

Also for $A=J, M$ and $B=K, N$ we have

$$
\begin{align*}
F(- & \left.\log _{b}(\cdot), A \times B\right) \\
& =P_{A B} \log _{b}\left(\frac{1}{P_{A B}}\left|R_{A} \times S_{B}\right|\right)-\sum_{x \in R_{A}} \sum_{y \in S_{B}} p(x, y) \log _{b} \frac{1}{p(x, y)} \\
& =\sum_{x \in R_{A}} \sum_{y \in S_{B}} p(x, y) \log _{b} p(x, y)+\log _{b}\left|R_{J} \times S_{K}\right| \\
& =P_{A B}\left[\log _{b}|A \times N|+\sum_{x \in R_{A}} \sum_{y \in S_{B}} p_{A B}(x, y) \log _{b} p_{A B}(x, y)\right] \\
& =P_{A B}\left[\log _{b}|A \times B|-H_{b}\left(X_{A}, Y_{B}\right)\right] \tag{3.5}
\end{align*}
$$

since $p(x, y)=P_{A B} \cdot p_{A B}(x, y)$ and $\sum_{x \in R_{A}} \sum_{y \in S_{B}} p_{A B}(x, y)=1$. Equations (3.3)(3.5) taken together imply part (ii) of the theorem.

Theorem 3.1 (ii) leads directly to the following corollary.
COROLLARY 3.2. With the above assumptions we have

$$
\begin{aligned}
& \log _{b}|\mathscr{I} \times \mathscr{L}|-H_{b}(X, Y) \\
& \quad=\max \left\{P_{J K}\left[\log _{b}|J \times K|-H_{b}\left(X_{J}, Y_{K}\right)\right] \mid J \times K \subseteq \mathscr{I} \times \mathscr{L}, J, K \neq \emptyset\right\} \\
& \quad \geq \max _{\substack{i, j \in \mathscr{\mathscr { S }} \\
m, n \in \mathscr{L}}}\left\{\left(p_{i m}+p_{i n}+p_{j m}+p_{j n}\right)\left[\log _{b} 4-H_{b}\left(X_{[i, j)}, Y_{[m, n]}\right)\right]\right\} \geq 0 .
\end{aligned}
$$

A result similar to Corollary 2.6 can be established for joint entropy.
Corollary 3.3. Suppose $(J, M),(K, N)$ provide proper decompositions for $\mathscr{I}$ and $\mathscr{L}$ respectively. Then

$$
\max \left\{0, \log _{b} 4-\frac{1}{\ln b}\left[4 \sum_{A=J, M} \sum_{B=K, N} P_{A B}^{2}-1\right]\right\}
$$

$$
\begin{aligned}
& \leq H_{b}(X, Y)-\sum_{A=J, K} \sum_{B=K, N} P_{A B} H_{b}\left(X_{A}, Y_{B}\right) \\
& \leq \min \left\{\log _{b} 4, \log _{b}\left(\frac{|\mathscr{I} \times \mathscr{L}|}{\prod_{A=J, M} \prod_{B=K, N}|A \times B|^{P_{A B}}}\right)\right\} .
\end{aligned}
$$

Proof. First define the new random variable $Z$ by

$$
Z= \begin{cases}1 & \text { if }(X, Y) \in J \times K \\ 2 & \text { if }(X, Y) \in M \times N \\ 3 & \text { if }(X, Y) \in J \times N \\ 4 & \text { if }(X, Y) \in M \times K\end{cases}
$$

and put $q_{i}:=\operatorname{Pr}(Z=i)$ for $i=1,2,3,4$. Then $\sum_{i=1}^{4} \dot{q}_{i}=1$ and the entropy of $Z$ is

$$
H_{b}(Z)=\sum_{A=J, M} \sum_{B=K, N} P_{A B} \log _{b} \frac{1}{P_{A B}}
$$

which satisfies the usual entropy bound

$$
\begin{equation*}
0 \leq H_{b}(Z) \leq \log _{b} 4 \tag{3.6}
\end{equation*}
$$

Now

$$
\begin{align*}
0 & \leq H_{b}(X, Y)-\sum_{A=J, M} \sum_{B=K, N} P_{A b} H_{b}\left(X_{A}, Y_{B}\right) \\
& =\sum_{(x, y) \in R \times S} p(x, y) \log _{b} \frac{1}{p(x, y)}-\sum_{A=J, M} \sum_{B=K, N} P_{A B} \sum_{(x, y) \in R_{A} \times S_{B}} p_{A B}(x, y) \log _{b} \frac{1}{p_{A B}(x, y)} \\
& =\sum_{(x, y) \in R \times S} p(x, y) \log _{b} \frac{1}{p(x, y)} \sum_{B=K, N} P_{A B} \sum_{(x, y) \in R_{A} \times S_{B}} p_{A B}(x, y) \log _{b} \frac{P_{A B}}{p(x, y)} \\
& =\sum_{A=J, M} \sum_{B=K, N} \log _{b} \frac{1}{P_{A B}} \sum_{(x, y) \in R_{A} \times S_{B}} p(x, y)=H_{b}(Z) . \tag{3.7}
\end{align*}
$$

Next, we rewrite (3.1) as

$$
\begin{align*}
H_{b}(Z) & =H_{b}(X, Y)-\sum_{A=J, M} \sum_{B=K, N} P_{A B} H_{b}\left(X_{A}, Y_{B}\right) \\
& \leq \log _{b}\left(\frac{|\mathscr{I} \times \mathscr{L}|}{\prod_{A=J, M} \prod_{B=K, N}|A \times B|^{P_{A B}}}\right) \tag{3.8}
\end{align*}
$$

The second inequality of the corollary thus follows from (3.6)-(3.8). Furthermore, applying Theorem 2.1 to $H_{b}(Z)$, we have

$$
0 \leq \log _{b} 4-H_{b}(Z) \leq \frac{1}{\ln b}\left[4 \sum_{A=J, M} \sum_{B=K, N} P_{A B}^{2}-1\right]
$$

which together with the fact that $H_{b}(Z) \geq 0$ yields the first inequality of the corollary.
In a similar way we may prove the following results for partial superadditivity and partial monotonicity.

Corollary 3.4. (i) Let $J \in 2^{\boldsymbol{J}}, J \neq \emptyset$. Then

$$
\log _{b}|\mathscr{I} \times \mathscr{L}|-H_{b}(X, Y) \geq P_{J}\left[\log _{b}|J \times \mathscr{L}|-H_{b}\left(X_{J}, Y\right)\right] \geq 0
$$

(ii) $\log _{b}|\mathscr{I} \times \mathscr{L}|-H_{b}(X, Y)=\max \left\{P_{J}\left[\log _{b}|J \times \mathscr{L}|-H_{b}\left(X_{J}, Y\right)\right] \mid J \in 2^{\boldsymbol{\sigma}}\right.$, $J \neq \emptyset\}$;
(iii) if $(J, M)$ constitutes a proper decomposition of $\mathscr{I}$, then

$$
\log _{b}|\mathscr{I} \times \mathscr{L}|-H_{b}(X, Y) \geq \sum_{A=J, M} P_{A}\left[\log _{b}|A \times \mathscr{L}|-H_{b}\left(X_{A}, Y\right)\right] \geq 0
$$

(iv) and

$$
0 \leq H_{b}(X, Y)-\sum_{A=J, M} P_{A} H_{b}\left(X_{A}, Y\right) \leq \min \left\{\log _{b} 2, \log _{b}\left[\frac{|\mathscr{I}|}{|J|^{P_{j}}|M|^{P_{M}}}\right]\right\}
$$

Similar results can be obtained in the second variable.

## 4. Some quasi-superadditivity / monotonicity properties of conditional entropy

Let $X$ and $Y$ be two random variables having the ranges $R:=\left\{x_{i} \mid i \in \mathscr{I}\right\}$ and $S:=\left\{y_{i} \mid i \in \mathscr{L}\right\}$. For index subsets $J \in 2^{\mathscr{I}}, K \in 2^{\mathscr{L}}$, we define the conditional probability

$$
p_{J K}(x \mid y):=\frac{p_{J K}(x, y)}{p_{J K}(y)},
$$

where

$$
p_{J K}(y):=\sum_{x \in R_{J}} p(x, y) \quad \text { and } \quad \sum_{x \in R_{J}} p_{J K}(x \mid y)=1 \quad \forall y \in S_{K} .
$$

For $J \in \mathscr{I}$, the conditional entropy of $X_{J}$ given $Y$ is defined by

$$
H_{b}\left(X_{J} \mid Y\right):=\sum_{x \in R_{J}} \sum_{y \in S_{K}} p_{J \mathscr{S}}(x, y) \log _{b} \frac{1}{p_{J \mathscr{L}}(x \mid y)}
$$

This is related to the joint entropy by

$$
\begin{equation*}
H_{b}\left(X_{J} \mid Y\right)=H_{b}\left(X_{J}, Y\right)-H_{b}(Y) \tag{4.1}
\end{equation*}
$$

For this partial conditional entropy, we have the following superadditivity and monotonicity properties.

THEOREM 4.1. As an index set mapping, $P_{J}\left[\log _{b}|J|-H_{b}\left(X_{J} \mid Y\right)\right]$ is superadditive over $J$, that is, if $(J, M)$ provides a proper decomposition of $\mathscr{I}$, then

$$
\log _{b}|\mathscr{I}|-H_{b}(X \mid Y) \geq \sum_{A=J, M} P_{A}\left[\log _{b}|A|-H_{b}\left(X_{A} \mid Y\right)\right] \geq 0
$$

Proof. From (4.1) with $X$ in place of $X_{J}$, Corollary 3.4 (iii) implies that

$$
\begin{aligned}
& \log _{b}|\mathscr{I}|+\log _{b}|\mathscr{L}|-H_{b}(X \mid Y)-H_{b}(Y) \\
& \geq \sum_{A=J, M} P_{A}\left[\log _{b}|A|+\log _{b}|\mathscr{L}|-H_{b}\left(X_{A} \mid Y\right)-H_{b}(Y)\right]
\end{aligned}
$$

which is equivalent to

$$
\begin{aligned}
\log _{b}|\mathscr{I}|-H_{b}(X \mid Y) \geq & \sum_{A=J, M} P_{A}\left[\log _{b}|A|-H_{b}\left(X_{A} \mid Y\right)\right]+H_{b}(Y) \\
& -\log _{b}|\mathscr{L}|+\sum_{A=J, M} P_{A}\left[\log _{b}|\mathscr{L}|-H_{b}(Y)\right] \\
= & \sum_{A=J, M} P_{A}\left[\log _{b}|A|-H_{b}\left(X_{A} \mid Y\right)\right] .
\end{aligned}
$$

The following corollary follows directly from Theorem 4.1.
Corollary 4.2.

$$
\begin{aligned}
\log _{b}|\mathscr{I}|-H_{b}(X \mid Y) & =\max _{\substack{J \subseteq \mathscr{S} \\
J \neq \emptyset}}\left\{P_{J}\left[\log _{b}|J|-H_{b}\left(X_{J} \mid Y\right)\right]\right\} \\
& \geq \max _{i, j \in \mathscr{I}}\left\{\left(p_{i}+p_{j}\right)\left[\log _{b} 2-H_{b}\left(X_{\{i, j\}} \mid Y\right)\right]\right\} \geq 0 .
\end{aligned}
$$

Similarly, the following result follows directly from Corollary 3.4 (iv).
Corollary 4.3. Suppose $(J, M)$ is a proper decomposition of $\mathscr{I}$. Then

$$
0 \leq H_{b}(X \mid Y)-\sum_{A=J, M} P_{A} H_{b}\left(X_{A} \mid Y\right) \leq \min \left\{\log _{b} 2, \log _{b}\left[\frac{|\mathscr{I}|}{|J|^{P_{j}}|M|^{P_{M}}}\right]\right\}
$$

Superadditivity and monotonicity properties similar to those of Theorem 3.1 and its corollaries do not in general hold for conditional entropy. However, for the partial conditional entropy

$$
H_{b}\left(X \mid Y_{K}\right):=\sum_{x \in R} \sum_{y \in S_{K}} p_{\mathscr{g} K}(x, y) \log _{b} \frac{1}{p_{\mathscr{G}}(x \mid y)}=H_{b}\left(X, Y_{K}\right)-H_{b}\left(Y_{K}\right)
$$

some quasi-superadditivity and quasi-monotonicity properties can be established for the second argument in $H_{b}(\cdot \mid \cdot)$.

Theorem 4.4. As a mapping on the index set $K, P_{K}\left[\log |\mathscr{I}|-H_{b}\left(X \mid Y_{K}\right)\right]$ is quasi-superadditive, that is, if $(K, N)$ is a proper decomposition of $\mathscr{L}$, then

$$
\log _{b}|\mathscr{I}|-H_{b}(X \mid Y) \geq \sum_{B=K, N} P_{B}\left[\log _{b}|\mathscr{I}|-H_{b}\left(X \mid Y_{B}\right)\right]+\log _{b}\left(\frac{|K|^{P_{K}}|N|^{P_{N}}}{|\mathscr{L}|}\right)
$$

PROOF. Using the (partial) superadditivity of the joint entropy function $H_{b}(\cdot, \cdot)$ in the second argument (cf. Corollary 3.4 (iii)), we have

$$
\log _{b}|\mathscr{I} \times \mathscr{L}|-H_{b}(X, Y) \geq \sum_{B=K, N} P_{B}\left[\log _{b}|\mathscr{I} \times B|-H_{b}\left(X, Y_{B}\right)\right] \geq 0
$$

which is equivalent to

$$
\begin{aligned}
\log _{b} & |\mathscr{I}|+\log _{b}|\mathscr{L}|-H_{b}(X \mid Y)-H_{b}(Y) \\
& \geq \sum_{B=K, N} P_{B}\left[\log _{b}|\mathscr{I}|+\log _{b}|B|-H_{b}\left(X \mid Y_{B}\right)-H_{b}\left(Y_{B}\right)\right]
\end{aligned}
$$

or

$$
\begin{aligned}
\log _{b}|\mathscr{I}|-H_{b}(X \mid Y) \geq & \sum_{B=K, N} P_{B}\left[\log _{b}|\mathscr{I}|-H_{b}\left(X \mid Y_{B}\right)\right] \\
& +H_{b}(Y)-\log _{b}|\mathscr{L}|+\sum_{B=K, N} P_{B}\left[\log _{b}|B|-H_{b}\left(Y_{B}\right)\right]
\end{aligned}
$$

As $H_{b}(Y) \geq \sum_{B=K, N} P_{B} H_{b}\left(Y_{B}\right) \geq 0$ and $P_{K}+P_{N}=1$, the desired result follows.
THEOREM 4.5. Let $K \in 2^{\mathscr{L}}, K \neq \emptyset$. Then $P_{K}\left[\log |\mathscr{I}|-H_{b}\left(X \mid Y_{K}\right)\right]$ is quasimonotone as a mapping on the index set $K$, that is,

$$
\log _{b}|\mathscr{I}|-H_{b}(X \mid Y) \geq P_{K}\left[\log _{b}|\mathscr{I}|-H_{b}\left(X \mid Y_{K}\right)\right]+\log _{b}\left(\frac{|K|^{P_{K}}}{|\mathscr{L}|}\right)
$$

Proof. Using the partial monotonicity of the joint entropy function $H_{b}(\cdot, \cdot)$ in the second argument (cf. Corollary 3.4 (i)), we have

$$
\begin{aligned}
& \log _{b}|\mathscr{I}|+\log _{b}|\mathscr{L}|-H_{b}(X \mid Y)-H_{b}(Y) \\
& \quad \geq P_{K}\left[\log _{b}|\mathscr{I}|+\log _{b}|K|-H_{b}\left(X \mid Y_{K}\right)-H_{b}\left(Y_{K}\right)\right]
\end{aligned}
$$

which is equivalent to

$$
\left.\begin{array}{rl}
\log _{b}|\mathscr{I}|-H_{b}(X \mid Y) \geq & P_{K}[
\end{array} \log _{b}|\mathscr{I}|-H_{b}\left(X \mid Y_{K}\right)\right] \quad\left\{\begin{array}{l} 
\\
\\
+H_{b}(Y)-\log _{b}|\mathscr{L}|+P_{K} \log _{b}|K|-P_{K} H_{b}\left(Y_{K}\right)
\end{array}\right.
$$

Since $H_{b}(Y) \geq P_{K} H_{b}\left(Y_{K}\right)+P_{\mathscr{L} \backslash K} H_{b}\left(Y_{\mathscr{L} \backslash K}\right) \geq P_{K} H_{b}\left(Y_{K}\right)$, the conclusion of the corollary follows.

Given $J \subseteq \mathscr{I}, K, J \subseteq \mathscr{L}, J, K \neq \emptyset$, we define the conditional entropy of $X_{J}$ given $Y_{K}$ by

$$
H_{b}\left(X_{J} \mid Y_{K}\right):=\sum_{x \in R_{J}} \sum_{y \in S_{K}} p_{J K}(x, y) \log _{b} \frac{1}{p_{J K}(x \mid y)}=H_{b}\left(X_{J}, Y_{K}\right)-H_{b}\left(Y_{K}\right) .
$$

THEOREM 4.6. Let $(J, M),(K, N)$ be respectively proper decompositions of $\mathscr{I}$ and $\mathscr{L}$. Then

$$
\begin{aligned}
\log _{b}|\mathscr{I}|-H_{b}(X \mid Y) \geq & \sum_{A=J, M} \sum_{B=K, N} P_{A B}\left[\log _{b}|A|-H_{b}\left(X_{A} \mid Y_{B}\right)\right] \\
& +\log _{b}\left(\frac{|K|^{P_{K}}|N|^{P_{N}}}{|\mathscr{L}|}\right)
\end{aligned}
$$

Proof. From the superadditivity property of $H_{b}(X, Y)$ ( $c f$. Theorem 3.1 (ii)) and (4.1) with $Y$ replaced by $Y_{K}$, we obtain

$$
\begin{aligned}
\log _{b} \mid \mathscr{I} & \times \mathscr{L} \mid-H_{b}(X \mid Y)-H_{b}(Y) \\
& \geq \sum_{A=J, M} \sum_{B=K, N} P_{A B}\left[\log _{b}|A \times B|-H_{b}\left(X_{A} \mid Y_{B}\right)-H_{b}\left(Y_{B}\right)\right]
\end{aligned}
$$

which is equivalent to

$$
\begin{align*}
\log _{b}|\mathscr{I}|-H_{b}(X \mid Y) \geq & \sum_{A=J, M} \sum_{B=K . N} P_{A B}\left[\log _{b}|A|-H_{b}\left(X_{A} \mid Y_{B}\right)\right]+H_{b}(Y) \\
& -\log _{b}|\mathscr{L}|+\sum_{A=J, M} \sum_{B=K, N} P_{A B}\left[\log _{b}|B|-H_{b}\left(Y_{B}\right)\right] \tag{4.2}
\end{align*}
$$

Since for $B=K, N$ we have

$$
\sum_{A=J, M} P_{A B} \log _{b}|B|=P_{B} \log _{b}|B|
$$

and

$$
\sum_{A=J, M} P_{A B} H_{b}\left(Y_{B}\right)=P_{B} H_{b}\left(Y_{B}\right)
$$

we deduce that

$$
\begin{equation*}
H_{b}(Y)-\sum_{B=K, N} P_{B} H_{b}\left(Y_{B}\right)+\log _{b}\left(\frac{|K|^{P_{K}}|N|^{P_{N}}}{|\mathscr{L}|}\right) \geq \log _{b}\left(\frac{|K|^{P_{K}}|N|^{P_{N}}}{|\mathscr{L}|}\right) \tag{4.3}
\end{equation*}
$$

as $H_{b}(Y) \geq \sum_{B=K, N} P_{B} H_{b}\left(Y_{B}\right)$. The conclusion of the theorem follows from (4.2) and (4.3).

The following quasi-monotonicity property of conditional entropy follows from the monotonicity of joint entropy (see Theorem 3.1 (i)). The proof is similar to that of Theorem 4.5.

Corollary 4.7. Let $K \in 2^{\mathscr{L}}, K \neq \emptyset, J \in 2^{\boldsymbol{g}}, J \neq \emptyset$. Then we have

$$
\log _{b}|\mathscr{I}|-H_{b}(X \mid Y) \geq P_{J K}\left[\log _{b}|J|-H_{b}\left(X_{J} \mid Y_{K}\right)\right]+\log _{b}\left(|K|^{P_{K}} /|\mathscr{L}|\right)
$$

## 5. Extension to mutual information

The marginal probability distributions of two random variables $X, Y$ with joint probability distribution $p(x, y)$ are respectively

$$
p(x)=\sum_{y} p(x, y) \quad \text { and } \quad q(y)=\sum_{x} p(x, y)
$$

so that $\sum_{x} p(x)=1$ and $\sum_{y} q(y)=1$. Here $\sum_{x}, \sum_{y}$ are by default respectively summations over the full ranges of $R$ and $S$. Define the mutual information of $X$ and $Y$ by

$$
I_{b}(X, Y):=\sum_{x \in R} \sum_{y \in S} p(x, y) \log _{b} \frac{p(x, y)}{p(x) q(y)}
$$

For some index subsets $J \in 2^{\mathscr{g}}$ and $K \in 2^{\mathscr{L}}$, we define the pair of new random variables $X_{J}$ and $Y_{K}$ having ranges in $R_{J}:=\left\{x_{i}, i \in J\right\}$ and $S_{K}:=\left\{y_{i}, i \in K\right\}$ respectively.

The mutual information of $X_{J}$ and $Y_{K}$ is defined as

$$
I_{b}\left(X_{J}, Y_{K}\right):=\sum_{x \in J} \sum_{y \in K} p_{J K}(x, y) \log _{b} \frac{p_{J K}(x, y)}{p_{J}(x) q_{K}(y)}
$$

THEOREM 5.1. With the above assumptions,
(i) $I_{b}(X, Y) \geq P_{J K} I_{b}\left(X_{J}, Y_{K}\right)$;
(ii) if $(J, M),(K, N)$ are proper decompositions of $\mathscr{I}$ and $\mathscr{L}$ respectively, then

$$
I_{b}(X, Y) \geq \sum_{A=J, M} \sum_{B=K, N} P_{A B} I_{b}\left(X_{A}, Y_{B}\right)
$$

PROOF. (i) Set $f(\cdot)=-\log _{b}(\cdot), p_{i}=p(x, y)$ and $\xi_{i}=p(x) q(y) / p(x, y)$ in Theorem 1.1 to obtain

$$
\begin{aligned}
& \log _{b}\left(\sum_{x} \sum_{y} p(x, y) \frac{p(x) q(y)}{p(x, y)}\right)-\sum_{x} \sum_{y} p(x, y) \log _{b}\left(\frac{p(x) q(y)}{p(x, y)}\right) \\
& \quad=I_{b}(X, Y)
\end{aligned}
$$

$$
\begin{aligned}
& \geq P_{J K} \log _{b}\left(\frac{1}{P_{J K}} \sum_{x \in R_{J}} \sum_{y \in S_{K}} p(x, y) \frac{p(x) q(y)}{p(x, y)}\right) \\
& -\sum_{x \in R_{J}} \sum_{y \in S_{K}} \frac{p(x, y)}{P_{J K}} \log _{b}\left(\frac{p(x) q(y)}{p(x, y)}\right) \\
& =P_{J K}\left(\log _{b}\left[\sum_{x \in R_{J}} \sum_{y \in S_{K}} p(x) q(y)\right]-\sum_{x \in R_{J}} \sum_{y \in S_{K}} p_{J K}(x, y) \log _{b}\left(\frac{p(x) q(y)}{p_{J K}(x, y)}\right)\right) \\
& =P_{J K}\left[\sum_{x \in R_{J}} \sum_{y \in S_{K}} p_{J K}(x, y) \log _{b} \frac{p_{J K}(x, y)}{p_{J}(x) q_{K}(y)}\right]=P_{J K} I_{b}\left(X_{J}, Y_{K}\right) .
\end{aligned}
$$

(ii) From the decomposition (3.2), an application of Theorem 1.1 leads to

$$
\begin{align*}
\mathscr{F}( & \left.-\log _{b}(\cdot), \mathscr{I} \times \mathscr{L}, p(x, y), \frac{p(x) q(y)}{p(x, y)}\right) \\
& \geq \sum_{A=J, M} \sum_{B=K, N} \mathscr{F}\left(-\log _{b}(\cdot), A \times B, p(x, y), \frac{p(x) q(y)}{p(x, y)}\right) . \tag{5.1}
\end{align*}
$$

Furthermore, from the proof in (i) above, we have

$$
\begin{align*}
\mathscr{F}\left(-\log _{b}(\cdot), \mathscr{I} \times \mathscr{L}, p(x, y), \frac{p(x) q(y)}{p(x, y)}\right) & =I_{b}(X, Y)  \tag{5.2}\\
\mathscr{F}\left(-\log _{b}(\cdot), A \times B, p(x, y), \frac{p(x) q(y)}{p(x, y)}\right) & =P_{A B} I_{b}\left(X_{A}, Y_{B}\right)
\end{align*}
$$

for $A=M, J$ and $B=K, N$. The desired result follows from (5.1) and (5.2).
The following corollary follows immediately from Theorem 5.1 (i).
COROLLARY 5.2. With the above assumptions, we have

$$
\begin{aligned}
I_{b}(X, Y) & =\max _{\substack{\emptyset \neq J \subseteq \mathscr{S} \\
\emptyset \neq K \subset \mathscr{L}}}\left\{P_{J K} I_{b}(X, Y)\right\} \\
& \geq \max _{\substack{i, j \in \mathscr{S} \\
m, \ldots \in \mathscr{L}}}\left\{\left(P_{i, m}+P_{j, m}+P_{i, n}+P_{j, n}\right) I_{b}\left(X_{\{i, j\}}, Y_{\{m, n\}}\right)\right\} \geq 0 .
\end{aligned}
$$

A sharper bound on the various mutual information measures can be established as follows.

Theorem 5.3. Suppose ( $J, M$ ), $(K, N)$ are respectively proper decompositions of $\mathscr{I}$ and $\mathscr{L}$. Then

$$
\max \left\{0, \sum_{(A, B)=(J, M),(K, N)} \max \left\{0, \log _{b} 2-\frac{1}{\ln b}\left(P_{A}-P_{B}\right)^{2}\right\}\right.
$$

$$
\begin{aligned}
& -\min \left\{\log _{b} 4, \log _{b}\left(\frac{|\mathscr{I} \times \mathscr{L}|}{\prod_{A=J, M} \prod_{B=K, N}|A \times B|^{P_{A B}}}\right)\right\} \\
\leq & I_{b}(X, Y)-\sum_{A=J, M} \sum_{B=K, N} P_{A B} I_{b}\left(X_{A}, Y_{B}\right) \\
\leq & \sum_{(A, B)=(J, M),(K, N)} \min \left\{\log _{b} 2, \log _{b}\left[\frac{|\mathscr{I}|}{|A|^{P_{A}}|B|^{P_{B}}}\right]\right\} \\
& -\max \left\{0, \log _{b} 4-\frac{1}{\ln b}\left[4 \sum_{A=J, M} \sum_{B=K, N} P_{A B}^{2}-1\right]\right\} .
\end{aligned}
$$

Proof. From the identity $I_{b}(X, Y)=H_{b}(X)+H_{b}(Y)-H_{b}(X, Y)$ we derive

$$
\begin{aligned}
C:= & I_{b}(X, Y)-\sum_{A=J, M} \sum_{B=K, N} P_{A B} I_{b}\left(X_{A}, Y_{B}\right) \\
= & H_{b}(X)+H_{b}(Y)-H_{b}(X, Y)-\sum_{A=J, M} \sum_{B=K, N} P_{A B}\left(H_{b}\left(X_{A}\right)+H_{b}\left(Y_{B}\right)-H_{b}\left(X_{A}, Y_{B}\right)\right) \\
= & H_{b}(X)-\sum_{A=J, M} P_{A} H_{b}\left(X_{A}\right)+H_{b}(Y)-\sum_{B=K, N} P_{B} H_{b}\left(Y_{B}\right) \\
& \quad-H_{b}(X, Y)+\sum_{B=K, N} P_{J B} H_{b}\left(X_{J}, Y_{B}\right)-\sum_{B=K, N} P_{M B} H_{b}\left(X_{M}, Y_{B}\right)
\end{aligned}
$$

From Corollary 2.6, we have

$$
\begin{aligned}
& \alpha_{1}: \\
&=\max \left\{0, \log _{b} 2-\frac{1}{\ln b}\left(P_{J}-P_{M}\right)^{2}\right\} \leq H_{b}(X)-\sum_{A=J, M} P_{A} H_{b}\left(X_{A}\right) \\
& \leq \min \left\{\log _{b} 2, \log _{b}\left[\frac{|\mathscr{I}|}{\left.\left.|J|^{P_{J}|M|^{P_{M}}}\right]\right\}:=\beta_{1},}\right.\right.
\end{aligned}
$$

and

$$
\begin{aligned}
\alpha_{2} & :=\max \left\{0, \log _{b} 2-\frac{1}{\ln b}\left(P_{K}-P_{N}\right)^{2}\right\} \leq H_{b}(Y)-\sum_{B=K, N} P_{B} H_{b}\left(Y_{B}\right) \\
& \leq \min \left\{\log _{b} 2, \log _{b}\left[\frac{|\mathscr{L}|}{|K|^{P_{K}}|N|^{P_{N}}}\right]\right\}:=\beta_{2} .
\end{aligned}
$$

From Corollary 3.3, we have

$$
\begin{aligned}
\alpha_{3} & :=\max \left\{0, \log _{b} 4-\frac{1}{\ln b}\left[4 \sum_{A=J, M} \sum_{B=K, N} P_{A B}^{2}-1\right]\right\} \\
& \leq H_{b}(X, Y)-\sum_{A=J, M} \sum_{B=K, N} P_{A B} H_{b}\left(X_{A}, Y_{B}\right)
\end{aligned}
$$

$$
\leq \min \left\{\log _{b} 4, \log _{b}\left(\frac{|\mathscr{I} \times \mathscr{L}|}{\prod_{A=J, M} \prod_{B=K, N}|A \times B|^{P_{A B}}}\right)\right\}:=\beta_{3}
$$

Putting these results together, we have

$$
\alpha_{1}+\alpha_{2}-\beta_{3} \leq C \leq \beta_{1}+\beta_{2}-\alpha_{3}
$$

and the theorem is proved.
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