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Erratum: Limiting properties of the
distribution of primes in an arbitrarily large
number of residue classes
http://dx.doi.org/10.4153/5S0008439520000089

Lucile Devin

Abstract. As pointed out by Alexandre Bailleul, the paper mentioned in the title contains a mistake
in Theorem 2.2. The hypothesis on the linear relation of the almost periods is not sufficient. In this
note, we fix the problem and its minor consequences on other results in the same paper.

1 Corrected Statement of Theorem 2.2 and Related Results

First recall some notation used in [De, §2].

Definition 1.1  Let P be a set of positive integers, the natural density dens(P) of P is
given by

dens(?P) :}ﬂ% 15 (k)
k<X

if the limit exists, where 1 is the indicator function of the set P.

For y1,...,yn € R, we denote by (y1,...,yn)q the Q-vector space spanned by
these elements.
The following theorem corrects the flawed hypothesis in [De, Th. 2.2].

Theorem 1.1 Let N =1 and let yy,...,yn € (0,7) be distinct real numbers such
that m ¢ (y1,...,yn)q. Let D>1 and fix c;,...,cy € CP. Let F = (F,F,,...,Fp):
N — RP be the function defined by

N N
F(k)=Y, (cneik”" +§e’ik7") =" (ancos(ynk) + b, sin(y,k)).
n=1

n=1

The image of F is contained in a compact subset of the subspace Vi of RP generated by
the vectors aj,...,ay,by,...,by.
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Then, for every subspace H c RP not containing Vi and every vector o € RP, one has
dens(Fea+ H) =0.

In particular, if Vi ¢ UL {x € RP : x4 = 0}, then, for every ay,..., ap € R, one has
dens(F; = ay) =0 for all1 < d < D, and the density

dens(F1 > o, Fy > a,...,Fp > (XD)
exists.

Remark 1.2 (i) Note that the difference with [De, Th. 2.2] lies in the hypothesis
on the real numbers yi,...,yn: we need that 7 ¢ (y;,...,yn)q. In particular, the
hypothesis is stronger than the one in [De, Th. 2.2], but still weaker than the full Linear
Independence.

(ii) In the case m € (y1,...,yN)q- Bailleul observed in [Ba, Th. 1.5] that the sub-
torus generated by yy,...,yn over Z may not be connected; this is the reason for
the gap in the proof of [De, Th. 2.2]. This is also the cause of the difference between
the continuous case ([De, Th. 1.2]) and the discrete case. Indeed, the sub-torus
{(yy1,.-->yyn) : y € R}/(2mnZ)N is connected unconditionally: it is the continuous
image of the connected set R.

This last remark corrects [De, Rem. 2.3.(i) and Rem. 3.7]; note also that one should
read R/27Z in [De, Rem. 2.3.(i)] instead of Z/27Z.

The main application of this result is the analogue of Chebyshev’s bias in rings of
polynomials with coeflicients in finite fields. Let us recall some definitions.

Definition 1.2 Let p* be a prime power and let Q € Fye[t]. Let ag,ay,...,ap
mod Q be distinct invertible congruence classes, and let 7(k; Q,a;) denote the
number of irreducible polynomials in Fp« [ t] with degree at most k that are congruent
to a; mod Q.

If, for each permutation o, the set Po;a, ),a,0y,....a000y = 1k € N: (k3 Q, ag(0)) >
n(k; Q,aqq1)) >+ > m(k; Q, ag(py)} admits a natural density, we say that the irre-
ducible polynomial race is weakly inclusive. Moreover, if every set of the form
{keN:7(k;Q,a;) =n(k;Q,aj)},i # j,has natural density equal to zero, we say that
the ties have density zero.

The hypothesis in [De, Cor. 2.5] has to be changed accordingly.

Corollary 1.3  Let p* be a prime power, and Q € Fpa[t]. Suppose that there exists
M>1 and yy,...,ym € (0,7) such that (y1,....ym)q N {({IT}UZ(Q)~{y1,...,
yum})q = {Q}, and such that for each character y mod Q, there exists1 < m < M with
L(3 +iym> x) =0 but L(5 +iym, x') # 0 for y' # x.

Then every irreducible polynomial race in Fpe[t] modulo Q is weakly inclusive, and
the ties have density zero.

Finally, the hypothesis in Theorem 1.1 is now too strong to deduce [De, Cor. 2.6];
we should thus consider this statement as unproved. Indeed, one needs to take into
account all the zeros of the Dirichlet L-functions of the quadratic characters modulo
f(T)(T - u), but we only have information on the zeros of the Dirichlet L-functions
of the primitive quadratic character.
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2 Proof of the Corrected Statement
The key lemma is the following.

Lemma 2.1 Let N >1andyy,...,yN € (0,7) be distinct real numbers such that ¢
(y1>--.,yn)q. Then the sub-torus A = {(ky1, ..., kyn) : k € Z}[(2nZ)N is connected.

Proof We will show that A = {(yy1,...,yyn) : y € R}/(2nZ)V; then the conclu-
sion follows from the fact that this sub-torus is connected. The first inclusion ( c) is
immediate.

Let (ey,...,eq) be a basis of (y1,...,¥n)q, such that for all 1< i < N, one has
yi= Z‘,le gixex with g; x € Z. By hypothesis, the set {27, ¢, ..., e4} is linearly inde-
pendent over Q; thus, by the discrete version of the Kronecker—Weyl Equidistribution
Theorem (see e.g., [Ba, Th. 1.2]), one has {(ke,,...,key) ke Z} = (R/27Z)". In
particular, for every y € R and ¢ > 0, there exists £ € Z and my, ..., m4 € Z such that
max;cxqllex — yex — mi2m| < ¢/ maxicicn 20—, |gi k|- Thus, forall 1< i < N, we have

d d
[0y = yyi = > gixmi2n| < > |gik| - |lex — yex — mi2n| < e.
k=1 k=1
Using the fact that g; x € Z, this shows that y(yi,...,yn) € A, for all y € R, which
concludes the proof. [ ]

We can now give the proof of Theorem 1.1.

Proof of Theorem 1.1 ~ We follow the proof from [De]; the only flaw is in the proof
of [De, Lem. 3.5].
Let S be the unit sphere of RP and let f : (V n'S) x A be the function defined by

(21 f(u,0) ::iZRe((u, c,)en)

n=1
N

=" ({u,a,)cos 6, + (u,b,)sin 6, );
n=1

this function is analytic in the variable 6.

Since the vectors ay,...,ay,by,..., by span V, there exists at least one of them,
say vj, such that (u,v;) # 0. So the function f(u,-) is a linear combination of the
2N characters of A defined by (61,...,0y) = e'%, (0),...,0y5) = e ¥, 1<n <N,
with at least one non-zero coefficient. Note that these 2N characters are all distinct,
and also distinct from the trivial character (6, ..., 6y) ~ 1. This follows from the
fact that the values of the derivative of these functions restricted to {(yy1,..., yyn) :
ye R}/(27Z)N c A at y =0 are, respectively, y,,—yn, 1 <n < N, and 0 which are
distinct. Thus, by a result of Dedekind-Artin ([La, VI, Th. 4.1]), those characters are
linearly independent, and the function f(u, -) is not constant on A. Moreover, Lemma
2.1 implies that A is connected, and the fact that N > 0 and y; # 0 ensures that it is not
restricted to {0}, so that a non-constant analytic function on A is indeed non-locally
constant.

The rest of the proof follows similarly to [De]. [
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