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Abstract

Let T be a stopping time associated with a sequence of independent and identically
distributed or exchangeable random variables taking values in {0, 1, 2, . . . , m}, and
let ST,i be the stopped sum denoting the number of appearances of outcome ‘i’
in X1, . . . , XT , 0 ≤ i ≤ m. In this paper we present results revealing that, if
the distribution of T is known, then we can also derive the joint distribution of
(T , ST ,0, ST ,1, . . . , ST ,m). Two applications, which have independent interest, are
offered to illustrate the applicability and the usefulness of the main results.
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1. Introduction

The study of the distributional properties of stopping times T and stopped sums of the form
ST = ∑N

i=1 Xi , defined over sequences of random variables (RVs) X1, X2, . . ., has attracted
much interest in the literature over the last decades because of their wide range of applicability
in diverse scientific areas. Associated problems of specific interest are those related to the
distribution theory of runs and patterns, which have direct applications in practical problems
of quality control, reliability theory, actuarial science, radar astronomy, psychology, molecular
biology, etc. (cf., e.g. Balakrishnan and Koutras (2002)). The distribution theory of runs and
patterns has also been naturally extended in order to cover the case of exchangeable trials (see,
e.g. Eryilmaz (2008a), (2008b), (2010), Inoue et al. (2011), and Makri and Psillakis (2011)).

When studying a stopping time T in a sequence X1, X2, . . . , the examination of the total
number ST,i of outcomes of type ‘i’ in X1, X2, . . . , XT may provide useful information about
the nature of the underlying statistical experiment. Aki and Hirano (1994), who seem to have
been the first to study these kind of problems, examined the joint distribution of (T , ST ), where
T is the waiting time until the first occurrence of a success run of length k and ST is the total
number of successes until T , in a sequence of binary independent and identically distributed
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(i.i.d.) trials. Several extensions and variations of their work were subsequently examined in
Balakrishnan (1997), Uchida (1998), Chadjiconstantinidis et al. (2000), and Inoue (2004).

Antzoulakos and Boutsikas (2007) presented a method to obtain the joint probability gener-
ating function (PGF) of (T , ST , FT ) directly through the PGF of T for the case in which T is
the waiting time of the rth occurrence of a pattern E in a sequence of binary i.i.d. trials. In this
paper we generalize and extend their work by considering general stopping times defined in
sequences of multistate i.i.d. or exchangeable trials. More specifically, we derive the joint PGF
of the random vector (T , ST,0, ST ,1, . . . , ST ,m) directly via the PGF of T when X1, X2, . . . are
i.i.d. or exchangeable RVs taking values in {0, 1, . . . , m}. Finally, we present two applications
related to quality control and to the coupon collector’s problem.

2. Main results

2.1. Independent trials

Let X1, X2, . . . be a sequence of RVs taking values in {0, 1, . . . , m}. Also, let T be a stopping
time associated with X1, X2, . . . , that is, for each n ≥ 1, the event [T = n] is completely
determined by the information contained in Xn = (X1, . . . , Xn) (i.e. [T = n] ∈ σ(Xn)).
Furthermore, let Sn,i be the stopped sum denoting the total number of outcomes of type ‘i’ in
Xn, namely,

Sn,i =
n∑

j=1

I{Xj =i}, i = 0, 1, . . . , m, n ≥ 1,

where IA = 1 or 0 depending on whether or not A occurs. The above are defined over a
probability space (�, F , Pz,p), where the probability measure Pz,p, is such that X1, X2, . . .

are i.i.d. RVs with

Pz,p(Xn = i) = pizi∑m
j=0 pjzj

, i = 0, 1, . . . , m, n ≥ 1, (1)

where z = (z0, z1, . . . , zm), zi > 0, p = (p1, . . . , pm), and p0 = 1 − ∑m
i=1 pi, pi ∈ (0, 1).

When z = 1 = (1, . . . , 1), the RVs X1, X2, . . . are i.i.d. with P1,p(Xn = i) = pi, i =
0, 1, . . . , m, n ≥ 1. We denote by Ez,p(·) the expectation taken under the probability measure
Pz,p. In the rest of this section we assume that Pz,p(T < ∞) = 1 for all positive real numbers
z0, z1, . . . , zm in a neighborhood of 0 (cf. also Remark 2). In Proposition 1 below we express
the joint PGF of (T , ST ) = (T , ST,0, ST ,1, . . . , ST ,m) under P1,p, in terms of the PGF of T

under Pz,p.

Proposition 1. The joint PGF of (T , ST ) for i.i.d. trials satisfies the relation

E1,p(uT z
ST,0
0 z

ST,1
1 · · · zST,m

m ) = Ez,p

((
u

m∑
i=0

pizi

)T )

for all u, z0, z1, . . . , zm ∈(0, ∞) in a neighborhood of 0 such that the above expectations exist.

Proof. Let Sn = (Sn,0, . . . , Sn,m), and define the set

En(sn) =
{
x ∈ {0, 1, . . . , m}n :

n∑
i=1

(I{xi=0}, . . . , I{xi=m}) = sn

}
,
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where x = (x1, . . . , xn), sn = (sn,0, . . . , sn,m), and
∑m

i=0 sn,i = n. The joint probability mass
function (PMF) of (T , ST ) can be written in the form

Pz,p(T = n, ST = sn) =
∑

x∈{0,1,...,m}n
Pz,p(T = n, Sn = sn | Xn = x)Pz,p(Xn = x)

=
∑

x∈En(sn)

Pz,p(T = n | Xn = x)

m∏
i=0

(
pizi∑m

j=0 pjzj

)sn,i

= a(n, sn)

m∏
i=0

(
pizi∑m

j=0 pjzj

)sn,i

,

where a(n, sn) is equal to the number of elements x in En(sn) such that the stopping time T

takes the value n when Xn = x. Thus, we obtain

E1,p(uT z
ST,0
0 z

ST,1
1 · · · zST,m

m I{T <∞}) =
∞∑

n=1

∑
sn

P1,p(T = n, Sn = sn)u
n

m∏
i=0

z
sn,i

i

=
∞∑

n=1

∑
sn

a(n, sn)u
n

m∏
i=0

(pizi)
sn,i

=
∞∑

n=1

(
u

m∑
i=0

pizi

)n ∑
sn

a(n, sn)

m∏
i=0

(
pizi∑m
i=0 pizi

)sn,i

=
∞∑

n=1

(
u

m∑
i=0

pizi

)n ∑
sn

Pz,p(T = n, Sn = sn)

=
∞∑

n=1

(
u

m∑
i=0

pizi

)n

Pz,p(T = n)

= Ez,p

((
u

m∑
i=0

pizi

)T

I{T <∞}
)

.

Taking into account the fact that Pz,p(T < ∞) = 1 completes the proof.

Remark 1. Consider the stopped sum ST = ∑m
i=0 iST ,i = ∑T

j=1 Xj . Letting zi = zi for
i = 0, 1, . . . , m, Proposition 1 yields

E1,p(uT zST ) = E1,p(uT z0ST,0z1ST,1 · · · zmST,m)

= Ez̃,p

((
u

m∑
i=0

piz
i

)T )

= Ez̃,p((uE1,p(zX1))T ),

where z̃ = (z0, z1, . . . , zm). The above relation was proved in Antzoulakos and Boutsikas
(2007) for i.i.d. {0, 1}-valued RVs (when T denotes a specific waiting time) and in Boutsikas
et al. (2011) for real-valued i.i.d. RVs via a different methodology.

Remark 2. Under the assumptions of Proposition 1, taking u = (
∑m

i=0 pizi)
−1, we obtain

E1,p

(( m∑
i=0

pizi

)−T

z
ST,0
0 z

ST,1
1 · · · zST,m

m

)
= 1, (2)
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which can be considered to be an extended version of Wald’s identity (see, e.g. Karlin and Taylor
(1975, p. 264)). Moreover, differentiating both sides of (2) with respect to zi and evaluating the
resulting expression at z = 1, we obtain E1,p(ST,i) = piE1,p(T ), i = 0, 1, . . . , m, provided
that Pz,p(T < ∞) = 1 for all z in a subinterval of R

m+ containing 1. Similarly, taking second-
order derivatives, we obtain the variance and the covariance of the RVs Wi = ST,i − piT ,
namely,

V1,p(Wi) = pi(1 − pi)E1,p(T ), C1,p(Wi, Wj ) = −pipjE1,p(T ),

for i, j = 0, 1, . . . , m, i �= j . The equations for E1,p(ST,i) and V1,p(ST,i − piT ) can be
considered to be versions of Wald’s well-known first and second equations, respectively.

2.2. Exchangeable trials

In this subsection we consider the case in which X1, X2, . . . is an infinite sequence of
exchangeable multistate trials defined over a measurable space (�, F , Pe) and taking values
in the set {0, 1, . . . , m}. Exchangeability implies that, for all n ≥ 1,

Pe(X1 = x1, X2 = x2, . . . , Xn = xn) = Pe(X1 = xπ(1), X2 = xπ(2), . . . , Xn = xπ(n))

for any permutation (π(1), π(2), . . . , π(n)) of the indices {1, 2, . . . , n}. We keep all other
notation and assumptions of the previous subsection. In particular, T is a stopping time
associated with X1, X2, . . . , and Sn,i denotes the total number of outcomes of type ‘i’ in Xn.
We again consider Pz,p under which (1) holds . It is worth stressing that the RVs X1, X2, . . .

are exchangeable under Pe, whereas they are independent under Pz,p. Consider the simplex
D = {p ∈ [0, 1]m : p1 + p2 + · · · + pm ≤ 1}. From de Finetti’s representation theorem for
discrete RVs (see, e.g. Mauldin et al. (1992)), there exists a probability measure on D with
cumulative distribution function (CDF) G such that

Pe(Xn = x) =
∫

D

m∏
i=0

p
rn,i (x)

i dG(p), n ≥ 1,

where x = (x1, . . . , xn) and rn,i(x) = ∑n
j=1 I{xj =i}, i = 0, 1, . . . , m. The measure on D

corresponding to G is usually called the de Finetti measure or the mixing measure for the
sequence X1, X2, . . . . In Proposition 2 below we express the joint PGF of (T , ST ) in the case
of exchangeable trials under the measure Pe in terms of the PGF of T in the case of independent
trials under the measure Pz,p. We again assume that Pe(T < ∞) = Pz,p(T < ∞) = 1, p ∈ D .

Proposition 2. The joint PGF of (T , ST ) for exchangeable trials satisfies the relation

Ee(u
T z

ST,0
0 z

ST,1
1 · · · zST,m

m ) =
∫

D
Ez,p

((
u

m∑
i=0

pizi

)T )
dG(p)

for all u, z0, z1, . . . , zm ∈(0, ∞) in a neighborhood of 0 such that the above expectations exist.

Proof. Observe first that if Y is an RV such that YI{T =n} is a σ(Xn)-measurable RV (i.e. there
exists a measurable function ϕn : R

n → R such that YI{T =n} = ϕn(Xn)), then, invoking
de Finetti’s representation theorem, we have

Ee(Y I{T <∞}) =
∞∑

n=1

Ee(Y I[T =n])

=
∞∑

n=1

∑
x

ϕn(x)Pe(Xn = x)
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=
∞∑

n=1

∑
x

ϕn(x)

∫
D

m∏
i=0

p
rn,i (x)

i dG(p)

=
∞∑

n=1

∫
D

∑
x

ϕn(x)P1,p(Xn = x) dG(p)

=
∞∑

n=1

∫
D

E1,p(Y I{T =n}) dG(p)

=
∫

D
E1,p(Y I{T <∞}) dG(p).

Note that, under P1,p, the RVs X1, X2, . . . are i.i.d. with P1,p(Xj = i) = pi, i = 0, 1, . . . , m.

If we take Y = uT z
ST,0
0 z

ST,1
1 · · · zST,m

m then YI{T =n} is a σ(Xn)-measurable RV, and, therefore,

Ee(u
T z

ST,0
0 z

ST,1
1 · · · zST,m

m I{T <∞}) =
∫

D
E1,p(uT z

ST,0
0 z

ST,1
1 · · · zST,m

m I{T <∞}) dG(p).

Applying Proposition 1 we finally deduce that

Ee(u
T z

ST,0
0 z

ST,1
1 · · · zST,m

m I{T <∞}) =
∫

D
Ez,p

((
u

m∑
i=0

pizi

)T

I{T <∞}
)

dG(p).

Taking into account the fact that Pe(T < ∞) = Pz,p(T < ∞) = 1 completes the proof.

Remark 3. As can be seen in their proofs, Propositions 1 and 2 hold even when Pe(T < ∞) < 1
or Pz,p(T < ∞) < 1, by inserting the indicator function I{T <∞} in the expectations appearing
in their statements.

Remark 4. Recall that if Y is an RV such that YI{T =n} is σ(Xn)-measurable, and T < ∞
almost surely, then Ee(Y ) = ∫

D E1,p(Y ) dG(p) (see the proof of Proposition 2). Hence,
choosingY = ST,i and taking into account the fact that E1,p(ST,i) = piE1,p(T ) (see Remark 2),
we deduce that

Ee(ST ,i) =
∫

D
E1,p(ST,i) dG(p) =

∫
D

piE1,p(T ) dG(p).

Analogous results can be derived for all the equations stated in Remark 2, namely,

Ve(Wi) =
∫

D
pi(1 − pi)E1,p(T ) dG(p), Ce(Wi, Wj ) = −

∫
D

pipjE1,p(T ) dG(p),

where Wi = ST,i − piT , i, j = 0, 1, . . . , m, i �= j . Moreover, Ee(T ) = ∫
D E1,p(T ) dG(p).

Remark 5. Similar to Remark 1, we can show that, under the assumptions of Proposition 2,

Ee(u
T zST ) =

∫
D

Ez̃,p((uE1,p(zX1))T ) dG(p),

where ST = ∑T
j=1 Xj , z̃ = (z0, z1, . . . , zm). Moreover,

Ee(ST ) =
∫

D
E1,p(X1)E1,p(T ) dG(p).
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3. Applications

3.1. On the quality of lots until switching the inspection level in acceptance sampling

In lot-by-lot acceptance sampling systems for variables (the quality characteristic of interest
is described by a continuous RV) a random sample is taken from each lot to assess its quality.
The sampling procedure usually starts with a ‘normal’ inspection that is used as long as products
are produced near an acceptable quality level. However, when there are indications that the
quality of the products has changed, a switch to a ‘tightened’ or ‘reduced’ inspection level is
set according to whether the quality of the products has deteriorated or improved, respectively.
Traditionally, each inspected lot is classified as either accepted or rejected. However, for more
general applications, we may assume that each lot is classified into one of the three levels 0,
1, and 2, indicating intermediate quality, highest quality, and lowest quality, respectively (see,
e.g. Lou and Fu (2009)). In such cases the switching rules are naturally described by specific
{0, 1, 2}-patterns formed by the successively inspected lots.

Suppose that ν-independent reference samples are available from the process producing
products at the intermediate level, and let Yt , 1 ≤ t ≤ ν, be the statistic of interest of the t th
sample, such as the sample mean or the sample median. Let U = g1(Y1, Y2, . . . , Yν) and
L = g2(Y1, Y2, . . . , Yν) be two random thresholds determining the quality of future lots as
follows. From each (future) lot, take a random sample of size n, and let Zi be the statistic of
interest for the ith sample, i = 1, 2, . . . . The ith lot is classified at level 0, 1, or 2 according to
whether L < Zi < U , Zi ≥ U , or Zi ≤ L, respectively.

For i = 1, 2, . . . , let Xi = 1, 0, or 2 when Zi ≥ U , L < Zi < U , or Zi ≤ L, respectively.
As usual, denote by FV1,V2 and fV1,V2 the joint CDF and the joint probability density function
(PDF) of the RVs V1 and V2, respectively, and by FV and fV the CDF and the PDF of an RV V .
It is now easy to check that, for every n ≥ 1 and (x1, . . . , xn) ∈ {0, 1, 2}n,

Pe(X1 = x1, . . . , Xn = xn)

=
∫

R2
(1 − FZ(u))c1(FZ(l))c2(FZ(u) − FZ(l))n−c1−c2 dFU,L(u, l)

=
∫

D
p

c1
1 p

c2
2 (1 − p1 − p2)

n−c1−c2 dG(p),

where c1 = ∑n
i=1 I{xi=1}, c2 = ∑n

i=1 I{xi=2}, and G(p) = G(p1, p2) = FU,L(F−1
Z (1 − p1),

F−1
Z (p2)). Hence, the RVs X1, X2, . . . form an infinite sequence of trinary exchangeable RVs

with mixing measure G(p). Typical random thresholds L and U used in applications are the
rth and the sth (1 ≤ r < s ≤ ν) smallest order statistics of the reference sample, denoted by
Yr:ν and Ys:ν , respectively. The joint PDF fU,L = fYs:ν ,Yr:ν is given by

fU,L(y1, y2) = ν! (FY (y2))
r−1(FY (y1) − FY (y2))

s−r−1(1 − FY (y1))
ν−s

(r − 1)! (s − r − 1)! (ν − s)! fY (y1)fY (y2)

for y1, y2 ∈ R, y1 > y2. Assuming that FZ = FY , it can be verified that

dG(p1, p2) = d(FU,L(F−1
Y (1 − p1), F

−1
Y (p2)))

= ν! pν−s
1 pr−1

2 (1 − p1 − p2)
s−r−1

(r − 1)! (s − r − 1)! (ν − s)! dp1 dp2,

which implies that de Finetti’s measure is the Dirichlet distribution with parameters s − r ,
ν − s + 1, and r , and it does not depend on the particular distribution of Y (or Z).
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Define now the following switching rule. If k1 (respectively k2) consecutive sample statistics
Zi exceed U (respectively are below L) then the inspection level switches from normal to
reduced (respectively tightened). Thus, the stopping time until a switch in the inspection level
occurs is T = min{T1, T2}, where

T1 = min{j : Xj−k1+1 = · · · = Xj = 1}, T2 = min{j : Xj−k2+1 = · · · = Xj = 2}.
The stopped sums ST,i = ∑T

j=1 I{Xj =i}, i = 1, 2, express the number of level-1 and level-2
lots, respectively, until T , and their distributions may provide crucial information about the
vendor’s manufacturing process. It follows from Proposition 2 that (m = 2)

Ee(u
T z

ST,1
1 z

ST,2
2 ) =

∫
D

Ez,p((u((1 − p1 − p2) + p1z1 + p2z2))
T ) dG(p),

where z = (1, z1, z2) and D = {p ∈ [0, 1]2 : p1 + p2 ≤ 1}. Note that, under Pz,p, the Xi are
i.i.d. trinary RVs (m = 2) with PDF given by (1).

For a sequence of i.i.d. {0, 1, 2}-valued RVs with respective probabilities ρj , j = 0, 1, 2,
the PGF E1,ρ(wT ), ρ = (1 − ρ1 − ρ2, ρ1, ρ2), can be found in Balakrishnan and Koutras
(2002, p. 236):

E1,ρ(wT ) = (ρ1w)k1 (1−ρ1w)(1−(ρ2w)k2 )+(ρ2w)k2 (1−ρ2w)(1−(ρ1w)k1 )

(1−w)(1−(ρ1w)k1 )(1−(ρ2w)k2 )+(ρ1w)k1 (1−ρ1w)(1−(ρ2w)k2 )+(ρ2w)k2 (1−ρ2w)(1−(ρ1w)k1 )
.

By replacing ρ1, ρ2, and w by (p1z1)/
∑m

j=0 pjzj , (p2z2)/
∑m

j=0 pjzj , and u
∑m

j=0 pjzj ,
respectively, in the above formula we obtain

hp;u(z) = Ez,p

((
u

m∑
j=0

pjzj

)T )

= a
k1
1 (1−a1)(1−a

k2
2 )+a

k2
2 (1−a2)(1−a

k1
1 )

(1−u
∑m

j=0 pj zj )(1−a
k1
1 )(1−a

k2
2 )+a

k1
1 (1−a1)(1−a

k2
2 )+a

k2
2 (1−a2)(1−a

k1
1 )

,

where a1 = p1z1u, a2 = p2z2u, and p0 = 1 − p1 − p2. Therefore,

Ee(u
T z

ST,1
1 z

ST,2
2 ) = ν! ∫ 1

0

∫ 1−p1
0 hp;u(z)pν−s

1 pr−1
2 (1 − p1 − p2)

s−r−1 dp2 dp1

(r − 1)! (s − r − 1)! (ν − s)! .

The PGFs of ST,1 and ST,2 readily follow from the above expression by setting u = 1 with
z2 = 1 and z1 = 1, respectively. For example, the distribution of ST,1 can be numerically
evaluated for specific values of the parameters k1, k2, ν, r , and s with the aid of the relation

Pe(ST ,1 = i) = 1

i!
di

dzi
1

Ee(z
ST,1
1 )

∣∣∣∣
z1=0

= ν! ∫ 1
0

∫ 1−p1
0 h

(i)
p;1(0, 1)pν−s

1 pr−1
2 (1 − p1 − p2)

s−r−1 dp2 dp1

(r − 1)! (s − r − 1)! (ν − s)! i! ,

where h
(i)
p;1(0, 1) is dihp;1(z1, 1)/dzi

1|z1=0. As an illustration, in Figure 1 the PMF of ST,1 is
given for two sets of values of the parameters ν, s, r, k1, k2. The values of h

(i)
p;1(0, 1)/i! were

easily computed using the SeriesCoefficient function from the MATHEMATICA®

software package. The results were verified using Monte Carlo simulation.
Furthermore, for the two sets of parameter values considered in Figure 1, we have Ee(ST ,1) =∫

D p1E1,p(T ) dG(p) 	 23.8989 and Ee(ST ,1) 	 10.2634, respectively.
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Figure 1: The PMF of ST,1 for (a) ν = 20, s = 17, r = 5, k1 = 4, k2 = 3 and (b) ν = 10, s = 7, r = 3,
k1 = 3, k2 = 4.

3.2. On the number of coupons of type ‘i’ in a coupon collector’s type problem

An urn contains c0 +c1 +· · ·+cm = c balls (or coupons) of which ci bear the number i (are
of type ‘i’), i = 0, 1, . . . , m. A ball (or coupon) is drawn at random from the urn, its number
(type) is recorded, and it is replaced into the urn together with s(s = 0, 1, . . .) balls bearing the
same number. This procedure is repeated until each of the m + 1 numbers appear at least once
(i.e. all types of coupon are collected), denoting by T the corresponding stopping time. Let Xn

(n ≥ 1) be an RV that denotes the type of coupon recorded at the nth drawing. When s = 0,
the RVs X1, X2, . . . are i.i.d. with pi = P1,p(Xn = i) = ci/c, i = 0, 1, . . . , m, and the PGF
of T is given by

E1,p(wT ) = 1 + (−1)m+1(1 − w) +
m−1∑
j=0

( ∑
0≤i0<i1<···<ij ≤m

(−1)m−j (1 − w)

1 − (pi0 + · · · + pij )w

)

(see Inoue and Aki (2007)). However, when s > 0, X1, X2, . . . become a sequence of
exchangeable RVs. In this case, it is known that the corresponding de Finetti measure with
CDF G is the Dirichlet distribution (see Eryilmaz (2008a)), with

dG(p) = �(
∑m

i=0 ai)∏m
i=0 �(ai)

m∏
i=0

p
ai−1
i dp,

where ai = ci/s, i = 0, 1, . . . , m. It is worth mentioning that, under exchangeability (s > 0),
the probability Pe(Xn = i) remains the same as in the i.i.d. case (s = 0), that is, Pe(Xn = i) =
ci/c = ai/(a0 + a1 + · · · + am), i = 0, 1, . . . , m.

Let ST,i , i = 0, 1, . . . , m, be the number of coupons of type ‘i’ drawn until all types of
coupon are collected (i.e. until T ). Besides the distribution of T , it would also be of practical
importance to have knowledge about the distribution of ST,i in the i.i.d. case, as well as the
exchangeable case. This can be accomplished by employing Propositions 1 and 2. More
specifically, since E1,p(T ) < ∞ when every pi /∈ {0, 1}, in the exchangeable model (s > 0)

we have

Ee(u
T z

ST,0
0 z

ST,1
1 · · · zST,m

m )

= �(
∑m

i=0 ai)∏m
i=0 �(ai)

∫ 1

0
· · ·

∫ 1

0
Ez,p

((
u

( m∑
i=0

pizi

))T ) m∏
i=0

p
ai−1
i dp1 · · · dpm,
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Figure 2: (a) The PMF of T . (b) The PMF of ST,2.

where p0 = 1 − ∑m
i=1 pi , and Ez,p((u(

∑m
i=0 pizi))

T ) is equal to E1,p(wT ) given above, after
replacing pi with pizi/

∑m
i=0 pizi, i = 0, 1, . . . , m and w with u(

∑m
i=0 pizi).

For illustrative purposes, we consider the exchangeable model with m = 2, c1 = 1, c2 = 2,
c3 = 3, and s = 1, and the corresponding i.i.d. model with s = 0 (i.e. p0 = 1

6 , p1 = 1
3 ,

and p2 = 1
2 ). In Figure 2 we plot the PMFs of T and ST,2 for both models.
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