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ABSTRACT: Structured reflection can initiate learning, increase team performance and support engineering teams
in adapting their engineering design activities or methods. Engineering teams with limited reflection experience use
reflection often not effectively. Therefore, additional support in the implementation of reflection, guiding and
structuring reflection and in providing goal-related reflection guiding questions is needed. To improve the quality of
reflection and enable engineering teams to reflect, a chatbot-supported reflection concept to assist engineers is
proposed in this contribution. For this purpose, the potential and challenges of existing chatbot approaches are
analyzed and classified. Based on the reflection process and tools from preliminary work, use cases and an initial
architectural reflection chatbot concept are developed and presented in this paper.
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1. Introduction
Structured reflection stimulates learning processes, increases team performance, and encourages
engineers to adapt their activities within the design processes (Reymen & Hammer, 2002) and guides
effective adaptions of processes (Zika-Viktorsson & Ingelgård, 2006). Reflection is a goal-oriented
process of recapitulating past experiences to derive insights for future actions (West, 1996). Moreover,
reflection is an essential element of problem-solving processes, especially in critical situations where
unexpected requirements can arise (Eder & Hubka, 2004). Both individuals and engineering teams
constantly have to reflect on challenges in their daily work as there is a constant need for adaptation (e.g.
of engineering design activities or methods) in engineering design processes (Zika-Viktorsson &
Ingelgård, 2006) caused by increasing uncertainties (Pendzik et al., 2023). Efficient teamwork also
depends on continuous guidance and support, which is essential in times of new work (e.g. digital
workplaces, virtual meetings) due to digitalization (Mai et al., 2024). Although reflection is an important
part of the design process (Eder & Hubka, 2004), there is a lack of systematic support and integration of
reflection into the design practice. This paper focuses on the information needed for structured reflection
and on the support of engineering teams with less experience in implementing structured reflection. The
research aims to investigate how engineering teams can be effectively supported in independent
reflection and how guidance and reflection questions can be integrated into chatbot-based reflection
support. The chatbot concept was selected because it enables a context-dependent dialog, and the
engineers can be encouraged to reflect through predefined prompts. This paper does not yet include an
empirical study, therefore in future research, empirical testing for feasibility, case studies with engineers,
and analysis of effectiveness are planned. To achieve the main research objective, the first step is to
analyze the potentials and challenges of chatbots in terms of supporting structured reflection in
engineering design. In the second step, an initial architectural blueprint for a reflection chatbot concept is
proposed.
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1.1. Background and problem description
The problem addressed in this paper results from previous research of the authors, in which a structured
reflection process according to West (1996) and tools for planning, implementing, and evaluating
reflection in engineering design teams were developed and tested in industrial practice (c.f. Figure 1).

Most of the teams were working in small and medium-sized enterprises (SME) and had limited
experience in reflection. Therefore, in this contribution, it was particularly important to focus on
supporting engineering teams in guidance through retrospectives, creating awareness and acceptance of
the potential of structured reflection, and providing support for a clear reflection structure with suitable
reflection questions. The introduction and application of the proposed reflection tools within moderated
retrospectives have been evaluated as effective during a research project (Ammersdörfer et al., 2024), but
some limitations emerged at the end of the project, which are now to be addressed.

Table 1 provides an overview of the challenges, according to the three proposed reflection process phases
(c.f. Figure 1), resulting from feedback from the project participants (with less experience in continuous
reflection) of mainly SME and reflecting the general challenges reported in the literature. To address the
challenges and enable engineers to reflect independently in different reflection levels and dimensions,
this paper focuses on the challenges in the reflection process phase 1 reflecting and on supporting the
implementation of structured reflection in engineering teams with less reflection experience. This
contribution proposes a solution approach of a chatbot-supported reflection concept according to the
structure of the preliminary work and to improve the guidance and providing of context-related reflection
questions in the application of retrospectives (i.e. meetings to conduct the reflection). Through the
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Figure 1. Overview of preliminary work on the reflection process and reflection tools in
engineering design according to Ammersdörfer et al. (2022, 2023, 2024); Inkermann et al. (2020)

Table 1. Overview of challenges according to the three reflection process phases

Reflecting Planning Adapting

Lack of guidance and motivation
to reflect after finishing the project
if no moderator is involved in the
reflection process to provide
guidance (Wolfbauer, 2020) and
guiding questions to reflect
effectively (Hartmann et al., 2023).

High effort for reflection
planning and analyzing cannot
be considered in the time pressure
(Hartmann et al., 2023) in SME
and needs support in reflection
planning and preparation.

Lack of content-related support in
the integration of reflection in
engineering design processes
(Inkermann et al., 2020). Planned
actions after reflecting are often not
followed up until the next sprint,
this can result in a loss of
knowledge (Huet et al., 2007) and
potential for improvement (Reymen,
2001).

Lack of providing individual
reflection guiding questions
(Weixelbaum, 2016) and structure
(Inkermann et al., 2020) for various
reflection objectives adapted to the
context without additional reflection
support and prior knowledge.

Lack of support in providing
concrete reflection objectives and
guidance (Inkermann et al., 2020)
in reflection planning for different
reflection scenarios after the
research project.

Lack of knowledge and expertise
about reflection (Hartmann et al.,
2023) about the evaluation of
reflection outcomes and the
application of the coding scheme.
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proposed approach, e.g., additional costs for an external reflection moderator or additional training to
expand the engineers’ reflection skills can be saved. This can also result in more time flexibility for teams
during retrospectives, as they do not have to agree on fixed times with moderators.

1.2. Research objective and procedure
The research focuses on identifying how the previous work on structured reflection can be transferred
into an initial architectural blueprint for a chatbot concept and which requirements are necessary for the
use cases. The main research objective is to investigate in an initial concept how existing chatbots can be
classified to integrate existing reflection information (e.g. guiding questions or process elements) in the
application of reflection to support reflection inexperienced engineering teams in guidance, structure, and
effectiveness of reflection through context-related reflection questions. For this research approach, the
assumption is made that guided and structured reflection reduces the reflection planning effort for less
experienced engineering teams and improves the efficiency of reflection. In future research, it is planned
to conduct empirical testing for this purpose. The following research questions (RQ) are derived from the
research objective:

• RQ1: What are the potentials and challenges of using chatbots to support the implementation of
structured reflection?

• RQ2: Which characteristics do existing chatbots provide to support the implementation of
structured reflection and to integrate reflection information into a reflection chatbot?

To answer the RQs, the research is structured according to the stages in the Design Research
Methodology and follows research type two with a literature-based Research Clarification and
Descriptive Study I and an initial Prescriptive Study (Blessing & Chakrabarti, 2009). The contribution
starts in Section 1 with a problem analysis, a description of the background and preliminary work, and a
definition of the research objective. Section 2 presents existing reflection chatbot approaches, potentials
and challenges, identified through literature-based analyses. A classification template for chatbots (c.f.
Figure 3) is also developed according to the literature, which is applied to the existing reflection
approaches. Section 3 describes the use cases and introduces an initial concept of the reflection chatbot.
Requirements and an initial architectural blueprint are presented in Section 3.2. Section 4 summarizes the
findings and provides an outlook for further research.

2. State of the art
Chatbots are dialog systems that communicate with a user, using natural language and a user interface,
e.g., a chat window (Dale, 2016). Chatbots utilize Artificial Intelligence (AI) and Natural Language
Processing (NLP) (Muhammad et al., 2020) to facilitate conversational exchanges between humans and
computer programs (Anaya et al., 2024).

2.1. Basic architecture and classification of chatbots
Figure 2 illustrates the basic architecture of a chatbot according to Stucki et al. (2020). Here, it is assumed
that the user starts the dialog (text-based or speech-/voice-based) and contacts the chatbot actively
(Hundertmark et al., 2022). The simplest scenario for a chatbot is when the chatbot extracts the intention
of a user response, then queries missing information in a knowledge database, and finally prepares an
answer for the user (Stucki et al., 2018).

Chatbots can be classified based on different criteria. To provide an initial overview, this paper focuses
on the criteria used in literature, namely intended purpose, functionality (Stucki et al., 2020; 박소현
2020), and mode of communication (Gnewuch et al., 2017) and conversation mechanism (Chien & Yao,
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Figure 2. Simplified illustration of a logical chatbot architecture based on Stucki et al. (2020)
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2020). These criteria are relevant because they describe the basic characteristics and functions of a
chatbot and can be used to derive an initial architecture for a reflection chatbot. The classification
template (Figure 3) provides an overview of the criteria and sub-criteria of chatbots.

The proposed classification is used to analyze different chatbot applications and to define a new chatbot
concept to support reflection. The intended purpose describes what the chatbot is to be used for and
therefore distinguishes in the first step whether the chatbot is goal-oriented or not. The goal-oriented
chatbot aims to solve a user problem and can also be divided into an information or transaction chatbot.
The next step is to define the functionality of the chatbot, i.e. which technology the chatbot uses. Here, for
example, a distinction according to Stucki et al. (2020) is made between rule-based chatbots (input and
output are identified according to fixed patterns), data-based chatbots (can provide free dialog elements
through Machine Learning (ML)) or frame-based chatbots (use a set of structured data according to the
user’s intention). In the last step, the mode of communication and the conversation mechanism are
considered, focusing on data input processing. This can be text-based or speech-/voice-based. A
distinction can also be made regarding whether it is an open- or closed-domain chatbot. This also
depends on whether it is a free conversation or a specific user goal achievement.

2.2. Existing chatbots to support structured reflection
Chatbots have progressed significantly in the last sixty years based on the advances in ML and NLP
(Gnewuch et al., 2017). These technologies allow chatbots to gain knowledge from their interactions and
conduct conversations similar to individuals, improving their capabilities as humans (Anaya et al., 2024).
This type of assistance was already available in the 1960s when the text-based computer program ELIZA
(Weizenbaum, 1966) was developed to simulate natural human interactions between a human and a
machine through natural language conversation (Gnewuch et al., 2017). The purposes for chatbot usage
have expanded significantly with the development of different chatbots and their various architectures
and capabilities (Hatwar et al., 2016). To identify and analyze existing chatbot approaches supporting the
implementation of structured reflection, a literature analysis was conducted. The results are summarized
in Table 2. This overview points out the essential differences between the ten chatbot concepts.
Differences exist, concerning focus, purpose, and type of data processing. In summary, all chatbot
concepts relate to supporting reflection, such as in the context of project-based learning (Kai et al., 2024)
to promote questioning or chatbot-supported retrospective (Köppl & Günzel, 2021) to provide structure
and guidance for novices. These two concepts offer useful starting points for the addressed problem and
therefore, represent a good foundation. The classification of the existing chatbots (c.f. Table 2, right-hand
side), indicates the main differences concerning the criteria introduced in Figure 3. In summary, almost
all concepts are goal-oriented, data-based and text-based, but they differ in their purpose and objectives.
For example, some concepts focus on stimulating self-reflection, while others focus more on providing
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Text-based
Interaction using text messages, e.g., 

chatbot, natural dialog system

Speech-/ voice-based
Primarily rely on spoken input,  e.g., 

digital assistant, intelligent/ smart agent

Goal-oriented (task-oriented) 
Solution of a definable user problem 

(e.g., specific information query)

Not goal-oriented (not task-oriented)
Simulation of a social interaction

Rule-based
Input and output covered by fixed rules or patterns

Data-based
Can also process free dialog elements through Machine Learning (ML)

Frame-based
Using a set of structured data according to user intention

Information chatbot
Provide answers, information on products or processes of a company

Transaction chatbot
Performing a specific activity for the user, e.g., recording a complaint

Open-domain chatbot
To have freestyle conversations without defining specific goals

Closed-domain chatbot
To support users in achieving specific goals

Open-domain chatbot
To have freestyle conversations without defining specific goals

Closed-domain chatbot
To support users in achieving specific goals

Figure 3. Overview of the classification of chatbots according to Chien & Yao (2020); Gnewuch
et al. (2017); Stucki et al. (2020); 박소현 (2020)
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information and guidance through reflection. Through the first mapping of the chatbot concepts, the
developed classification template (c.f. Figure 3) can be tested directly and initial requirements and
characteristics for the initial architectural reflection chatbot concept can be derived.

2.3. Challenges of chatbots for structured reflection
The purpose of this Section is to identify the challenges in the implementation and behavior of chatbots
supporting structured reflection based on literature and to create awareness of possible challenges in
chatbot development. The gathered challenges are then sorted according to the three reflection process
phases (c.f. Figure 1). For example, looking at the process steps of a retrospective according to Derby
et al. (2006), most of the challenges using a chatbot in the implementation of retrospectives arise in
gather data and decide what to do (Köppl & Günzel, 2021). The phase reflecting (c.f. Figure 1) can be
challenging in the application of chatbots because open user responses often occur in the context of
reflection and new perspectives are required to motivate users to reflect in the long term (Kocielnik et al.,
2018). Wolfbauer (2020) emphasizes that there is still little experience with chatbots in mediating
reflection and repeated interactions, which can be challenging both in the reflecting and planning phases

Table 2. An initial overview of ten exemplary existing chatbot approaches supporting reflection
according to literature and a first classification of the chatbot concepts.
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Arakawa & 
Yakura 
(2024)

Coaching Copilot 
(LLM-powered 
chatbot coach)

- The focus is on investigating the 
effective use of LLM-based chatbots 
and on leadership growth (Executive 
Coaching course) as an application 
example.

- To stimulate deep self-reflection and 
behavioral change beyond habit formation 
(explore the effective use of LLM-powered 
chatbots).

- Large Language Model (LLM) ● ● ● ● ●

Kai et al. 
(2024)

Question-prompting 
chatbot for Project-
Based Learning 
(PBL)

- Evaluation of the potential of an 
existing chatbot (originally for 
language learning), to be adapted for 
PBL frameworks and development of 
an enhanced chatbot in PBL contexts.

- To identify the utility of the chatbot in 
promoting questions regarding goal setting 
and reflection and to adapt the existing 
chatbot for self-regulated learning in PBL.
- The chatbot's functions are to send a series 
of questions predetermined by the instructor to 
users and to record the user's responses. 

- LINE one of the most common communication applications in East Asia, is 
used for input data processing 
(writing reflections)
- Learning Tool Interoperability (LTI) integration is used to automatically 
store the writings in the Learning Management System (LMS)

● ● ● ● ●

Karaturhan 
et al. (2024)

Artificial Intelligence 
(AI) chatbot 
prototype for 
reflection (question-
asking 
conversational 
agent)

- Based on existing research to 
support reflection and digital 
journaling. The focus of the chatbot is, 
to see it as a reflection partner for long-
term conversations with the help of 
generative AI.

- To support dialog-driven reflection with 
question generation and posture strategies 
based on psychological content.

- ChatGPT (GPT-3.5 Turbo) LLM for generating contextual answers based 
on user's experiences and questions
- Software Voiceflow for creating the chatbot prototype
- Telegram is used as a interaction medium (chatbot asking questions)

● ● ● ● ●

Kumar et al. 
(2024)

LLM agents 
(information 
chatbot, reflection 
chatbot)

- Two experiments with crowd workers 
to assess the impact of LLM 
assistants on user engagement with 
mindfulness and behavior change 
intervention exercises.

- Information chatbot to provide information on 
mindfulness and explain different activities.
- Reflection chatbot to support self-reflection 
on the understanding of mindfulness with open-
ended reflection questions to the user and 
reflection excercises.

- LLM
- GPT-3 (Generative Pre-trained Transformer 3, is an autoregressive 
language model that uses deep learning to generate natural-flowing text) for 
configuration of the chatbot

● ● ● ● ●

Köppl & 
Günzel 
(2021)

Chatbot-supported 
Retrospective 
(electronic coach 
for teams)

- Focus on retrospectives in newly 
formed teams and untrained team 
processes based on the "asking 
questions" concept and on a basic 
retrospective framework for evaluating 
the current state.

- To structure and guide retrospectives for 
novices and collect and evaluate current state 
(team data, derive actions).
- To provide new impulses and opportunities in 
a stagnating retrospectivs.

- Asking questions concept by recording and processing the team answers 
of standard questions or additional questions from the Scrum Master

● ● ● ● ●

(2020)
Chatbots Bonobot 
and Diarybot

- The focus is on designing reflection 
assistant chatbots for different 
supportive purposes: for self-reflection 
and guidance, for transformative 
reflection, and for explaining and 
exploring reflections.

- To support users in self-reflection and mental 
wellbeing, disclosing information and providing 
guidance for the reflection process.

- Bonobot: Web-based chatbot application (procedural intelligence: flow 
manager and response generator with JavaScript, Python framework used 
as a web application server) 
- Diarybot: A chatbot on a messenger app (KakaoTalk, most popular 
messenger app in Korea) with open API (flow manager, response 
generator) 
- Symbolic interaction between user narrative and bot algorithm

● ● ● ● ●

Wolfbauer 
(2020)

Reflection 
Guidance Chatbot 
(Rebo)

- Rebo guides users to reflect on 
practical learning tasks through 
defined levels of reflection.

- To digitalize vocational training in mental, 
mechatronics, and electrical engineering. - Rule-based chatbot model with a predefined dialog structure ● ● ● ● ●

Matthies et 
al. (2019)

Chatbot for Agile 
Retrospectives 
(approach for 
employing chatbots 
in agile teams)

- A chatbot in agile teams focused on 
analyses and measurements of data 
produced by the team (domain: 
software development).

- To improve executed software development 
processes within a team and to support 
workflow and development-related activities.
- To support agile teams in retrospectives.

- API (Application Programming Interface) Slackbot (integration into existing 
tools; only user interface mockup presented)

● ● ● ● ●

Sharp (2019) Slackbot Retrobot

- Focused on integrating a chatbot into 
virtual communication using the 
messaging tool Slack (for work-related 
comunication). 
- The chatbot initially has the function 
of collecting retrospective input from 
developers and sending it to the 
chatbot via message.

- To record retrospective feedback and display 
it in a team channel in a randomized order so 
that improvements in the team can be 
identified.

- Rule-based chatbot model with predefined questions and answers (API 
token and a Slackbot needed; open source on GitHub)

● ● ● ● ●

Kocielnik et 
al. (2018)

Reflection 
Companion

- It's a mobile chatbot that supports 
engaging reflection on personal 
sensed data (physical activity data 
gathered with fitness trackers) based 
on learning theory (noticing, 
understanding, future actions).

- To provide daily adaptive mini-dialogues 
(question design) and graphs to the mobile 
phones of users to support reflection.
- Chatbot (PHP server) to manage dialogs, 
user profiles and data and to generate activity 
graphs

API software components such as:
- Twillio API for communication with users smartphone through SMS or 
MMS 
- Fibit API for user activity data to create activity graphs
- LUIS API (Language Understanding Intelligent Service) to provide 
automatic recognition of free text responses from users
- Natural Language Understanding (NLU) classification models to categorize 
user replies 

● ● ● ● ●

First Classification0
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of the reflection process. The phase adapting can be a challenge for both the user and the researcher or
developer of a reflection chatbot. The user needs prompts to document customization suggestions and the
developer needs to handle unexpected user responses, which in the context of reflection could be very
individual and team-dependent, and thus need expertise in dealing with ML and NLP techniques
(Kocielnik et al., 2018). Taking a closer look at the perspective of the researcher or developer it can also
be challenging that it needs special skills for example in ML and dialog design (Abdellatif et al., 2020) or
requires programming skills and maintenance of the development process (Matthies et al., 2019). To
summarize, there are challenges in all phases of reflection, but these can be overcome with adequate
structure, preparation, and guidance, as the potentials of reflection-supporting chatbots show.

2.4. Potentials of chatbots for structured reflection
Due to the benefits of assistance through chatbots, such as cost, time, and effort savings, their use is
becoming increasingly popular (Abdellatif et al., 2020). The purpose of this Section is to identify the
potential in the implementation and behavior of chatbots supporting structured reflection based on
literature and to create acceptance and awareness for a chatbot-supported reflection. Based on the
proposed reflection process (c.f. Figure 1), the following potentials of reflection chatbots can be
identified for the phase reflecting and the implementation of reflection: Providing guidance, structure and
knowledge, aiding users in learning different skills and suggesting guiding questions, offering fast,
simple and cost-effective communication channel and (e.g. Kai et al., 2024; Kocielnik et al., 2018);
Presenting knowledge to users at the same level Hundertmark et al. (2022); Acting as an effective dialog
initiator and discussion facilitator to support learning (Liu et al., 2024); Potential especially in supporting
novices and newly composed teams (Köppl & Günzel, 2021); Dialogue-based learning is useful for
guiding reflection and structuring it through reflection questions (Kocielnik et al., 2018). The potential of
chatbots in reflection planning is to support goal setting and preparation in several application areas (Kai
et al., 2024). The potential in the phase adapting is that the analysis of large amounts of data through
pattern recognition or human capabilities is possible (Matthies et al., 2019), e.g. reflection outcomes or
retrospective action items. Furthermore, the potential for adapting consists in the fact that the chatbot can
support the progress evaluation of a task (e.g. improvements for the next development activity) and
inform the team about the reflection outcomes in the next iteration (Matthies et al., 2019). In general, it
can be concluded that it is important that the reflection questions match the context and objective of
reflection and that the outcomes of the reflection are documented, e.g., to continuously drive forward the
adaption of an engineering design method. This is particularly important regarding the problem focused
on in this paper and is essential for the implementation of the chatbot-supported reflection concept.

3. Use cases and initial concept for a reflection chatbot
This Section presents the use cases and requirements of the chatbot concept. The proposed reflection
chatbot can be classified according to the template in Figure 3 as follows: Intended purpose: Goal-
oriented, information chatbot; Functionality: Data-based; Mode of communication and conversation
mechanism: Text-based, closed-domain chatbot. With a focus on the reflecting phase and on the
implementation of reflection, the aim is to provide support for engineering teams with less experience in
structured reflection. In particular, the chatbot aims to assist engineering teams quickly during the
reflection process and to relieve engineering teams of the time-consuming reflection planning process. In
addition, the chatbot is intended to show engineers how they guide the reflection by guiding questions.
The input data and knowledge for the chatbot system is based on information and data from previous
work by the researchers, such as the reflection process at various reflection levels (operational, tactical,
individual) and dimensions (social, process, goal) for the reflection structure or a collection of reflection
guiding questions for reflection. One precondition is that the reflection planning and definition of the
reflection focus (i.e., reflection goal e.g., to verify the applicability of the engineering design method;
reflection object e.g., engineering design method or activity) has already been determined. This can also
be done via the chatbot. A second precondition is that the engineering team has a digital device available,
and the chat widget can be implemented in a data-safe environment (e.g., a web-based solution on the
company server). Based on the scenario described above, Figure 4 shows a use case diagram to illustrate
the use cases of the reflection chatbot. The stakeholders of this use case diagram are, on the one hand, the
engineering team (user) and, on the other hand, the researcher (administrator or developer). The
engineering team is interested in being informed about the reflection, being supported in the reflection
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process, and receiving context-related reflection questions from the chatbot. The researchers, on the other
hand, are interested in providing the chatbot with the necessary reflection data, evaluating the learning
success of the engineering team through the chatbot data, and monitoring user interactions.

3.1. Requirements on chatbot architecture for structured reflection
Based on the use cases, an initial overview of functional, non-functional, and operating requirements for
the chatbot is derived in Table 3.

3.2. Initial architectural blueprint for a reflection chatbot in engineering design
Based on the defined use cases and requirements, an initial architectural blueprint is proposed in Figure 5.
First, it is to clarify which technologies are suitable for the chatbot implementation. One area of ML is
Deep Learning (DL), which uses neural networks to learn better from large amounts of data (LeCun et al.,
2015), and a specific application of DL is the use of Large Language Models (LLM) to process natural
language (Naveed et al., 2023). Frequently used models to receive input data and generate output data,
such as CNN (Convolutional Neural Network) or RNN (Recurrent Neural Network), belong to the area
of DL and can be classified by the neural network structure (LeCun et al., 2015). The algorithms of ML
differ widely in the way they represent the programs (e.g. decision trees or programming languages) and
how those algorithms browse the program space (e.g. optimization algorithm) - to update the parameters
of the base model, optimizers are used to adjust the prediction results of the model closer to the target
values (Naveed et al., 2023). According to the defined requirements for the reflection chatbot, the

 

Reflection Chatbot

Engineering Team
(User)

Researcher
(Administrator)

Submit a request
for the reflection

procedure

Receive
reflection
response

Process
output data

Process
input data

include

Enter reflection
context and goal

Call up reflection
guiding questions

include

Enter reflection
process data

Enter reflection
guiding questions

Capture user
responses

Process
data in LLM

Figure 4. Initial use case diagram for a chatbot for structured reflection

Table 3. Requirements for the reflection chatbot

Functional
requirements

• The chatbot must be able to integrate the existing reflection process.
• The chatbot must be able to integrate existing reflection guiding questions.
• The chatbot must be able to provide the appropriate reflection questions for
individual and context-related reflection goals.

Non-functional
requirements

• The chatbot must be designed to be intuitive and user-friendly to enable easy
application in everyday working life.

• The chatbot should be able to respond to user reflection requests (e.g. output of
guiding questions for reflection) within two to five seconds on average.

Operating
requirements

• The data used by the chatbot (authorized data) must be stored and protected on an
internal server (secure database) to ensure data protection requirements.
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optimizer Stochastic Gradient Descent (SGD) will be used as a general optimization algorithm. This can
be applied for a variety of DL models, in our case, the Long Short-TermMemory (LSTM) model for data
processing and pattern recognition in data sequences is proposed (c.f. Figure 5). Additionally, the
Sequential Model from the open-source library Keras (Chollet, 2020) is proposed for implementation in
Python. This model is proposed to train the artificial neural network to generate individual reflection
guiding questions and to serve as an interface. The LSTM and SGD techniques are chosen for reasons of
simplicity and efficiency and to learn from training data, such as user requests and their corresponding
answers, to improve the classification of intents (LeCun et al., 2015).

It is important that the SGD model can recognize the intent of the user. To successfully provide the
chatbot with guiding questions, it is also necessary to train it with sufficiently structured dialog data. To
represent the desired reflection results, pattern recognition is used to process the input and output data in
Python through the proposed LSTMmodel. To implement the reflection process and guiding questions, a
rule-based system containing specific triggers that lead to specific questions is used in addition to the
SGD model. More complex architectures, such as transformer models like GPT (Generative Pre-trained
Transformer) (Naveed et al., 2023), are necessary to enable free dialogs in the future. In the context of the
request for the reflection procedure, for example, the reflection phase (e.g. reflecting) and the dimension
of the reflection (e.g. process) can be analyzed and thus the reflection goal-related guiding question can
be provided through the chatbot.

4. Conclusion and further work
This contribution indicates the potential and an initial architectural blueprint of a concept for a chatbot
supporting structured reflection that needs to be further assured. In the first step, the challenges and
potentials of existing chatbot concepts for reflection were discussed and a classification template for
chatbots was derived from literature. In the second step, existing chatbots supporting reflection are analyzed
and classified. It was found that most chatbots are data-based in terms of functionality, related to solving a
defined user problem by providing information and interacting with the user via text messages. Based on
the problem description and use cases, it was investigated whether existing chatbots can be classified and
how an initial architectural blueprint for a reflection chatbot concept can be developed. Moreover, initial
technical considerations for implementing a reflection chatbot and integrating reflection information were
proposed. It is concluded that the planned reflection chatbot needs to be an intelligent basic model with a
reflection dataset that can be trained to provide user-specific and reflection-targeted guiding questions to
support engineering. As described in Section 3.2, a LSTM model concept is proposed because it can
process continuous text easily and covers the recording of long-term dependencies and context-dependent
questions through the gating mechanism (forget, input, output). However, this initial concept needs to be
validated in more detail in further research to determine which model is most suitable for the mentioned use
cases and regarding technical implementation. In the context of reflection, a combination of the LSTM
model and the Transformer model could also be considered to analyze the timing of suitable reflection
questions with LSTM and to convert inputs into context-related reflection questions with the Transformer
model using a simple prompting approach. Therefore, in further research a detailed empirical testing of the
feasibility and effectiveness of the reflection chatbot model is proposed. It is also planned to use new
modeling techniques, such as the SysMLmodeling language, to specify the architecture in further work and
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Figure 5. The representation of an initial architectural blueprint for the reflection chatbot
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to illustrate interactions between functions and elements. Furthermore, a chatbot prototype is to be
implemented, tested and in a retrospective with less experienced engineers evaluated. This aims to
investigate the impact of the chatbot on the effective support of engineering teams in reflection and on
learning outcomes in more detail in the future.
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