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Abstract

This paper treats the multi-peg generalization of the Tower of Hanoi problem with \( n (\geq 1) \) disks and \( p (\geq 3) \) pegs, \( P_1, P_2, \ldots, P_p \). Denoting by \( M(n, p) \) the presumed minimum number of moves required to transfer the tower of \( n \) disks from the source peg, \( P_1 \), to the destination peg, \( P_p \), under the condition that each move transfers the topmost disk from one peg to another such that no disk is ever placed on top of a smaller one, the Dynamic Programming technique has been employed to find the optimality equation satisfied by \( M(n, p) \). Though an explicit expression for \( M(n, p) \) is given, no explicit expressions for the partition numbers (at which \( M(n, p) \) is attained) are available in the literature for \( p \geq 5 \). The values of the partition numbers have been given in this paper.

1. Introduction

The classical Tower of Hanoi problem reads as follows.

Three pegs, \( P_1, P_2 \) and \( P_3 \), are fastened to a stand, and \( n (\geq 1) \) disks of different radii, each with a hole through which a peg can pass, initially rest on the source peg, \( P_1 \), in a tower in small-on-large ordering (with the largest at the bottom, the second largest above it, and so on, with the smallest at the top). The objective is to transfer the tower from \( P_1 \) to the destination peg, \( P_3 \), in the minimum number of legal moves, where each legal move can transfer the topmost disk from any peg to another such that no disk is ever placed on top of a smaller one.

The above problem was first formulated by the French mathematician, Francois Edouard Anatole Lucas in 1883, a biography of whom is given in Hinz [9]. The problem appears in Ball [2] and Gardner [7] as one of mathematical recreation, and in Papadimitriou and Steiglitz [19] as an illustration of the combinatorial optimization problem. Recently, the problem has also drawn the attention of the computer scientists, and it serves as a popular example to illustrate recursion versus iteration in elementary texts (see, for example, Reingold and Hansen [21] and Roberts [22]), and in discrete
mathematics courses (see, for example, Johnsonbaugh [12]). The problem has been studied by Sohn and Gaudiot [26, 27] and Osato [18] in connection with artificial intelligence and robot control. Schmajuk and Thieme [25] and Daum et al. [5] demonstrate the application of their neural network models to the Tower of Hanoi puzzle.

During the last two decades, the classical Tower of Hanoi problem has seen many variations and generalizations in different directions, some of which have been reviewed and posed by Atkinson [1], Wood [30], Walsh [29], Newman-Wolfe [17], Chan [3], Hinz [10, 11], Wu and Chen [31, 32], Zanten [33] and Poole [20].

One natural generalization is the multi-peg case with \( p(\geq 4) \) pegs, \( P_1, P_2, \ldots, P_p \). This generalization was first proposed by Lucas in 1889. Later, it was revived by Stewart [28].

The Dynamic Programming (DP) technique has been employed by Wood [30], Roth [24], Hinz [8–10], van de Liefvoort [13, 14], Chu and Johnsonbaugh [4] and Majumdar [16]. Wood considers only the 3-peg problem, and the remaining papers deal with the 4-peg problem.

This paper treats the DP approach of the multi-peg Tower of Hanoi problem. The DP formulation is given in Section 2. In Section 3, we solve the multi-peg problem, giving explicit expressions for the “minimum partition numbers”.

2. Dynamic programming formulation

Let \( M(n, p) \) denote the minimum number of (legal) moves required to solve the Tower of Hanoi problem with \( n(\geq 1) \) disks and \( p(\geq 3) \) pegs. Then, the DP equation satisfied by \( M(n, p) \) is (see, for example, Majumdar [16])

\[
M(n, 3) = 2M(n - 1, 3) + 1, \quad n \geq 2
\]

\[
M(n, p) = \min_{0 \leq k \leq n-1} \{2M(k, p) + M(n - k, p - 1)\}; \quad n \geq 2, \quad p \geq 4,
\]

where the trivial boundary conditions are

\[
M(0, p) = 0, \quad M(1, p) = 1 \quad \text{for all} \quad p \geq 3.
\]
3. Shift optimally the $k$ disks from the intermediate peg to $P_p$, using all the $p$ pegs, again in $M(k, p)$ number of moves.

Then, $k$ is to be determined so as to minimize the total number of minimum moves in the above three steps. For the 3-peg problem, we must have $k = n - 1$, giving the DP equation (2.1).

For the 3-peg Tower of Hanoi problem, Wood [30] has shown that the policy leading to the DP equation (2.1) is indeed optimal. For the generalized $p$-peg problem with $p \geq 4$, it still remains to establish that the policy adopted to derive the DP equation (2.2) is optimal. The only thing in this respect is to prove that the $k$ disks stored on the intermediate peg must be smallest consecutive ones (see, for example, Lunnon [15]). The problem still remains open and challenging. Thus, following Hinz [8], $M(n, p)$ is in fact, the $pms$ (presumed minimum solution) corresponding to the multi-peg case considered in this paper.

It is well-known (see, for example, Hinz [8]) that, for the $p$-peg problem with $p \geq 4$, the value of $k$ minimizing the right-hand expression inside the braces of (2.2) is not unique. Taking this into consideration, we define the following:

$$F(n, k, p) = 2M(k, p) + M(n - k, p - 1); \quad 0 \leq k \leq n - 1, \quad n \geq 1, \quad p \geq 4, \quad (2.4)$$

$$k(n, p) = \min\{k : M(n, p) = F(n, k, p)\}; \quad n \geq 1, \quad p \geq 4, \quad (2.5)$$

$$K(n, p) = \max\{k : M(n, p) = F(n, k, p)\}; \quad n \geq 1, \quad p \geq 4, \quad (2.6)$$

where, evidently

$$k(0, p) = K(0, p) = 0, \quad k(1, p) = K(1, p) = 0 \text{ for all } p \geq 4. \quad (2.7)$$

Thus, for $n \geq 1$ and $p \geq 4$ fixed, $k(n, p)$ and $K(n, p)$ denote respectively the minimum and maximum $k$ at which $F(n, k, p)$ is minimized, and would be called the smallest partition number and the largest partition number respectively. Clearly, for $n \geq 1$ and $p \geq 4$ fixed, $F(n, k, p)$ is uniquely minimized if and only if $k(n, p) = K(n, p)$.

The following results have been established by Majumdar [16].

**Lemma 2.1.** For $n \geq 1$ and $p \geq 4$ fixed,

1. $F(n, k, p)$ is minimized for all $k$ with $k(n, p) \leq k \leq K(n, p)$,
2. $L(n, p) \leq L(n + 1, p) \leq L(n, p) + 1$ ($L(n, p) = k(n, p)$ or $K(n, p)$).

The solution to the 3-peg problem (given by the DP equation (2.1)) is

$$M(n, 3) = 2^n - 1, \quad k(n, 3) = K(n, 3) = n - 1 \text{ for all } n \geq 1. \quad (2.8)$$
3. *p*-peg Tower of Hanoi problem with *p* ≥ 4

The complete solution to the 4-peg Tower of Hanoi problem, giving explicit expressions for *k*(n, 4), *K*(n, 4) and *M*(n, 4), due to Majumdar [16], is reproduced in the following lemma for future reference.

**Lemma 3.1.** For any *r* ∈ {1, 2, . . . },

1. *F*(*r*(r + 1)/2, *k*, 4) is uniquely minimized at *k* = *r*(r − 1)/2,
2. for *n* with *r*(r + 1)/2 < *n* < (*r* + 1)(*r* + 2)/2,

\[ k(n, 4) = n - r - 1, \quad K(n, 4) = n - r, \]

3. for *n* satisfying *r*(r + 1)/2 ≤ *n* ≤ (*r* + 1)(*r* + 2)/2,

\[ M(n, 4) = (n - r(r - 1)/2 - l)2^r + 1. \]

In the following theorem, we generalize the above results to the multi-peg Tower of Hanoi problem.

**Theorem 3.1.** For any *r* ∈ {1, 2, . . . },

1. *F* \( \left( \binom{p + r - 3}{p - 2}, k, p \right) \) is uniquely minimized at *k* = \( \binom{p + r - 4}{p - 2} \) for all *p* ≥ 4 (with the convention that \( \binom{M}{N} = 0 \) if *M* < *N*),
2. for *n* satisfying \( \binom{p + r - 3}{p - 2} \leq n < \binom{p + r - 2}{p - 2} \),

\[ M(n + 1, p) - M(n, p) = 2^r, \]

\[ M(n, p) = \sum_{i=0}^{r-1} 2^i \binom{p + i - 3}{p - 3} + 2^r \left\{ n - \binom{p + r - 3}{p - 2} \right\}, \]

\[ k(n, p) = \begin{cases} \binom{p + r - 4}{p - 2}, & \text{if } 0 \leq n - \binom{p + r - 3}{p - 2} \leq \binom{p + r - 4}{p - 4} \\ \binom{p + r - 4}{p - 2} + l, & \text{if } n - \binom{p + r - 3}{p - 2} = \binom{p + r - 4}{p - 4} + l \end{cases} \]

where \( l \in \left\{ 1, 2, \ldots, \binom{p + r - 4}{p - 3} \right\} \).
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\[ K(n, p) = \begin{cases} \binom{p + r - 4}{p - 2} + m, & \text{if } n - \binom{p + r - 3}{p - 2} = m \\ \binom{p + r - 3}{p - 2}, & \text{if } \binom{p + r - 4}{p - 3} \leq n - \binom{p + r - 3}{p - 2} \leq \binom{p + r - 3}{p - 3} \end{cases} \]

where \( m \in \{1, 2, \ldots, \binom{p + r - 4}{p - 3}\} \).

**PROOF.** Part (1) of the theorem has been pointed out by Rohl and Gedeon [23], and the first two results of part (2) have been established by Frame [6]. So, it only remains to prove parts (c) and (d). The proofs are similar, and we prove part (c) only.

The proof is by double induction on \( n \) and \( p \). For \( p = 4 \), the validity of the result for all \( n \geq 1 \) follows from Lemma 3.1. For \( n = 1 \), we have \( r = 1 \) for all \( p \geq 4 \), and the result holds true.

So, let \( r \in \{1, 2, \ldots\} \) be such that

\[ \binom{p + r - 3}{p - 2} < n + 1 < \binom{p + r - 2}{p - 2} \]

so that

\[ \binom{p + r - 4}{p - 3} < n + 1 - \binom{p + r - 4}{p - 2} \leq \binom{p + r - 3}{p - 3} + \binom{p + r - 4}{p - 3} \]

We now consider the following two cases separately.

**Case 1** \( \binom{p + r - 4}{p - 3} < n + 1 - \binom{p + r - 4}{p - 2} \leq \binom{p + r - 3}{p - 3} \).

In this case, by the induction hypothesis,

\[
2M \left( \binom{p + r - 4}{p - 2}, p \right) + M \left( n + 1 - \binom{p + r - 4}{p - 2}, p - 1 \right)
\]

\[
= \sum_{t=0}^{r-2} 2^{t+1} \binom{p + t - 3}{p - 3} + \sum_{t=0}^{r-1} 2^t \binom{p + t - 4}{p - 4}
\]

\[
+ 2^r \left\{ n + 1 - \binom{p + r - 4}{p - 2} - \binom{p + r - 4}{p - 3} \right\}
\]

\[
= 1 + \sum_{t=1}^{r-1} 2^t \left\{ \binom{p + t - 4}{p - 3} + \binom{p + t - 4}{p - 4} \right\} + 2^r \left\{ n + 1 - \binom{p + r - 3}{p - 2} \right\}
\]

\[
= \sum_{t=0}^{r-1} 2^t \binom{p + t - 3}{p - 3} + 2^r \left\{ n + 1 - \binom{p + r - 3}{p - 2} \right\}.
\]
Also, by part (2) of Lemma 2.1, \( k(n + 1, p) = \binom{p + r - 4}{p - 2} \).

**Case 2** \( \binom{p + r - 3}{p - 3} < n + 1 - \binom{p + r - 4}{p - 2} \leq \binom{p + r - 3}{p - 3} + \binom{p + r - 4}{p - 3} \).

Here, letting

\[ n + 1 - \binom{p + r - 4}{p - 2} = \binom{p + r - 3}{p - 3} + l, \quad l \in \{2, 3, \ldots, \binom{p + r - 4}{p - 3}\}, \]

and noting that,

\[ \binom{p + r - 4}{p - 2} < \binom{p + r - 4}{p - 2} + l \leq \binom{p + r - 4}{p - 2} + \binom{p + r - 4}{p - 3} = \binom{p + r - 3}{p - 2}, \]

we get, by virtue of the induction hypothesis,

\[
2M \left( \binom{p + r - 4}{p - 2} + l, p \right) + M \left( \binom{p + r - 3}{p - 3}, p - 1 \right)
\]

\[
= 2 \left\{ \sum_{t=0}^{r-2} 2^t \binom{p + t - 3}{p - 3} + l \sum_{t=0}^{r-1} 2^t \right\} + \sum_{t=0}^{r-1} 2^t \binom{p + t - 4}{p - 4}
\]

\[
= \sum_{t=0}^{r-1} 2^t \binom{p + t - 3}{p - 3} + 2^t \left\{ n + 1 - \binom{p + r - 4}{p - 2} - \binom{p + r - 3}{p - 3} + \binom{p + r - 4}{p - 4} \right\}
\]

\[
= \sum_{t=0}^{r-1} 2^t \binom{p + t - 3}{p - 3} + 2^t \left\{ n + 1 - \binom{p + r - 3}{p - 2} \right\}.
\]

It now remains to show that

\[
k \left( \binom{p + r - 3}{p - 2} + \binom{p + r - 4}{p - 4} + l, p \right) = \binom{p + r - 4}{p - 2} + l,
\]

\[ l \in \{1, 2, \ldots, \binom{p + r - 4}{p - 3}\}. \]
We first show that \( F \left( \left( \frac{p + r - 3}{p - 2} \right) + \left( \frac{p + r - 4}{p - 4} \right) + l, k, p \right) \) is not minimized at \( k = \left( \frac{p + r - 4}{p - 2} \right) \), for otherwise,

\[
M \left( \left( \frac{p + r - 3}{p - 2} \right) + \left( \frac{p + r - 4}{p - 4} \right) + 1, p \right) - M \left( \left( \frac{p + r - 3}{p - 2} \right) + \left( \frac{p + r - 4}{p - 4} \right), p \right) \\
= M \left( \left( \frac{p + r - 3}{p - 3} \right) + 1, p - 1 \right) - M \left( \left( \frac{p + r - 3}{p - 3} \right), p - 1 \right) \\
= 2^{r+1}, \text{ by part 2(a) of the theorem.}
\]

But, this would violate part 2(a) of the theorem, since

\[
\left( \frac{p + r - 3}{p - 2} \right) + \left( \frac{p + r - 4}{p - 4} \right) + 1 < \left( \frac{p + r - 2}{p - 2} \right).
\]

Hence, by Lemma 2.1(2), we must have

\[
k \left( \left( \frac{p + r - 3}{p - 2} \right) + \left( \frac{p + r - 4}{p - 4} \right) + 1, p \right) = \left( \frac{p + r - 4}{p - 2} \right) + 1.
\]

Proceeding in this way, we can prove (d). This completes the proof of the theorem.

In passing, we mention that Theorem 3.1 is valid for \( p = 3 \) also.
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