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We present time-dependent 2D and 3D fluid simulations of a gas cell with a variable length of
0 to 5 cm, designed for laser wakefield acceleration. The cell employs an output nozzle producing
extended density ramps, which can facilitate the production of high-quality electron beams. In both
geometries, the simulations demonstrate uniform density inside the cell. In 3D, the mean density
inside the cell reaches a density non-uniformity below 1% after 100ms. The density equilibrium
time, τ , scales with the ratio of cell volume to outlet area, a relationship that is not captured by
the 2D simulations showing 5 times shorter equilibrium time. We present a method to determine τ
from fluid simulations, allowing the estimation of the minimum delay required to enable a uniform
target density. Such uniformity prevents uncontrolled electron injection from density ripples, which
has direct implications for optimising beam quality and reproducibility in wakefield acceleration.
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1. INTRODUCTION

Conventional radiofrequency (RF) cavity based accel-
erators are typically limited to 100MVm−1, constrained
by cavity wall breakdown under strong fields[1, 2]. Laser
wakefield acceleration (LWFA) is a compact alternative
for accelerating electrons in a plasma wave driven by a
high-intensity laser[3]. For the densities required, the
plasma is usually produced from ionisation of an initially
gaseous target. One method to make a suitable plasma
is to use a capillary discharge, in which an electrical
discharge flows through a gas-filled capillary[4, 5]. Ther-
mal balance with the capillary walls produces a plasma
density channel which can serve to guide the laser over
long lengths[6]. Wakefield acceleration in capillary wave-
guides has produced acceleration of electrons to 8GeV
over 20 cm of plasma[7]. However, capillary wave-guides
are susceptible to laser-induced damage, particularly at
high repetition-rates. Gas jets can produce targets rang-
ing in density from 1023 to 1026 m−3[8]. Supersonic jets[9]

enable the accelerator to be operated far from the gas
jet nozzle, reducing damage issues. An alternative way
to generate wave-guides is through the hydrodynamic
expansion of optical field-ionised (HOFI) plasmas[10–12].
This method has recently been used to accelerate elec-
trons to 10GeV in a 30 cm plasma formed in a gas jet
target[13].
However, gas jets operate at significantly higher back-

ing pressures, resulting in greater gas flow. This in-
creased flow places a higher strain on the load of vac-
uum pumps and limits the system’s repetition rate. The
flow can suffer from stability issues due to turbulence.
For a helium gas jet of nozzle throat diametre of 1mm
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and atomic density 1 × 1025 m−3, the Reynolds number
is ≈ 3400 assuming a flow speed of 1000ms−1, which is
in the transitional regime where turbulence begins to de-
velop. It has been shown that small-scale density ripples
over a distance of just a few plasma wave wavelengths can
induce unwanted electron self-injection[14], which leads to
poor electron beam quality[15].

Gas cells are enclosed structures that confine a gas
flow to produce a gaseous target[16–19]. Gas cells can ac-
commodate HOFI channels[20], but can also be used for
self-guided LWFA[21]. This is where the non-linear re-
sponse of the high intensity laser pulses enables them to
be guided far beyond the length over which they would
normally diffract[22]. Gas cells are typically filled at a
lower inlet pressure and have smaller exits for laser entry
and exit. As such, the flow rates to reach the required
densities are much slower and less prone to turbulence.
Kuschel et al. investigated the dependence of the wave-
length of the relativistic plasma wave, λp ≡ 2πc/ωp along

a fixed-length gas cell[14]. They reported a gradient of
∂zλp = 0.25% in gas cells, compared to ∂zλp = 3% in
gas jets. Their findings indicated that density ripples in
gas jets caused strong structuring of the electron beam
due to self-injection, whereas gas cells produced nearly
unstructured beams with no uncontrolled injection.

Another advantage of gas cells is their ability to offer
a tunable plasma length. By incorporating a piston, the
plasma length in a gas cell can be precisely and rapidly
adjusted, ranging from many centimetres down to a few
hundred micrometres. This adjustability makes the gas
cell suitable for operation across a wide range of densi-
ties, particularly as the distance required to reach max-
imum electron energy scales inversely with density. Ad-
ditionally, this variable length allows for precise control
of the acceleration distance over which electrons are ac-
celerated. This enables the acceleration dynamics to be
accurately determined and optimised[23].
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However, care must be taken at the laser exit outlet
of the gas cell. Sharp density transitions at this outlet
can lead to unwanted degradation of beam emittance[24].
By using suitably engineered density ramps[25–27], it is
possible to reduce the beam divergence and thus bet-
ter preserve beam emittance. Being able to control the
divergence of the beams produced in a LWFA is partic-
ularly important for many applications such as staged
acceleration[28] or injection into undulators to produce
radiation[29–31].
In this paper, we present simulations of a tunable-

length gas cell to investigate the density uniformity and
the time taken to reach equilibrium in the target. Un-
derstanding the evolution of the target density is critical
for optimising the LWFA process, as the uniformity and
shape of the density profile are crucial in producing high-
quality electron beams. Furthermore, an accurate esti-
mation of the time to reach equilibrium provides insight
into the density evolution. This is particularly impor-
tant for the target design for high-repetition-rate LWFA
operation, as high density uniformity is crucial for beam
stability. We also explore the use an outlet designed as a
converging–diverging nozzle. This generates longer exit
density ramps which can be used to avoid rapid spread of
the electron beam at the plasma exit[24]. Since these re-
gions are often difficult to diagnose experimentally, high-
fidelity density profile calculations will enable more ac-
curate predictions of LWFA performance by providing
precise inputs for PIC simulations.

2. COMPUTATIONAL FLUID DYNAMICS

To model the gas flow within the cell, computational
fluid dynamics (CFD) simulations can be employed.
However, CFD solvers face challenges when simulating
vacuum conditions and extreme density variations[32].
These abrupt density transitions can cause numerical
oscillations, necessitating fine-tuning of ad-hoc param-
eters to achieve a stable solution. Such artificial pa-
rameter tuning becomes questionable for supersonic and
transonic flows due to the lack of pointwise stability[33].
2D CFD simulations have been performed for a gas cell
designed for density downramp injection[16]. Extending
these simulations to three dimensions is challenging, as
the added geometrical complexity often leads to severe
stability issues and substantially increased computational
cost. Attempts have been made to simulate the gas cell
using quasi-three-dimensional (r-z) geometries[17], or us-
ing 3D geometries with a reduced volume, focusing on
the outlet[19]. However, performing a full 3D simulation
that accurately captures the complete spatial and physi-
cal complexity of the gas cell system remains a substan-
tial computational challenge.

For the simulations presented here, we use the code
Ryujin, an open-source finite-element solver for conser-
vation equations such as the compressible Navier-Stokes
and Euler equations of gas dynamics[33, 34]. The code

uses a convex limiting technique[35] which guarantees ad-
missibility in each time step by ensuring that the com-
puted update maintains an invariant-domain property in
each collocation point. Concretely, for the compressible
Euler equations positivity of the density, positivity of the
internal energy and a local minimum principle on the
specific entropy are enforced[35]. This limiting strategy
guarantees robustness even under extreme shock condi-
tions and for complex geometries, making Ryujin par-
ticularly suitable for modelling scenarios with significant
density variation, sharp transitions and real-life geome-
tries such a gas cells for LWFA. The method is guaran-
teed to be stable without the use of any ad-hoc tuning
parameters[33, 35]. Owing to its convex limiting feature,
Ryujin remains robust when simulating complex geome-
tries, unlike other CFD methods that may experience
divergence of physical quantities.
Ryujin’s convex limiting algorithm blends an interme-

diate, robust, and viscous low-order update with a high-
order update while maintaining the invariant-domain
property. The intermediate low-order update is designed
in such a way that it ensures that all thermodynamical
constraints and entropy inequalities are maintained[36].
Ryujin accurately captures extreme density transitions,
such as those occurring near vacuum boundaries, and is
inherently stable against the divergence of physical quan-
tities like temperature, a difficulty that often arises in
other fluid simulations, particularly within complex 3D
geometries. For further details about the underlying the-
ory and implementation we refer the reader to[33, 35, 36].

3. SIMULATION SET-UP

The computational work is based on a gas cell de-
signed for use as a wakefield accelerator utilising con-
trolled ionisation injection[15, 37–39]. It was optimised to
produce low-divergence (< mrad), and low-emittance (<
mmmrad) beams.
The cell is filled with helium gas, doped with a few

percent of nitrogen by mass. The nitrogen K -shell elec-
trons, which have a high ionisation threshold (a0 > 1),
ionise only near the peak laser intensity[15, 37–39]. Here,
a0 represents the normalised laser vector potential. Elec-
trons ionised near this peak intensity can be generated
with the optimal phase within the plasma bubble to re-
main trapped and accelerated[40]. By adjusting the laser
focus, the timing of the injection can be controlled to
generate high-quality electron beams[41].
The gas cell provides a helium atomic density ranging

from 1023 to 1025 m−3, doped with a few percent of ni-
trogen by mass. To simplify the fluid simulations, and
considering the low concentrations of nitrogen in the cell,
our simulations assumed that the gas was pure helium.
A cone with a 400µm diametre hole serves as the

aperture through which the laser enters the cell. The
dimensions of the cone were selected as a compromise
between achieving a higher operating density and min-
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FIG. 1: A CAD rendering of the cell geometry along with
a zoomed-in view of the nozzle at the laser exit.

imising laser-induced damage to the outlet. As shown
in FIG. 1, the cone is mounted on a piston that allows
the aperture position to be adjusted along the laser beam
axis while maintaining the gas cell seal, providing control
over the target length. The cell is 5.9 cm in length with
a volume of 38 cm3. The piston is oriented towards the
laser entrance to facilitate rapid downstream access for
applications such as staged acceleration.

To introduce the density down-ramp, the exit aper-
ture is shaped into a converging-diverging nozzle, ap-
proximating de Laval nozzles that are used for acceler-
ating fluids to supersonic speed[42]. The resulting longer
ramps would help collimate the naturally divergent elec-
tron beams produced by LWFA. FIG. 1 includes a de-
tailed view of the converging-diverging nozzle. The con-
verging section began with a diametre of 1.9mm and ex-
tended 0.8mm in length. The throat section measured
1.0mm in diametre and 0.1mm in length. The diverging
section extended 1.7mm, widening to a final diametre of
1.6mm.

Ryujin defines the initial conditions on either side of
the inlet interface using two sets of primitive states. A
primitive state refers to a set of physical parameters that
describe the fluid at a given point, including density, ther-
mal velocity, and pressure. In this study, we simulated
pure helium with an inlet pressure of 100mbar. The den-
sity was determined using the ideal gas law, assuming a
temperature of 300K. The velocity of the primitive state
corresponds to the mean thermal velocity of gas particles
as derived from the Boltzmann distribution. The initial
vacuum pressure was assumed to be 10−5 mbar.
The Knudsen number, Kn, is the ratio of the molec-

ular mean free path to the physical scale in the system.
It characterises the type of the flow. For Kn < 0.01,
the continuum flow assumption is valid, and the no-slip
boundary condition applies. For 0.01 < Kn < 0.1, the
velocity slip at the wall becomes important, and the slip
boundary conditions should be used[43]. The Knudsen
number for helium at 300K and 100mbar, with the noz-
zle throat as the smallest length scale at 0.1mm is ap-
proximately 0.0138. This value indicates that the gas
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FIG. 2: Helium atomic density distribution and unifor-
mity for the 2D cell without piston. (a) Transverse slices
of the density distribution at 5 and 50ms. (b) Mean he-
lium atomic density in the gas cell as a function of time
after gas release. (c) Temporal evolution of density uni-
formity (standard deviation) in the gas cell.

flow in the cell is within the slip-flow regime, and con-
sequently, for these simulations, the wall conditions were
set to slip.

4. SIMULATION RESULTS

To evaluate the capability of Ryujin, we first conducted
2D trial simulations using a simplified geometry without
the piston. FIG. 2a) shows transverse slices of the den-
sity distribution at 5 and 50ms after gas release. At
5ms, the system had not yet reached equilibrium, and
a higher density is found near the inlet. By 50ms, the
density had stabilised and become uniform. As shown in
FIG. 2b), the density plateaued at 4.91× 1025 m−3 after
50ms. An exponential fit to the mean density reveals a
characteristic time of 16ms.
FIG. 3 presents the results of the 2D simulation, in-

cluding the trombone, as implemented in the variable-
length gas cell. The distance from the trombone to the
outlet was set to 9mm. FIG. 3a) shows transverse slices
of the density distribution at 5 and 50ms after gas re-
lease, which also illustrate the cell geometry. The cell
comprised an inlet at the bottom and a piston inside.
The outlet on the piston was neglected, as this area was
significantly smaller compared to the nozzle size. The
right wall served as the outlet. At 5ms, the flow is again
quite non-uniform, but the mean density is observed to
have stabilised at 4.24× 1025 m−3 after 40ms, as shown
in FIG. 3b). The density evolution indicated a charac-
teristic time of 9.3ms. The density inhomogeneity in the
LWFA region, defined as a cylindrical volume within the
cell with a radius twice that of the outlet and centred
along the laser direction, decreased to below 1% after
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15ms, as shown in FIG. 3c). However, the density in-
homogeneity across the entire cell remains above 15%,
at 50ms. As illustrated in FIG. 3a), density gradients
persist in the top left corner even after the mean density
throughout the cell has stabilised. The complex geome-
try of the cell obstructs fluid flow to the corners, thereby
leading to persistent non-uniformities in the density dis-
tribution. Additionally, the presence of the piston results
in a reduced characteristic time, attributed to the smaller
effective volume compared to configurations without the
piston.

While 2D simulations provide useful insights into gen-
eral flow behaviour, they inherently lack the ability to
capture the full spatial complexity of gas dynamics within
the cell. Transitioning to 3D simulation is crucial for
further investigation of the density equilibrium time and
the density inhomogeneities caused by the cell’s geome-
try and outlet configuration, but the complex geometry
increases the computational difficulty. The 3D finite ele-
ment mesh requires particular consideration. Currently,
Ryujin only accepts quadrilateral and hexahedral mesh
elements. While tetrahedral meshing offers greater flex-
ibility for handling complex geometries, it is prone to
numerical diffusion, particularly when modelling shocks
and sharp density transitions[44]. By contrast, the hex-
ahedral mesh provides higher accuracy, but generating
a fine mesh for complex geometries is challenging. For
simplification, the cylindrical piston was replaced by a
hexagonal-shaped rod inside the cell. Additionally, the
cones defining the converging-diverging nozzles were ap-
proximated using polygons, while squares were used to
represent the outlet, reducing computational time. A
three-dimensional finite element mesh generator, known
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FIG. 3: Helium atomic density distribution and unifor-
mity for the 2D cell geometry with piston. (a) Transverse
slices of the density distribution at 5 and 50ms. (b) Mean
helium atomic density in the gas cell as a function of time
after gas release. (c) Temporal evolution of density uni-
formity (standard deviation) in the LWFA region.

as Gmsh[45], was used to generate the Ryujin inputs. It
features the ability to force the mesh elements to be hex-
ahedral, and 3D volume meshes were created as a com-
promise between the mesh quality and the computation
time. The simulations were performed on the Imperial
HPC system with 8 Icelake CPU cores[46]. It took a day
to compute 300ms for the 3D simulations, compared to
a few hours for the 2D simulations. The 3D mesh reso-
lution resulted in about 35,000 collocation points, which
amounted to 175,000 total spatial degrees of freedom.

FIG. 4: Visualisation of the 3D cell geometry in Gmsh.

FIG. 4 presents the gas cell geometry used for the 3D
simulation. FIG. 5a) displays transverse slices of the den-
sity distribution at 5ms and 300ms after gas release.
As observed in 2D simulations, the density within the
cell becomes uniform upon reaching equilibrium. The
mean density inside the cell was projected to plateau at
5.02×1024 m−3, as shown in FIG. 5b). The characteristic
time for the density increase was 56ms, and the density
non-uniformity within the cell decreased below 1% after
100ms, as depicted in FIG. 5c). FIG. 5c) also compares
the density non-uniformity in both the entire cell and the
LWFA region. The LWFA region exhibited smaller final
density spread. After the initial fluctuation, the density
spread plateaued at 1% beyond 40ms.
The characteristic time scale, τ , represents the expo-

nential time constant for density stabilisation. Achiev-
ing uniformity within 1% requires approximately two to
three characteristic time periods. This time determines
the minimum laser delay necessary to ensure a uniform
density. The characteristic time can be estimated as the
ratio of the fluid mass contained within the cell to the
mass flow rate exiting through the nozzle, given by[47]:

τ =
V

CdAout

√
ρ0

2∆P
, (1)

where ρ0 is the mass density, and ∆P is the pressure dif-
ference between the cell and the vacuum. The volume of
the cell and the area of the outlet are denoted by V and
Aout, respectively. When the inlet size is significantly
larger than the outlet, the gas fills the cell on a timescale
that is much shorter than the density equilibrium time.
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FIG. 5: Helium atomic density distribution and unifor-
mity for the 3D cell geometry. (a) Transverse slices of the
density distribution at 5 and 300ms. (b) Mean helium
atomic density in the entire cell and in the LWFA region
as a function of time after gas release. (c) Temporal evo-
lution of density uniformity (standard deviation) in the
entire cell and the LWFA region.

Although the initial filling dynamics of an empty gas cell
are strongly governed by the inlet area, the outlet size
ultimately determines the rate at which the system ap-
proaches density equilibrium. Here, Cd is the discharge
coefficient, which is close to unity for a nozzle[48].

τsim (ms) τtheory (ms) δτ/τ (%)

2D (no piston) 16 1.0 94
2D (with piston) 9.3 0.52 94
3D 56.1 56.8 1.2

TABLE I: Comparison of the equilibrium time obtained
from simulations (τsim) with the theoretical value
(τtheory) predicted by Eq. 1, along with the percentage
difference between them.

Tab. I summarises the equilibrium times obtained from
the simulations, alongside the values predicted by Eq. 1,
assuming the outlet size of 1mm, equivalent to the throat
size. Eq. 1 accurately predicts the equilibrium time in 3D
simulations, with deviations at the percent level.

In the 2D simulations, the case with the piston ex-
hibited a shorter equilibrium time compared to the case
without the piston, as expected from theoretical predic-
tions, due to the smaller effective cell volume. However,
in 2D, the concept of volume becomes ambiguous. The
2D model effectively assumes the cell extends infinitely
in the direction perpendicular to the simulation plane,
such that the influence of the third dimension is negligi-
ble. As a result, the volume-to-outlet area ratio reduces

to the ratio of the cell’s cross-sectional area to the outlet
length. Eq. 1 can then be reformulated as:

τ3d = τ2d
2Lcell

πrout
, (2)

Lcell is the length of the cell in the direction perpendicu-
lar to the plane of the 2D simulation. Based on this rela-
tion, FIG. 5b) is expected to show a characteristic time
40 times larger than in FIG. 3b). A longer equilibrium
time was observed in 3D as compared to 2D. However,
the predicted time for the 2D case was almost an order
of magnitude lower than the computational results. This
discrepancy arises from the complex internal geometry
of the gas cell, which the simplified model does not fully
account for. As shown in FIG. 3b), the upper section
of the gas cell is connected to the inlet only via a nar-
row path around the piston tip, which restricts gas flow
and leads to a prolonged equilibrium time. By contrast,
in 3D the gas flow from the inlet is less obstructed, re-
sulting in a shorter equilibrium time that differs by only
1.5% from the theoretical prediction. The 3D fluid sim-
ulation, combined with the theoretical model, provides
an accurate estimation of the density equilibrium time
for the gas cell target. This capability is readily extend-
able to arbitrary gas cell targets and even other types of
LWFA targets, thereby aiding target design by providing
reliable equilibrium time estimates. Owing to the convex
limiting feature, Ryujin remains robust when simulating
complex geometries, which broadens the applicability of
Ryujin to a wide range of wakefield targets.

The cell studied here exhibits a characteristic recov-
ery time of approximately 56ms, with density equilib-
rium established between 100ms and 200ms. This cor-
responds to a maximum repetition rate of 5-10Hz. The
transverse cross-section of the cell is about 3 cm by 2 cm.
If reduced to 1 cm by 1 cm or less, the repetition rate
could increase by a factor of 6 to 10. The outlet area
can also be increased, albeit at the cost of a shorter den-
sity ramp length. Such a cell would be well suited for
high-repetition-rate LWFA.
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FIG. 6: Convergence scan of the density downramp pro-
file using 2D simulations.
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To investigate the density downramp, we conducted
a 2D convergence study of the density profile using a
reduced geometry consisting of only the outlet nozzle.
FIG. 6 compares the on-axis density profile along the
downramp for different mesh resolutions, characterised
by the element size factor. This factor represents the ele-
ment size relative to the characteristic Gmsh size, which
is heuristically determined as a fraction of the geom-
etry’s bounding box size and further refined based on
the smallest geometric features. All the simulations with
varying element sizes produced the same uniform density
within the gas cell and a consistent downramp profile for
0.25 cm< x <0.75 cm. This indicates that the mesh reso-
lution does not significantly influence the density plateau
or the ramp scale-length. However, for a coarse mesh an
artificial thickness is assigned to the density bump that
forms at the location where the shockwaves, generated by
discontinuities in the nozzle, rejoin. The inset in FIG. 6
reveals that the density profile begins to converge at an
element size of 0.06. While this does not alter the gas
flow within the cell, a fine mesh resolution is necessary
to accurately capture the key features of the supersonic
flows emerging from the nozzles. The peak density of
the bump is orders of magnitude lower than the plateau
density, as show in FIG. 6. Hence, this feature is not
expected to significantly influence the dynamics of the
wakefield accelerator.

To characterise the length of the density downramp,
an analytical function of the form:

ρ = ρ0

(
e−x/λ + 1

)−1

, (3)

was fitted to the on-axis density lineout for the fluid
simulation with an element size of 0.06. Here, ρ0 is the
plateau density, while λ represents the scale-length of
the ramp. For a circular outlet, the scale-length λ is
approximately R/2, where R is the outlet radius. In
the case of a nozzle with a tailored nozzle with a throat
radius of 0.5mm, the ramp scale-length was found to
be extended to 0.32mm[24]. The converging-diverging
nozzle geometry, combined with the large aperture size,
contributes to an extended scale-length. Such extended
ramps could be beneficial in reducing electron beam

divergence from the LWFA[24]. However, obtaining
experimental measurements of density profiles near the
gas outlets are usually obscured by the metallic and
opaque nozzle structure. This makes it difficult to have
accurate measurements of this region where critical
dynamics take place. Hence, integrating the results from
these fluid simulations with PIC simulations provides
a powerful approach to investigate density downramps
and their role in generating low-divergence electron
beams. This is vital for practical applications such as
wakefield-based free-electron lasers[31].

5. CONCLUSIONS

We performed hydrodynamics simulations of a vari-
able length gas cell. For both 2D and 3D simulations,
the standard deviation of the density fell below 1%, in-
dicating high density uniformity for a cell target. This
would help to reduce uncontrolled self-injection due to
density ripples on the scale of the plasma wave wave-
length, demonstrating that a gas cell target offers finer
density control as compared to a gas jet. Our results show
that 2D simulations underestimate the true equilibrium
time by a factor of 5 times. This highlights the impor-
tance of 3D simulations for accurately determining the
equilibrium time of the cell, a task for which the Ryujin
simulations are well-suited. The simulation is adaptable
to arbitrary LWFA targets, and the code enables robust
studies of gas dynamics in complex targets, free from sta-
bility issues. The 3D simulation shows a characteristic
time of 56ms for a gas cell with a volume of 38 cm3, and
predict that the density variation inside the cell drops
below 1% after 100ms. Such a cell would thus be un-
suitable for use in pulsed mode for high-repetition-rate
LWFA. However, our modeling and eq. 1 indicates that
the design of a smaller cell volume would have smaller
equilibrium times. Ryujin simulations, combined with
eq. 1, can be used to design a gas cell target appropriate
for LWFA operation at 10Hz.
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