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CENTRALLY SYMMETRIC CONFIGURATIONS OF
INTEGER MATRICES

HIDEFUMI OHSUGI and TAKAYUKI HIBI

Abstract. The concept of centrally symmetric configurations of integer matri-
ces is introduced. We study the problem when the toric ring of a centrally sym-
metric configuration is normal and when it is Gorenstein. In addition, Gröbner
bases of toric ideals of centrally symmetric configurations are discussed. Special
attention is given to centrally symmetric configurations of unimodular matrices
and to those of incidence matrices of finite graphs.

A configuration of Rd is a matrix A ∈ Zd×n, where n= 1,2, . . . , for which

there exists a hyperplane H ⊂ Rd not passing the origin of Rd such that

each column vector of A lies on H. Let K be a field, and let K[t, t−1] =

K[t1, t
−1
1 , . . . , td, t

−1
d ] be the Laurent polynomial ring in d variables over K.

Each column vector a = [a1, . . . , ad]
� ∈ Zd (= Zd×1), where [a1, . . . , ad]

� is

the transpose of [a1, . . . , ad], yields the Laurent monomial ta = ta11 · · · tadd . Let

A ∈ Zd×n be a configuration of Rd, with a1, . . . ,an its column vectors. The

toric ring of A is the subalgebra K[A] of K[t, t−1] which is generated by the

Laurent monomials ta1 , . . . , tan . Let K[x] =K[x1, . . . , xn] be the polynomial

ring in n variables over K, and define the surjective ring homomorphism

π : K[x] → K[A] by setting π(xi) = tai for i = 1, . . . , n. We say that the

kernel IA ⊂ K[x] of π is the toric ideal of A. Finally, we write Conv(A)

for the convex hull of a1, . . . ,an in Rd. Thus, Conv(A)⊂ Rd is an integral

convex polytope, that is, a convex polytope all of whose vertices have integer

coordinates. The theory of toric rings and toric ideals has application to,

for example,

• triangulations of Conv(A),

• the Conti–Traverso algorithm for integer programming, and

• the Markov chain Monte Carlo method for contingency tables.

(For details, see [12].)
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154 H. OHSUGI AND T. HIBI

Given a matrix A ∈ Zd×n, which is not necessarily a configuration of Rd,

we introduce the centrally symmetric configuration A± ∈ Z(d+1)×(2n+1) of

Rd+1 as follows:

A± =

⎡
⎢⎢⎢⎣

0
... A −A

0

1 1 · · · 1 1 · · · 1

⎤
⎥⎥⎥⎦ .

In this article, we establish fundamental results on centrally symmetric

configurations. In particular, we study centrally symmetric configurations of

unimodular matrices and those of incidence matrices of finite graphs. First,

in Section 1, by means of the notion of Hermite normal form of an integer

matrix, we pay attention to the fact that the index [Zd : ZA], where ZA is

the abelian subgroup of Zd generated by the column vectors of an integer

matrix A ∈ Zd×n of rank d, is equal to the greatest common divisor of max-

imal minors of A. Moreover, if A ∈ Zd×n is of rank d, then there exists a

nonsingular matrix B such that A′ =B−1A is an integer matrix satisfying

ZA′ = Zd. Second, in Section 2, we study the centrally symmetric configu-

ration of a unimodular matrix. Two fundamental theorems will be given.

Theorem 2.7 says that if A ∈ Zd×n is a unimodular matrix, then there exists

a reverse lexicographic order < on K[x] such that in<(IA±) is a radical ideal.

Thus, in particular, K[A±] is normal. Moreover, Theorem 2.15 guarantees

that the toric ring K[A±] of the centrally symmetric configuration A± of a

unimodular matrix is Gorenstein.

On the other hand, we devote Sections 3 and 4 to the study on toric

rings and toric ideals of centrally symmetric configurations of incidence

matrices of finite graphs. Let G be a finite connected graph on the vertex

set [d] = {1, . . . , d}, and suppose that G possesses no loop and no multiple

edge. Let E(G) = {e1, . . . , en} denote the edge set of G. Let e1, . . . ,ed stand

for the canonical unit coordinate vector of Rd. If e= {i, j} is an edge of G

with i < j, then the column vectors ρ(e) ∈Rd and μ(e) ∈Rd are defined by

ρ(e) = ei + ej and μ(e) = ei − ej , respectively. Let AG ∈ Zd×n denote the

matrix with column vectors ρ(e1), . . . , ρ(en), and let A−→
G
∈ Zd×n denote the

matrix with column vectors μ(e1), . . . , μ(en). Theorem 3.3 gives a combina-

torial characterization on G for which K[A±
G] is normal, as well as for which

IA±
G
has a square-free initial ideal. Theorem 4.4 supplies quadratic Gröbner

bases of the toric ideals of the centrally symmetric configuration of a bipar-

tite graph any of whose cycles of length greater than or equal to 6 has a

https://doi.org/10.1215/00277630-2857555 Published online by Cambridge University Press

https://doi.org/10.1215/00277630-2857555


CENTRALLY SYMMETRIC CONFIGURATIONS OF INTEGER MATRICES 155

chord. Finally, we conclude this article with several examples of centrally

symmetric configurations of the incidence matrices of nonbipartite graphs.

§1. The index [Zd : ZA]

Let A= [a1 · · ·an] ∈ Zd×n be a matrix of rank d, and let ZA denote the

abelian subgroup of Zd generated by the column vectors of A; that is,

ZA :=
{ n∑

i=1

ziai

∣∣∣ zi ∈ Z, i= 1,2, . . . , n
}
.

Let [B |O] be the Hermite normal form [11, p. 45] of A which is obtained

by a series of elementary unimodular column operations:

(i) exchanging two columns,

(ii) multiplying a column by −1, and

(iii) adding an integral multiple of one column to another column.

Here B is a nonsingular, lower-triangular, nonnegative integer matrix, in

which each row has a unique maximum entry, which is located on the main

diagonal of B. As stated in [11, Proof of Corollary 4.1b], we have ZA= ZB.

Moreover, since the g.c.d. of maximal minors is invariant under elementary

unimodular column operations, the greatest common divisor of maximal

minors of A is equal to |B|. Since [Zd : ZB] = |B|, we have the following

propositions.

Proposition 1.1. Let A ∈ Zd×n be a matrix of rank d. Then the index

[Zd : ZA] equals the greatest common divisor of maximal minors of A.

Proposition 1.2. Let A ∈ Zd×n be a matrix of rank d. Then there exists

a nonsingular matrix B such that A′ =B−1A is an integer matrix satisfying

ZA′ = Zd.

Since the centrally symmetric configuration A± of a matrix A ∈ Zd×n is

brought into ⎡
⎢⎢⎢⎣

0
... A O

0

1 0 · · · 0 0 · · · 0

⎤
⎥⎥⎥⎦

by a series of elementary unimodular column operations, we have the fol-

lowing.
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156 H. OHSUGI AND T. HIBI

Proposition 1.3. Let A ∈ Zd×n be a matrix of rank d. Then the index

[Zd+1 : ZA±] equals the index [Zd : ZA]. In particular, ZA± = Zd+1 if and

only if ZA= Zd.

An integer matrix A ∈ Zd×n of rank d is called unimodular if all nonzero

maximal minors of A have the same absolute value. Let δ(A) denote the

absolute value of a nonzero maximal minor of a unimodular matrix A. For

unimodular matrices, Propositions 1.1 and 1.2 are as follows.

Corollary 1.4. Let A ∈ Zd×n be a unimodular matrix of rank d. Then

the index [Zd : ZA] equals δ(A). In particular, ZA = Zd if and only if

δ(A) = 1.

Corollary 1.5. Let A ∈ Zd×n be a unimodular matrix of rank d. Then

there exists a nonsingular matrix B such that A′ =B−1A is a unimodular

matrix of δ(A′) = 1.

§2. Centrally symmetric configurations of unimodular matrices

Two fundamental results (Theorems 2.7 and 2.15) on centrally symmetric

configurations of unimodular matrices will be established.

First, note that the centrally symmetric configuration A± of a matrix A

is not unimodular even if A is unimodular.

Proposition 2.1. Let A ∈ Zd×n be a matrix of rank d. Then A± ∈
Z(d+1)×(2n+1) is not unimodular.

Proof. Let A= [a1 · · ·an] ∈ Zd×n. Since rank(A) = d, there exists a non-

singular submatrix A′ = [ai1 · · ·aid ] of A. Then we have∣∣∣∣0 ai1 · · · aid
1 1 · · · 1

∣∣∣∣= (−1)d|A′|,
∣∣∣∣−ai1 ai1 · · · aid

1 1 · · · 1

∣∣∣∣= (−1)d2|A′|.

Since both of them are nonzero maximal minors of A±, A± is not unimod-

ular.

Example 2.2. The centrally symmetric configuration

A± =

⎡
⎣0 1 0 −1 0

0 0 1 0 −1

1 1 1 1 1

⎤
⎦

of the (totally) unimodular matrix A= [ 1 0
0 1 ] ∈ Z2×2 is not unimodular.
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The next lemma follows easily.

Lemma 2.3. Let A ∈ Zd×n be arbitrary. Then the dimension of

Conv(A±)⊂ Rd+1 is rank(A), and [0, . . . ,0,1]� ∈ Rd+1 belongs to the rela-

tive interior of Conv(A±).

Let, in general, A ∈ Zd×n be a configuration of Rd, and let B ∈ Zd×m

with m≤ n be a submatrix (or subconfiguration) of A. We say that K[B]

is a combinatorial pure subring (see [7]) of K[A] if there exists a face F of

Conv(A) such that B = F ∩A.

Lemma 2.4. Suppose that A ∈ Zd×n is a configuration. Then K[A] is a

combinatorial pure subring of K[A±].

Recall that K[A] is normal if and only if Z≥0A = ZA ∩Q≥0A (see [12,

Proposition 13.5]). Here Z≥0 (resp., Q≥0) is the set of nonnegative integers

(resp., nonnegative rational numbers). It is known (see [7, Proposition 1.2])

that if K[B] is a combinatorial pure subring of K[A], and if K[A] is normal,

then K[B] is normal.

Corollary 2.5. Suppose thatA ∈ Zd×n is a configuration and thatK[A±]
is normal. Then K[A] is normal.

Example 2.6 stated below shows that the converse of Corollary 2.5 is

false.

Example 2.6. The toric ring K[A] of the configuration

A=

[
2 1 0

0 1 2

]
∈ Z2×3

is normal. However, the toric ring K[A±] of the centrally symmetric config-

uration

A± =

⎡
⎣0 2 1 0 −2 −1 0

0 0 1 2 0 −1 −2

1 1 1 1 1 1 1

⎤
⎦

of A is nonnormal. In fact, [1,−1,1]� ∈ ZA± ∩Q≥0A
± does not belong to

Z≥0A
±.

The first fundamental result on centrally symmetric configurations of

unimodular matrices is as follows.
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Theorem 2.7. Let A ∈ Zd×n be a unimodular matrix. Then there exists

a reverse lexicographic order < on K[x] such that the initial ideal in<(IA±)

of IA± with respect to < is a radical ideal.

Proof. Let < be a reverse lexicographic order on K[x] such that the

smallest variable corresponds to the column vector [0, . . . ,0,1]� of A±. Let
Δ be a pulling triangulation [12, p. 67] of Conv(A±) arising from <. By [12,

Proposition 8.6], the vector [0, . . . ,0,1]� is a vertex of an arbitrary facet

(maximal simplex) σ of Δ.

Let Zσ be the abelian subgroup of ZA± spanned by the vertices of σ.

Since σ is a facet of Δ, the index [ZA± : Zσ] is finite. The index [ZA± : Zσ]

is called the normalized volume of σ. We say that Δ is unimodular if the

normalized volume of each facet σ of Δ is equal to 1. Recall that Δ is

unimodular if and only if in<(IA±) is a radical ideal (see [12, Corollary 8.9]).

Now, our work is to show that Δ is a unimodular triangulation. Let

a1, . . . ,an be the column vectors of A, and let

[
0

1

]
,

[
ε1ai1
1

]
, · · · ,

[
εdaid
1

] (
εi ∈ {1,−1}

)

be the vertices of σ. One has
∣∣∣∣0 ε1ai1 · · · εdaid
1 1 · · · 1

∣∣∣∣= (−1)d|ε1ai1 · · · εdaid |

= (−1)dε1 · · · εd|ai1 · · · aid |.

Since σ is a simplex, the above determinant cannot be zero. Hence, its

absolute value is equal to δ(A). Thanks to Proposition 1.3 and Corollary 1.4,

we have

[Zd+1 : Zσ] = δ(A) = [Zd : ZA] = [Zd+1 : ZA±].

Consequently, one has ZA± = Zσ. In other words, the normalized volume

of σ is equal to 1. Hence, Δ is a unimodular triangulation of Conv(A±), as
required.

By virtue of [12, Proposition 13.15], we have the following corollary.

Corollary 2.8. If A ∈ Zd×n is unimodular, then the toric ring K[A±]
of A± is normal.

Note that, even if A ∈ Zd×n satisfies that
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• every facet of Conv(A) has a unimodular triangulation, and

• [0, . . . ,0,1]� ∈Rd is a unique integer point belonging to the relative inte-

rior of Conv(A),

K[A] is not necessarily normal.

Example 2.9. Let A ∈ Z4×5 be the configuration

A=

⎡
⎢⎢⎣
0 1 1 0 −1

0 1 0 1 −1

0 0 1 1 −1

1 1 1 1 1

⎤
⎥⎥⎦ ,

and let P = Conv(A). Then P is a tetrahedron with P ∩ Z4 = A, and

[0,0,0,1]� is a unique integer point belonging to the relative interior of P .

Each facet F of P has a trivial unimodular triangulation since F is a

2-simplex. However, K[A] is not normal since [1,1,1,2]� ∈ ZA∩Q≥0A does

not belong to Z≥0A. Hence, in particular, P has no unimodular triangula-

tions.

We now turn to the problem of finding Gorenstein toric rings which arise

from centrally symmetric configurations of integer matrices.

Let P ⊂Rd be an arbitrary convex polytope of dimension d such that the

origin of Rd belongs to the interior of P . Then the dual polytope of P ⊂Rd

is defined to be the convex polytope P� ⊂Rd which consists of those x ∈Rd

with 〈x, y〉 ≤ 1 for all y ∈ P . Here 〈x, y〉 is the usual inner product of Rd.

One has (P�)� = P .

An integral convex polytope P ⊂ Rd of dimension d is called a Fano

polytope if the origin of Rd is a unique integer point belonging to the interior

of P . We say that a Fano polytope P ⊂ Rd is Gorenstein if the vertices of

the dual polytope P� of P have integer coordinates.

Remark 2.10. If P ⊂ Rd is an arbitrary convex polytope of dimension

d such that the origin of Rd belongs to the interior of P , and if the dual

polytope P� is integral, then the origin of Rd is a unique integer point

belonging to the interior of P .

Let P ⊂ RN be an integral convex polytope of dimension d, and let

A⊂ RN be the affine subspace spanned by P . One has an invertible affine

transformation ψ :A→Rd with ψ(A∩ZN ) = Zd. It follows that ψ(P)⊂Rd

is an integral convex polytope of dimension d. We say that ψ(P) is a stan-

dard form of P . In general, by abuse of terminology, we say that an integral
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convex polytope is a Gorenstein Fano polytope if one of its standard forms

is a Gorenstein Fano polytope.

Lemma 2.11. Suppose that A ∈ Zd×n is a unimodular matrix of rank

d with δ(A) = 1. Then the integral convex polytope Conv(A±) ⊂ Rd+1 of

dimension d is a Gorenstein Fano polytope.

Proof. Let A be the affine subspace of Rd+1 spanned by Conv(A±). In
other words, A is the hyperplane of Rd+1 defined by the equation zd+1 = 1.

Let ψ :A→Rd be the invertible affine transformation defined by

ψ(z1, . . . , zd, zd+1) = (z1, . . . , zd).

It follows from Lemma 2.3 that the standard form ψ(Conv(A±))⊂Rd con-

tains the origin of Rd in its interior. Let F be a facet of ψ(Conv(A±)), and
let σ ⊂ F be an arbitrary (d− 1)-simplex. Now, by virtue of the proof of

Theorem 2.7, the vertices of σ are a Z-basis of Zd. In particular, the equation

of the facet F is of the form a1z1+ · · ·+ adzd = 1 with each ai ∈ Z. In other

words, the dual polytope of ψ(Conv(A±)) is integral. Hence, ψ(Conv(A±))
is a Gorenstein Fano polytope.

Example 2.12. Let A ∈ Z2×2 be the unimodular matrix

A=

[
1 1

1 −1

]

with δ(A) = 2. Then the convex hull of A± is a Gorenstein Fano polytope.

Example 2.13. Let A ∈ Z3×3 and B ∈ Z3×3 be the unimodular matrices

A=

⎡
⎣1 1 0

1 0 1

0 1 1

⎤
⎦ , B =

⎡
⎣1 1 0

1 0 1

1 1 1

⎤
⎦

with δ(A) = 2 and δ(B) = 1. One has

IA± = IB± = 〈x21 − x2x5, x
2
1 − x3x6, x

2
1 − x4x7〉.

Lemma 2.11 says that Conv(B±) is a Gorenstein Fano polytope. However,

Conv(A±) cannot be a Gorenstein Fano polytope.

Let P ⊂Rd be an integral convex polytope. For N = 1,2, . . . , we define

NP = {Nα ∈Rd | α ∈ P}.
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Lemma 2.14. Let A ∈ Zd×n be a configuration with ZA = Zd, and sup-

pose that K[A] is normal. Then, for each α ∈N Conv(A) ∩ Zd, there exist

β1, . . . , βN ∈Conv(A)∩Zd such that α= β1 + · · ·+ βN .

Proof. Let A= [a1 · · ·an], and suppose that α belongs to N Conv(A)∩Zd.

Since α belongs to N Conv(A), one has α=
∑n

i=1 riai, where 0≤ ri ∈Q and

where
∑n

i=1 ri =N . In particular, α belongs to Zd ∩Q≥0A. Since ZA= Zd

and since K[A] is normal, one has Zd ∩Q≥0A= ZA∩Q≥0A= Z≥0A. Thus,

α=
∑n

i=1 riai =
∑n

i=1 ziai with each zi ∈ Z≥0. Since A is a configuration, it

follows easily that
∑n

i=1 zi =N , as required.

We now come to the second fundamental result on centrally symmetric

configurations of unimodular matrices.

Theorem 2.15. Suppose that A ∈ Zd×n is a unimodular matrix of rank d.

Then the toric ring K[A±] of the centrally symmetric configuration A± is

Gorenstein.

Proof. By virtue of Corollary 1.5, we may assume that δ(A) = 1.

Lemma 2.11 says that the integral convex Conv(A±)⊂Rd+1 is a Gorenstein

Fano polytope. Hence, [3, Corollary 1.2] guarantees that the Ehrhart ring

[5, p. 97] of Conv(A±) is Gorenstein. Since δ(A) = 1, one has ZA± = Zd+1.

Moreover, the toric ring K[A±] is normal. Thus, by using Lemma 2.14, it

follows that K[A±] coincides with the Ehrhart ring of Conv(A±). Hence,

K[A±] is Gorenstein, as desired.

Example 2.16. Let A ∈ Z2×4 be the matrix

A=

[
0 1 1 1

1 0 1 −1

]
,

which is not unimodular. The toric ring K[A±] of

A± =

⎡
⎣0 0 1 1 1 0 −1 −1 −1

0 1 0 1 −1 −1 0 −1 1

1 1 1 1 1 1 1 1 1

⎤
⎦

is normal and Gorenstein.

§3. Centrally symmetric configurations of finite graphs

Let G be a finite connected graph on the vertex set [d] = {1, . . . , d},
and suppose that G possesses no loop and no multiple edge. Let E(G) =
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{e1, . . . , en} denote the edge set of G. Let e1, . . . ,ed stand for the canonical

unit coordinate vector of Rd. If e= {i, j} is an edge of G with i < j, then the

column vectors ρ(e) ∈ Rd and μ(e) ∈ Rd are defined by ρ(e) = ei + ej and

μ(e) = ei − ej , respectively. Let AG ∈ Zd×n denote the matrix with column

vectors ρ(e1), . . . , ρ(en), and let A−→
G
∈ Zd×n denote the matrix with column

vectors μ(e1), . . . , μ(en). Thus, AG is a configuration of Rd. However, A−→
G

is

not necessarily a configuration of Rd.

The (0,1)-polytope Conv(AG)⊂Rd is called the edge polytope of G (see

[8]). We say that Conv(A±−→
G
) ⊂ Rd+1 is the symmetric edge polytope of G.

The symmetric edge polytope Conv(A±−→
G
) ⊂ Rd+1 is of dimension d − 1.

The dimension of Conv(AG) is given in [8, Proposition 1.3]. Note that

dim(Conv(A±
G)) = 1+dim(Conv(AG)). If G is nonbipartite graph, then the

dimension of Conv(A±
G) ⊂ Rd+1 is d. If G is bipartite, then the dimension

of Conv(A±
G)⊂Rd+1 is d− 1.

Recall that an integer matrix is totally unimodular [11, p. 266] if every

square submatrix has determinant 0, 1, or −1. In particular, every entry of

a totally unimodular matrix belongs to {0,1,−1}. It is known that A−→
G

is

totally unimodular. In addition, AG is totally unimodular if and only if G

is a bipartite graph.

The following is based on Theorem 2.7 and Corollary 2.8.

Corollary 3.1. Let G be a finite connected graph. Then there exists a

reverse lexicographic order < on K[x] such that in<(IA±
−→
G

) is a radical ideal.

Thus, in particular, K[A±−→
G
] is normal.

On the other hand, the following is known (see [8, Corollary 2.3]).

Proposition 3.2. Let G be a finite connected graph. Then K[AG] is

normal if and only if, for each two odd cycles C1 and C2 of G having no

common vertex, there exists an edge of G which joins a vertex of C1 and a

vertex of C2.

We now discuss when the toric ring K[A±
G] is normal.

Theorem 3.3. Let G be a finite connected graph. Then the following

conditions are equivalent:

(i) K[A±
G] is normal,

(ii) IA±
G
has a square-free initial ideal,
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(iii) AG is a unimodular matrix (by deleting a redundant row if G is bipar-

tite),

(iv) any two odd cycles of G possess a common vertex.

Proof. First, (ii) =⇒ (i) is known (see [12, Proposition 13.15]). Second,

(iii) ⇐⇒ (iv) is discussed in, for example, [4]. Third, (iii) =⇒ (ii) follows

from Theorem 2.7.

Now, in order to show that (i) =⇒ (iv), suppose that K[A±
G] is normal

and that there exist two odd cycles C1 = (i1, . . . , ir) and C2 = (j1, . . . , js)

of G having no common vertex. Thanks to Corollary 2.5 together with

Proposition 3.2, there exists an edge e of G which joins a vertex of C1 and

a vertex of C2. Let, say, e= {ir, js}. Then

α=

r−1
2∑

k=1

(ei2k−1
+ ei2k + ed+1) +

s−1
2∑

�=1

(−ej2� − ej2�+1
+ ed+1)

+ (−ejs − ej1 + ed+1) + (eir + ejs + ed+1)− ed+1

= ei1 + ei2 + · · ·+ eir − ej1 − ej2 − · · · − ejs +
r+ s

2
ed+1

belongs to ZA±
G. Let ir+1 = i1, and let js+1 = j1. It then follows that

α=

r∑
k=1

1

2
(eik + eik+1

+ ed+1) +

s∑
�=1

1

2
(−ej� − ej�+1

+ ed+1) ∈Q≥0A
±
G.

Since K[A±
G] is normal, α belongs to Z≥0A

±
G. Thus,

α= z0

[
0

1

]
+

n∑
i=1

zi

[
ρ(ei)

1

]
+

n∑
j=1

z′j

[
−ρ(ej)

1

]
,

where 0 ≤ zi, z
′
j ∈ Z. Since both r and s are odd and since {i1, . . . , ir} ∩

{j1, . . . , js} = ∅, it follows that (r+ 1)/2 ≤
∑n

i=1 zi and that (s+ 1)/2 ≤∑n
j=1 z

′
j . Hence,

r+ 1

2
+

s+ 1

2
≤ z0 +

n∑
i=1

zi +
n∑

j=1

z′j =
r+ s

2
,

a contradiction.
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Figure 1: The wheel graph W6.

It follows from the theory of totally unimodular matrices that the toric

ring K[A±−→
G
] of the centrally symmetric configuration A±−→

G
of a finite con-

nected graph G is Gorenstein. Moreover, if G is bipartite, then K[A±
G] is

Gorenstein.

Theorem 3.4. Let G be a finite connected graph, and suppose that any

two odd cycles of G possesses a common vertex. Then the toric ring K[A±
G]

of the centrally symmetric configuration A±
G is Gorenstein.

Proof. By virtue of the equivalence of Theorem 3.3(iii) and (iv), it follows

that the matrix AG is unimodular. Hence, Theorem 2.15 guarantees that

K[A±
G] is Gorenstein, as desired.

Example 3.5. Let Wd be the wheel graph on [d]. For example, W6 is as

shown in Figure 1.

Thanks to Theorems 3.3 and 3.4, K[A±
Wd

] is normal and Gorenstein. One

can compute the Hilbert series

H
(
K[A±

Wd
], λ

)
=

∞∑
j=0

dimK

(
K[A±

Wd
]
)
j
λj

of K[A±
Wd

] by using the software CoCoA (see [2]). See Table 1.

Example 3.6. Let G be the graph on the vertex set {1, . . . ,6} with the

edge set

E(G) =
{
{1,2},{2,3},{1,3},{3,4},{4,5},{5,6},{4,6}

}
.

By virtue of Theorem 3.3, K[A±
G] is not normal. On the other hand, by

CoCoA, one can check that K[A±
G] is Cohen–Macaulay and not Gorenstein.
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Table 1: The Hilbert series of the toric ring of the wheel graph Wd.

d (1− λ)d+1H(K[A±
Wd

], λ)

4 1 + 8λ+ 14λ2 + 8λ3 + λ4

5 1 + 11λ+ 32λ2 + 32λ3 + 11λ4 + λ5

6 1 + 14λ+ 65λ2 + 104λ3 + 65λ4 + 14λ5 + λ6

7 1 + 17λ+ 105λ2 + 249λ3 + 249λ4 + 105λ5 + 17λ6 + λ7

Conjecture 3.7. Let G be a finite connected graph. Then, K[A±
G] is

Gorenstein if and only if any two odd cycles of G possess a common vertex.

Question 3.8. Let G be a finite connected graph such that AG is not

unimodular. What is the necessary and sufficient condition for K[A±
G] to be

Cohen–Macaulay?

§4. Centrally symmetric configurations of bipartite graphs

In this section, we study toric ideals of centrally symmetric configurations

arising from bipartite graphs.

Proposition 4.1. Let G be a bipartite graph. Then, we have IA±
G
= IA±

−→
G

.

Proof. If G is bipartite, the rows of AG equal the rows of A−→
G

up to −1

multiples. Hence, the rows of A±
G equal the rows of A±−→

G
up to −1 multiples.

Thus, we have KerA±
G = KerA±−→

G
. By [12, Corollary 4.3], it follows that

IA±
G
= IA±

−→
G

.

The following is known from [9].

Proposition 4.2. Let G be a connected bipartite graph. Then the follow-

ing conditions are equivalent:

(i) every cycle of length ≥ 6 in G has a chord,

(ii) IAG
has a quadratic Gröbner basis,

(iii) K[AG] is Koszul, and

(iv) IAG
is generated by quadratic binomials.

By Lemma 2.4, since AG is a configuration, K[AG] is a combinatorial

pure subring of K[A±
G]. It then follows from [6, Theorem 1.3] and [7, Propo-

sition 1.1] that, if G is the reduced Gröbner basis (resp., a set of binomial
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generators) of IA±
G
, and if IAG

is an ideal of K[x], then G ∩ K[x] is the

reduced Gröbner basis (resp., a set of binomial generators) of IAG
.

Corollary 4.3. Let G be a connected bipartite graph. If G has a cycle

of length greater than or equal to 6 having no chord, then IA±
G

(= IA±
−→
G

) is

not generated by quadratic binomials.

Let G be a connected bipartite graph on the vertex set {1, . . . , p} ∪
{1′, . . . , q′}. Suppose that every cycle of G of length greater than or equal

to 6 has a chord. Then, by the same argument as in [9, Theorem], we may

assume that G satisfies the condition

(∗) {i, �′},{j, k′},{j, �′} ∈E(G) =⇒{i, k′} ∈E(G)

for each 1≤ i < j ≤ p, 1≤ k < �≤ q. Let R=K[s±1
1 , . . . , s±1

p , t±1
1 , . . . , t±1

q , u],

and let K[A±−→
G
] = K[{u} ∪ {sit−1

j u | {i, j′} ∈ E(G)} ∪ {s−1
i tju | {i, j′} ∈

E(G)}]⊂R. Let S =K[{xij}{i,j′}∈E(G)∪{yij}{i,j′}∈E(G)∪{z}] be a polyno-

mial ring over K. Then the toric ideal IA±
−→
G

(= IA±
G
) is the kernel of surjective

homomorphism ϕ : S →K[A±−→
G
] defined by ϕ(xij) = sit

−1
j u, ϕ(yij) = s−1

i tju,

and ϕ(z) = u. Let < denote the reverse lexicographic order on S induced

by the ordering

z < y11 < x11 < y12 < x12 < · · ·< y1q < x1q < y21 < x21 < · · ·< ypq < xpq.

Theorem 4.4. Let G be a connected bipartite graph. Suppose that every

cycle in G of length greater than or equal to 6 has a chord. Let G be the set

consists of the following binomials:

xikyik − z2 {i, k′} ∈E(G),

xi�xjk − xikxj� {i, k′},{i, �′},{j, k′},{j, �′} ∈E(G), i < j, k < �,

xi�yj� − xikyjk {i, k′},{i, �′},{j, k′},{j, �′} ∈E(G), i < j, k < �,

yj�xjk − xikyi� {i, k′},{i, �′},{j, k′},{j, �′} ∈E(G), i < j, k < �,

xj�yjk − yikxi� {i, k′},{i, �′},{j, k′},{j, �′} ∈E(G), i < j, k < �,

yi�xj� − yikxjk {i, k′},{i, �′},{j, k′},{j, �′} ∈E(G), i < j, k < �,

yi�yjk − yikyj� {i, k′},{i, �′},{j, k′},{j, �′} ∈E(G), i < j, k < �,

where the initial monomial of each binomial is the first monomial and

square-free. Then G is the reduced Gröbner basis of IA±
−→
G

with respect to <.
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Proof. It is easy to see that G ⊂ IA±
−→
G

and that the initial monomial of

each binomial in G is the first monomial and square-free.

Suppose that G is not the reduced Gröbner basis of IA±
−→
G

with respect

to <. Then there exists an irreducible binomial f =m1 −m2 ∈ IA±
−→
G

such

that, for i= 1,2, mi is not divisible by the initial monomial of any binomial

in G.
Suppose that the biggest variable appearing in m1m2 is xj�. We may

assume that m1 is divided by xj� and that m2 is not divided by xj�.

Since m1 is not divided by xj�yj�, m1 is not divided by yj�. Let ϕ(m1) =

sα1
1 · · ·sαp

p tβ1
1 · · · tβq

q uγ .

Case 1 : m1 is divided by yjk for some k < �.

Suppose that {i, �′} ∈ E(G) for some i < j. Thanks to condition (∗), we
have {i, k′} ∈ E(G). Hence, m1 is divided by the initial monomial of the

binomial xj�yjk−yikxi�, and this is a contradiction. Thus, {i, �′} /∈E(G) for

all i < j. Then we have β� < 0. Since ϕ(m1) = ϕ(m2), m2 is divided by xλ�
for some λ < j. Then, {λ, �′} ∈E(G), and this is a contradiction.

Case 2 : m1 is divided by yi� for some i < j.

Similar to Case 1, suppose that {j, k′} ∈E(G) for some k < �. Thanks to

condition (∗), we have {i, k′} ∈ E(G). Hence, m1 is divided by the initial

monomial of the binomial yi�xj� − yikxjk, and this is a contradiction. Thus,

{j, k′} /∈ E(G) for all k < �. Then we have αj > 0. Since ϕ(m1) = ϕ(m2),

m2 is divided by xjμ for some μ < �. Then, {j,μ′} ∈ E(G), and this is a

contradiction.

Case 3 : m1 is not divided by yjk for all k < � and not divided by yi� for

all i < j.

It then follows that αj > 0 and β� < 0. Since ϕ(m1) = ϕ(m2), m2 is

divided by xi� for some i < j and by xjk for some k < �. Thanks to condition

(∗), we have {i, k′} ∈ E(G). Hence, m2 is divided by the initial monomial

of the binomial xi�xjk − xikxj�, and this is a contradiction.

On the other hand, if the biggest variable appearing in m1m2 is yj�,

then, by the similar argument (changing the role of x and y) as above, a

contradiction arises.

Corollary 4.5. Let G be a connected bipartite graph, and let A=A±−→
G
.

Then the following conditions are equivalent:

(i) every cycle of length greater than or equal to 6 in G has a chord,

(ii) IA has a quadratic Gröbner basis,
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(iii) K[A] is Koszul,

(iv) IA is generated by quadratic binomials.

§5. Examples of nonbipartite graphs

In the previous section, we showed that, if G is a bipartite graph, then

the following conditions are equivalent:

(i) IAG
is generated by quadratic binomials,

(ii) IA±
G
is generated by quadratic binomials,

(iii) IA±
−→
G

is generated by quadratic binomials.

In this section, we study toric ideals of centrally symmetric configura-

tions arising from nonbipartite graphs. Since K[AG] is a combinatorial pure

subring of K[A±
G], (ii) =⇒ (i) holds for a nonbipartite graph G. However,

if G is not bipartite, then none of the other directions hold. (Computation

below is done by CoCoA.)

Example 5.1. Let G be a graph on the vertex set {1, . . . ,6} together with

the edge set E(G) = {{1,2},{2,3},{3,4},{4,5},{5,6},{1,6},{1,3},{1,5},
{2,6}}. Then, IAG

has a Gröbner basis consists of three quadratic binomials.

However, neither IA±
G

nor IA±
−→
G

is generated by quadratic binomials. Thus,

neither (i) =⇒ (ii) nor (i) =⇒ (iii) holds.

Example 5.2. Let G be a complete 3-partite graph on the vertex set

{1,2}∪{3,4}∪{5,6}. Then, IA±
G
is generated by quadratic binomials. How-

ever, IA±
−→
G

is not generated by quadratic binomials. Thus, (ii) =⇒ (iii) does

not hold.

Example 5.3. Let G be a graph on the vertex set {1, . . . ,5} together with

the edge set E(G) = {{1,5},{3,5},{1,3},{2,5},{4,5},{2,4}}. Then, IA±
−→
G

is

generated by quadratic binomials. However, IAG
= 〈x1x2x6 − x3x4x5〉, and

hence IA±
G
is not generated by quadratic binomials. Thus, neither (iii) =⇒

(i) nor (iii) =⇒ (ii) holds.

Remark 5.4. A combinatorial criterion for the toric ideal IAG
of a finite

connected graph G to be generated by quadratic binomials is given in [10,

Theorem 1.2].

Proposition 5.5. Let G be a nonbipartite graph. Suppose that there

exists a vertex v of G such that any odd cycle of G contains v. Then there

exists a bipartite graph G′ such that IAG
= IAG′ and IA±

G
= IA±

G′
.
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Proof. Let V (G) = {1,2, . . . , d}. Suppose that any odd cycle of G con-

tains the vertex d. Then the induced subgraph G′′ of G on the vertex set

{1,2, . . . , d− 1} is a bipartite graph. (Note that G′′ is not necessarily con-

nected.) Let {1,2, . . . , d−1}= V1∪V2 denote a partition of the vertex set of

G′′. Let G′ be a bipartite graph on the vertex set {1,2, . . . , d, d+1} together

with the edge set

E(G′′)∪
{
{i, d} ∈E(G)

∣∣ i ∈ V1

}
∪
{
{i, d+ 1}

∣∣ i ∈ V2,{i, d} ∈E(G)
}
.

It then follows that AG′ is brought into AG by adding the (d+1)th row to

the dth row and deleting the (d+ 1)th row, which is redundant.

Example 5.6. Let G be the nonbipartite graph in Example 5.3, and let

G′ be a cycle of length 6. Then G and G′ satisfy the condition in Proposi-

tion 5.5. The corresponding matrices are

AG =

⎡
⎢⎢⎢⎢⎣

1 0 1 0 0 0

0 0 0 1 0 1

0 1 1 0 0 0

0 0 0 0 1 1

1 1 0 1 1 0

⎤
⎥⎥⎥⎥⎦ , AG′ =

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

1 0 1 0 0 0

0 0 0 1 0 1

0 1 1 0 0 0

0 0 0 0 1 1

1 0 0 1 0 0

0 1 0 0 1 0

⎤
⎥⎥⎥⎥⎥⎥⎥⎦
.

Example 5.7. The wheel graph Wd on [d] satisfies the condition in

Proposition 5.5 if and only if d is odd. On the other hand, it is known

(see [10, Example 2.1]) that IAW6
is generated by quadratic binomials and

has no quadratic Gröbner basis. Thanks to Proposition 4.2, there exists no

bipartite graph G′ such that IAW6
= IAG′ .

Remark 5.8. If G is the complete graph on the vertex set [d], then A±−→
G

coincides with the configuration M ′
Ad

studied in [1].
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