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Abstract

In this paper we develop an asymptotic theory of aggregated linear processes, and determine in particular the limit distribution of a large class of linear and nonlinear functionals of such processes. Given a sample \( \{ Y_1^{(N)}, \ldots, Y_n^{(N)} \} \) of the normalized \( N \)-fold aggregated process, we describe the limiting behavior of statistics \( T_{N,n} = T_{N,n}(Y_1^{(N)}, \ldots, Y_n^{(N)}) \) in both of the cases \( n/N(n) \to 0 \) and \( N(n)/n \to 0 \), assuming either a ‘limiting long- or short-memory’ condition on the underlying linear process.
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1. Introduction

Let \( \{ X_k, k \in \mathbb{Z} \} \) be a stationary process with mean 0 and finite variances, let \( \{ X^{(j)}_k, k \in \mathbb{Z} \}, j = 1, 2, \ldots \), be independent copies of \( \{ X_k, k \in \mathbb{Z} \} \), and consider the process

\[
\bar{Y}_k^{(N)} = \frac{X^{(1)}_k + \cdots + X^{(N)}_k}{N}, \quad k \in \mathbb{Z}. \tag{1.1}
\]

Such processes, called aggregated processes, appear in many problems of statistics, natural sciences, and economics. For example, macroeconomical data obtained by averaging production data from individual companies are normalized aggregated data. The fundamental statistical problem of aggregation theory is to draw, given a sample \( \{ \bar{Y}_1^{(N)}, \ldots, \bar{Y}_n^{(N)} \} \) of the aggregated process for some large \( n \) and \( N \), conclusions for the structure of the underlying processes \( \{ X^{(j)}_k, k \in \mathbb{Z} \} \) (‘disaggregation’) and use these to describe the asymptotic behavior of \( \{ \bar{Y}_k^{(N)}, k \in \mathbb{Z} \} \). Besides its obvious importance for econometrics, aggregation has a crucial importance from a purely probabilistic point of view as well. By a seminal paper of Granger [22], aggregating \( N \) random coefficient (autoregressive) AR(1) processes can lead, as \( N \to \infty \), to fractionally integrated long-memory processes. Similar examples show that aggregated processes can have a much richer structure and more complicated dynamics than their elementary (‘micro-level’) components. This opens a new way to analyze complex processes by constructing such processes from simple ‘building blocks’ via aggregation. In particular, aggregated random parameter AR processes have been studied extensively in the literature; see the important contributions by Celov et al. [10], Dacunha-Castelle and Fermín [13], Dacunha-Castelle and Oppenheim [14], Horváth and Leipus [24], Oppenheim and Viano [36], Puplinskaitė and Surgailis [41], [42], Zaffaroni [51], and the references therein. Aggregation or
superpositions in continuous time were discussed in [1], [2], [3], [6], [7], and [32]. For aggregating ARCH-type processes, see [17], [20], [28], [30], [52], and [53]. A somewhat related field are so-called superlinear processes (cf. [47] and the references therein), where processes are instantaneously aggregated by nonrandom weights. Such processes have served as a rich source of examples and counterexamples for the central limit theorem and weak invariance principle for stationary processes. However, the substantial difference between random and nonrandom weights means that different treatments are required.

Let
\[ \{Y_k^{(N)}, \; k \in \mathbb{Z} \} = \{ \sqrt{N}X_k^{(N)}, \; k \in \mathbb{Z} \}. \]

From the multivariate central limit theorem, it follows that the finite-dimensional distributions of \( \{Y_k^{(N)}, \; k \in \mathbb{Z}\} \) converge as \( N \to \infty \) to those of the associated Gaussian process \( \{\xi_k, \; k \in \mathbb{Z}\} \), whenever some model assumption on \( \{Y_k^{(N)}, \; k \in \mathbb{Z}\} \) is made. In its simplest analytic form, the disaggregation problem calls for determining the distribution of the process \( \{X_k, \; k \in \mathbb{Z}\} \) if we know the distribution (e.g. the covariances \( \phi_k \) or spectral density) of the associated process. In case of aggregated AR(1) processes with random parameter \( a \), a simple explicit solution can be given, but, for aggregated AR(\( p \)) processes with \( p \) random parameters \( a_1, \ldots, a_p \), \( p \geq 2 \) (which are usually dependent due to stationarity and causality assumptions), this is a much harder problem, leading to a Fredholm-type integral equation, which is known to be an ill-posed problem. Equivalently, the moments \( E[a^j], \; 1 \leq j \leq p, \; l = 1, 2, \ldots, \) satisfy an infinite nonlinear system of equations, whose structure is so complicated that even numerical solutions are difficult to obtain. In the case of \( p = 1 \), replacing \( \phi_k \) with their estimators \( \hat{\phi}_{k,n,N} \) based on the sample \( \{Y_k^{(N)}, \ldots, Y_n^{(N)}\} \) leads to consistent estimators of the moments \( E[a^j] \) in terms of \( \{Y_1^{(N)}, \ldots, Y_n^{(N)}\} \). For example, in the random coefficient AR(1) case Horváth and Leipus [24] gave the estimator
\[ Z_{n,N} = \frac{\sum_{k=2}^n Y_k^{(N)}Y_{k-1}^{(N)} - \sum_{k=4}^n Y_k^{(N)}Y_{k-3}^{(N)}}{\sum_{k=1}^n Y_k^{(N)}Y_{k-2}^{(N)}} \]

for \( E[a]; \) consistent estimators for the density of \( a \) were given in [11] and [31], and, for parametric moment estimators, see [9]. Note that the least square estimator is not consistent in the case of aggregated processes, due to the nonergodicity of \( \{Y_k^{(N)}, \; k \in \mathbb{Z}\} \). Determining the asymptotic distribution of such estimators requires studying nonlinear functionals of the sample \( \{Y_1^{(N)}, \ldots, Y_n^{(N)}\} \), a delicate problem whose nature sensitively depends on the relative order of the sample size \( n \) and aggregation number \( N \), and whose solution is known only in special cases. For example, for \( N = N(n) \) viewed as a function of \( n \), asymptotic normality of the moment estimators in the AR(1) case was proved in [24] in the case \( n/N(n) \to \infty \); analogous results for the density estimator were given in [11] and [31] in the case \( N = \infty \), i.e. when the estimators are based on the associated process \( \{\xi_k, \; k \in \mathbb{Z}\} \). Similar problems arise when considering panel data; see, e.g. Phillips and Moon [40], who discussed related phenomena in the case \( n/N(n) \to \infty \).

Let \( d \) be a positive integer. The purpose of the present paper is to provide a weak invariance principle for multivariate functions \( f(Y_k^{(N)}, \ldots, Y_{k+d}^{(N)}) \) of aggregated linear processes with an arbitrary (possibly infinite) number of random parameters. More precisely, we will study the asymptotic behavior of \( \sum_{i=1}^n f(Y_1^{(N)}, \ldots, Y_{k+d}^{(N)}) \) as \( n, N \to \infty \), considering all interesting cases for the orders of magnitude of \( n \) and \( N \). Our results will cover processes with short as well as long memory, naturally with a completely different class of admitted
functionals $f(Y^{(N)}_k, \ldots, Y^{(N)}_{k-d+1})$. For the random coefficients of the underlying process $X_k = \sum_{j=1}^{\infty} \alpha_j \varepsilon_{k-j}$, we will assume throughout the paper that

(B) $\sup_{i \in \mathbb{N}_0} |\alpha_i| \leq C$ almost surely (a.s.)

for some constant $C > 0$. Our basic assumption in the short memory case will be

(SM) $\sum_{j=1}^{\infty} \|\alpha_j\| < \infty$,

where $\| \cdot \|_2$ denotes the $L^2$-norm. This implies that not only the process $\{X_k, k \in \mathbb{Z}\}$, but also the Gaussian process $\{\xi_k, k \in \mathbb{Z}\}$, obtained as the limit of the normalized aggregated process $\{Y^{(N)}_k, k \in \mathbb{Z}\}$ as $N \to \infty$, has short memory. In the case of long memory, we require that (SM) fails, but

(LM) $\max_{1 \leq h \leq d} \sum_{i=0}^{\infty} \|\alpha_i - \alpha_{i+h}\| < \infty$ and $\sum_{i=0}^{\infty} \mathbb{E}(|\alpha_i \alpha_{i+h}|) = O(k^{-\beta})$, $\beta > 0$,

holds, where $d$ is the dimension of the functional $f$ we are studying. Condition (LM) allows a slower decrease of the coefficients $\alpha_j$, as the degenerate example $\alpha_j = 1/j$ shows; on the other hand, the admissible class of functionals is much smaller in this case. We do not make any assumption on the dependence of the random coefficients $\alpha_j$. Our main results will show that, under either condition, the partial sums of finite-dimensional functionals of $\{Y^{(N)}_k, k \in \mathbb{Z}\}$ satisfy a weak invariance principle, a fact from which the limit distribution of many important statistics of aggregated processes can be deduced immediately.

The proofs of our results use martingale techniques, specifically, we will apply the decomposition method of Gordin [21], a powerful technique leading to sharp results for large classes of weakly dependent processes; see, e.g. [37] and [50] for recent contributions. The main technical difficulties in our paper are connected with extending the martingale decomposition method for the two-parameter situation provided by aggregation, and involve in particular the handling of the nonergodic setting. As will be clear from the proofs, our method applies to a large class of nonlinear processes as well, e.g. processes allowing a Volterra expansion with sufficiently rapidly decreasing coefficients. This class includes, among others, many ARCH- and GARCH-type processes. However, to keep our exposition at a reasonable length, in this paper we deal only with linear processes. We note that some of the results of the present paper were announced, without proof, in the conference proceedings [27].

Our paper is structured as follows. In Section 2 we introduce notation and prove some preliminary results. The main results are presented in Section 3, along with some additional remarks and comments. In Section 4 we apply the results to aggregated AR(1) sequences, where we revisit and extend results from the literature. The proofs are split into two parts. First, some necessary tools are presented in Section 5.1. Based on these tools, the proofs of the main results are given in Section 5.2.

2. Preliminaries

Let

$$X_k = \sum_{i=0}^{\infty} \alpha_i \varepsilon_{k-i}, \quad k \in \mathbb{Z},$$

be a linear process with random coefficients $\alpha_i$ subject to conditions (SM) or (LM). Assume that $\{\varepsilon_k, k \in \mathbb{Z}\}$ are independent, identically distributed random variables with $\mathbb{E}[\varepsilon_k] = 0$, $0 < \sigma^2_\varepsilon = \mathbb{E}[\varepsilon^2_k] < \infty$, and that the random vectors $(\alpha_0, \alpha_1, \ldots)$ and $(\varepsilon_k, k \in \mathbb{Z})$ are independent.
Let
\[ X_k^{(i)} = \sum_{i=0}^{\infty} \alpha_i^{(j)} \xi_{k-i}, \quad k \in \mathbb{Z}, \quad j = 1, 2, \ldots, \]
be independent copies of \( \{X_k, k \in \mathbb{Z}\} \), i.e. let \( \xi_k^{(j)}, k \in \mathbb{Z}, j = 1, 2, \ldots, \) be independent random variables distributed as the \( \xi_k \) and let the arrays \((\alpha_0, \alpha_1, \ldots), \quad j \in \mathbb{N}\), be independent, distributed as \((\alpha_0, \alpha_1, \ldots)\) and also independent of the \( \xi_k^{(j)} \). Let \( \{Y_k^{(N)}, k \in \mathbb{Z}\} \) be the normalized aggregated process, i.e.
\[ Y_k^{(N)} = \frac{X_k^{(1)} + \cdots + X_k^{(N)}}{\sqrt{N}}, \quad k \in \mathbb{Z}, \quad (2.1) \]
and denote by \( Y_k^{(N)} = (Y_k^{(N)}, \ldots, Y_k^{(N)})^\top \) the \( d \)-dimensional aggregated vector. Define the \( \sigma \)-algebras \( \mathcal{G}_t^{(N)}, \mathcal{A}^{(N)} \), and \( \mathcal{F}_t^{(N)} \) by
\[ \mathcal{G}_t^{(N)} = \sigma(\xi_k^{(j)}, k \leq t, k \in \mathbb{Z}, 1 \leq j \leq N), \]
\[ \mathcal{A}^{(N)} = \sigma(\alpha_k^{(j)}, k \in \mathbb{N}_0, 1 \leq j \leq N), \]
\[ \mathcal{F}_t^{(N)} = \sigma(\mathcal{G}_t^{(N)} \cup \mathcal{A}^{(N)}). \]
When there is no danger of confusion, we will omit the superscript \((N)\). We will frequently use the abbreviation \(\| \cdot \|_p = (\mathbb{E}[| \cdot |^p])^{1/p}, \quad p < \infty; \) in particular, we denote the \( L_2 \)-norm with \(\| \cdot \| = \| \cdot \|_2\).

Note that conditions \( \sigma^2 < \infty \) and (SM) or (LM) imply that the aggregated process \( \{Y_k^{(N)}\}_{k \in \mathbb{Z}} \) is stationary in the weak sense; in other words,
\[ \text{cov}(Y_j^{(N)}, Y_j^{(N)}) = \text{cov}(Y_1^{(N)}, Y_{j-1}^{(N)}) =: \phi_{j-i} \quad \text{for all } N \in \mathbb{N}, \]
and, in particular, that the covariances \( \phi_h, h = 0, 1, 2, \ldots, \) exist. For \( x \in \mathbb{R}^d \), let \( |x| \) denote the usual Euclidean norm, and denote by \( \overset{w}{\longrightarrow} \) weak convergence and by \( \overset{D}{\longrightarrow} \) convergence of finite-dimensional distributions. In addition, by \( \overset{D(0,1)}{\longrightarrow} \), we denote weak convergence in the space of the càdlàg functions on the interval \([0, 1]\) equipped with the Skorokhod topology.

Let \( \eta_k, k \in \mathbb{Z} \), be a stationary \( d \)-dimensional Gaussian sequence. For a Borel-measurable function \( f : \mathbb{R}^N \rightarrow \mathbb{R} \), we formally define
\[ (\sigma_f^\eta)^2 := \mathbb{E}[(f(\eta_1) - \mathbb{E}[f(\eta_1)])^2] = 2 \sum_{k=1}^{\infty} \mathbb{E}[(f(\eta_1) - \mathbb{E}[f(\eta_1)])(f(\eta_{k+1}) - \mathbb{E}[f(\eta_{k+1})])]. \quad (2.2) \]
Moreover, for fixed \( m \in \mathbb{N} \), by \( \xi_k^{(m)} = (\xi_k^{(m)}, k \in \mathbb{Z}) \) we denote the weak limit of the \( m \)-dependent approximation \( Y_k^{(N)} - \mathbb{E}[Y_k^{(N)} | \mathcal{G}_{k-m}^{(N)}] \), i.e.
\[ \xi_k^{(m)} := \lim_{N \rightarrow \infty} Y_k^{(N)} - \mathbb{E}[Y_k^{(N)} | \mathcal{G}_{k-m}^{(N)}]. \]
In particular, we formally define
\[ (\sigma_f^{\xi^*})^2 := \lim_{m \rightarrow \infty} (\sigma_f^{\xi^{(m)}})^2, \quad \sigma_f^{\xi^*} = \sigma_f^{\xi^{(m)}}. \quad (2.3) \]
where we point out that we do not demand \( \sigma_f^{\xi^{(m)}} \).
3. Main results

As already mentioned, our main result is a functional central limit theorem for the normalized aggregated process \( \{Y_k^{(N)}\}_{k \in \mathbb{Z}} \). Note that if \( N \) is fixed and \( n \to \infty \), we are dealing with a stationary sequence. There is a vast literature on functional central limit theorems dealing with this particular case. For more recent results, see [15], [16], [34], [37], [38], and [50]; excellent surveys can be found in [35] and [39]. On the other hand, we have seen that if \( n \) is fixed and \( N \) tends to \( \infty \), then \( \{Y_k^{(N)}\}_{k \in \mathbb{Z}} \) \( \overset{d}{\rightarrow} \) \( \{\xi_k\}_{k \in \mathbb{Z}} \), which is a stationary ergodic Gaussian sequence. Limit theorems for such processes have been established (among others) by Taqqu [45], [46], Dobrushin and Major [18], Giraitis and Surgailis [19], and Arcones [4], [5]. So it is natural to expect that, if \( N = N(n) \) is a function of \( n \) and dominates \( n \) strong enough in the sense that \( \lim_{n \to \infty} n/N(n) \to 0 \) fast enough, we will get similar results.

Let \( g(s), s \in [0, 1] \), be a Lipschitz continuous function, and set

\[
\Lambda_n = \Lambda_n^{(N)} := \frac{1}{\sqrt{n}} \sum_{i=0}^{n} g \left( \frac{i}{n} \right) (f(Y_i^{(N)}) - E[f(Y_i^{(N)}) | \mathcal{A}^{(N)}]),
\]

where \( f \) is a map from \( \mathbb{R}^d \) to \( \mathbb{R} \). Moreover, for \( L \geq 1 \), we define the \( d \)-dimensional polynomials \( Q_i(x), 1 \leq i \leq L, x = (x_1, \ldots, x_d) \in \mathbb{R}^d \), as

\[
Q_i(x) = (x_j - x_{j+i})^{h_i} P_i(x), \quad 1 \leq j, j + h_i \leq d, \ q_i \geq 0,
\]

(3.1)

where \( P_i(x) \) are \( d \)-dimensional polynomials. For convenience, we restate conditions (B), (SM), and (LM).

(B) \( \sup_{i \in [0, 1]} |\alpha_i| \leq C \) a.s.

(SM) \( \sum_{i=1}^{\infty} \|\alpha_i\| < \infty \).

(LM) \( \max_{1 \leq h \leq d} \sum_{i=1}^{\infty} \|\alpha_i - \alpha_{i+h}\| < \infty \) and \( \sum_{i=1}^{\infty} E[|\alpha_i\alpha_i|] = O(k^{-\beta}), \ \beta > 0 \).

Remark 3.1. Note that (SM) implies that \( \{Y_k^{(N)}\}_{k \in \mathbb{Z}} \) is a short-memory process, since we have \( \sum_{n=0}^{\infty} |\phi_n| < \infty \). Contrarily, (LM) allows for long memory; see Section 4 for examples.

In the case where the aggregated process \( \{Y_k^{(N)}\}_{k \in \mathbb{Z}} \) exhibits short memory, the following result is derived.

Theorem 3.1. Let \( \varepsilon \) be a copy of the random variables \( \{\varepsilon_{(j)}^{(k)}\}_{k \in \mathbb{Z}}, 1 \leq j \leq N, \) and let \( f \) be a map from \( \mathbb{R}^d \) to \( \mathbb{R} \), satisfying the condition

\[
|f(x) - f(y)| \leq C \sum_{i=1}^{L} |Q_i(x) - Q_i(y)|,
\]

where the \( Q_i(x) \) are as in (3.1) for some \( C > 0 \) and \( L \geq 1 \). Let \( D = 4 \max_{1 \leq i \leq L} \deg(Q_i) \). If both \( n \) and \( N \) tend to \( \infty \), and condition (SM) and \( E[\varepsilon^D] < \infty \) are valid, then

\[
\Lambda_{[nt]}^{(N)} \overset{d}{\rightarrow} \sigma_\tau \int_{0}^{t} g(s) dW_s, \quad 0 \leq t \leq 1,
\]

(3.2)

where \( W_t \) is a Brownian motion and \( \sigma_\tau \) is as in (2.2), where \( \xi = \{\xi_k, k \in \mathbb{Z}\} \) denotes the associated Gaussian sequence of \( Y^{(N)} = \{Y_k^{(N)}, k \in \mathbb{Z}\} \). If \( N \) is fixed and \( n \to \infty \), then it suffices to require \( E[\varepsilon^{D/2}] < \infty \), and instead of \( \sigma_\tau \), we have an \( \mathcal{A}^{(N)} \)-measurable random variable (RV) \( \sigma_{\mathcal{A}^{(N)}} \) in (3.2), which is independent of \( \{W_t\}_{0 \leq t \leq 1} \).
The above result is quite general, and it seems to be very difficult to prove a corresponding result where condition (LM) is valid but (SM) is not. However, by slightly narrowing the class of functions satisfying (3.1), the following result is obtained.

**Theorem 3.2.** Suppose that the conditions of Theorem 3.1 are valid, with the exception that Theorem 3.2. then it suffices to require
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we only require condition (LM) instead of (SM). If, in addition, of functions satisfying (3.1), the following result is obtained. result where condition (LM) is valid but (SM) is not. However, by slightly narrowing the class
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Remark 3.4.

Note that if

N

is fixed and
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then it suffices to require \(\mathbb{E}[e^{D/2}] < \infty\), and instead of \(\sigma f\), we have an \(\mathcal{A}^{(N)}\)-measurable RV \(\sigma_{A^{(N)}}\) in (3.3), which is independent of \([W_t]\)0≤t≤1.

**Remark 3.2.** Note that even though \(\{Y_k^{(N)}\}_{k \in \mathbb{Z}}\) may exhibit long memory, we still obtain a Brownian motion as the limit distribution. This phenomena is related to the concept of the Hermite rank of a function; see, e.g. [4], [5], and [18].

**Remark 3.3.** One may suspect that even if \(\min_{1 \leq i \leq L} q_1 \geq 1\) then we also have the relation \(\sigma f_{\xi,\ast} = \sigma f\), despite the possible inclusion of long memory. This conjecture is fueled by [26, Lemma 3.86] (and also Proposition 4.1 below). General computations for \(\sigma f_{\xi,\ast}\) can be found in, e.g. [5]; however, these do not seem to lead to simpler expressions in the present context.

**Remark 3.4.** Note that if \(N\) is fixed and \(n \to \infty\), then \(\mathcal{A}^{(N)}\) is an invariant \(\sigma\)-algebra with respect to the usual shift operators \(\{\theta_k\}_{k \in \mathbb{Z}}\) that can be associated with the stationary process \(\{Y_k^{(N)}\}_{k \in \mathbb{Z}}\). In particular, \(\sigma_{\mathcal{A}^{(N)}}\) can then be represented as

\[
\lim_{n \to \infty} \mathbb{E}[(\Lambda_n^{(N)})^2 | \mathcal{A}^{(N)}] = \sigma_{\mathcal{A}^{(N)}}^2 \int_0^1 g^2(s) \, ds.
\]

Note the presence of weights \(g(i/n)\) in (3.3). Weighted statistics have proven to be very helpful in many fields, particularly in the case of weighted empirical processes (see, e.g. [29] and [43]), which is addressed in Corollary 3.3 below. In addition, such weights can also be used to account for additional seasonal or nonseasonal effects of the underlying process; see, e.g. [25] and the references therein.

In practical applications, the conditional expectation \(\mathbb{E}[f(Y_k^{(N)}) | \mathcal{A}^{(N)}]\) may be difficult to handle, and one would want to know when it could be replaced by \(\mathbb{E}[f(Y_k^{(N)})]\). This question essentially boils down to the relation between \(n\) and \(N\), more precisely, if we write \(N = N(n)\) as a function of \(n\), whether \(\lim_{n \to \infty} n/N(n) = 0\) or \(\lim_{n \to \infty} N(n)/n = 0\). Both cases have economic backgrounds: Granger [22] argued that in many economical problems \(N\) is much larger than \(n\), whereas Beran et al. [8] gave examples of the opposite case. To clarify the situation in the case that (SM) holds, we need a preliminary result. To this end, let

\[
f(x_1, \ldots, x_d) = \sum_{s=0}^{M} \lambda_s T_s(x_1, \ldots, x_d) = \sum_{2 \mid \deg T_s}^{M} \lambda_s T_s(x_1, \ldots, x_d) + \sum_{2 \not\mid \deg T_s}^{M} \lambda_s T_s(x_1, \ldots, x_d)
\]

be a \(d\)-dimensional polynomial, where \(\lambda_s \in \mathbb{R}\), \(M < \infty\), and \(T_s(x_1, \ldots, x_d) = \prod_{i=0}^{d-1} x_i^{q_i(s)}\) are the corresponding monomials. For each \(0 \leq s \leq M\), we have the relation

\[
\mathbb{E}[T_s(\xi)] = gT_s(\phi_0, \ldots, \phi_{d-1}).
\]
where \( g_T(x_1, \ldots, x_d) \) is a \( d \)-dimensional polynomial; see, e.g. [4] and [5]. In addition, set
\[
a_h^{(r)} = \mathbb{E}[\varepsilon_1^2] \sum_{i=0}^{\infty} a_i^{(r)} a_{i+h}^{(r)}, \quad r = 1, 2, \ldots, N, \; h = 0, 1, \ldots, d - 1.
\]

**Proposition 3.1.** Assume that (SM) is valid and that the additional conditions of Theorem 3.2 hold. If \( f \) is a \( d \)-dimensional polynomial then we have
\[
\sqrt{N} \left( \mathbb{E} \left[ f(Y_k^{(N)}) \mid \mathcal{A}^{(N)} \right] - \mathbb{E}[f(Y_k^{(N)})] \right) \xrightarrow{w} \mathcal{N}(0, \sigma^2),
\]
where
\[
\sigma^2 = \text{var} \left( \sum_{i=0}^{d-1} \phi_i^{-1}(a_i^{(1)} - \phi_i) \sum_{i=0}^{M} \lambda_i q_i^{(s)} g_T, \xi (\phi_0, \ldots, \phi_{d-1}) \right),
\]
with the notation introduced above.

Note that \( \sigma^2 = 0 \) if the polynomial \( f \) consists of only monomials with odd degree.

**Corollary 3.1.** Let \( f \) be a \( d \)-dimensional polynomial. Assume that (SM) is valid and that the additional conditions of Theorem 3.2 hold. Then

(i) if \( \lim_{n \to \infty} n/N(n) = 0 \), we can replace \( \mathbb{E}[f(Y_k^{(N)}) \mid \mathcal{A}^{(N)}] \) in Theorem 3.2 with \( \mathbb{E}[f(Y_k^{(N)})] \),

(ii) if \( \lim_{n \to \infty} N(n)/n = 0 \), we have
\[
\frac{\sqrt{N}}{n} \sum_{i=0}^{n} g \left( \frac{i}{n} \right) (f(Y_{i,d}^{(N)}) - \mathbb{E}[f(Y_{i,d}^{(N)})]) \xrightarrow{w} \int_0^1 g(s) \, ds \mathcal{N}(0, \sigma^2),
\]
where \( \sigma^2 \) is as in Proposition 3.1.

**Remark 3.5.** With some additional (notational) effort, one may also cover the case where \( f \) is a polynomial, as in Theorem 3.2 in the case that (LM) holds. A special case is treated in Corollaries 4.1 and 4.2 below.

If the function \( f \) is not a polynomial, and/or only (LM) holds, we can still provide the following result.

**Corollary 3.2.** Suppose that the assumptions of Theorem 3.2 hold and that
\[
\lim_{n \to \infty} \frac{n}{\sqrt{N(n)}} = 0.
\]
Then we can replace \( \mathbb{E}[f(Y_k^{(N)}) \mid \mathcal{A}^{(N)}] \) in Theorem 3.2 with \( \mathbb{E}[f(Y_k^{(N)})] \) or \( \mathbb{E}[f(\xi_k)] \).

By increasing the aggregation level \( N \) with respect to \( n \), we can partially extend Theorem 3.2.

**Theorem 3.3.** Let \( f \) be a map from \( \mathbb{R}^d \) to \( \mathbb{R} \) such that
\[
\sup_x \frac{|f(x)|}{1 + |x|^{p+1}} < \infty \quad \text{for some} \; p > 0, \quad |f(x) - f(y)| \leq C(Q(x) - Q(y)),
\]
for all \( x, y \in \mathbb{R}^d \) up to a finite number of points, where \( C \) is a positive constant and \( Q(x) \) is a \( d \)-dimensional polynomial. Suppose that \( \lim_{n \to \infty} n/\sqrt{N(n)} = 0 \), and that the assumptions of
Theorem 3.1 hold, together with $E[|ε|^m] < \infty$ for all $m$. Then

$$\frac{1}{\sqrt{n}} \sum_{i=0}^{[nt]} g \left( \frac{i}{n} \right) \left( f \left( Y^{(N)}_{i,t} \right) - E[f(Y^{(N)}_{i,t})] \right) \overset{D}{\longrightarrow} \sigma^f \int_0^t g(s) \, dW_s, \quad 0 \leq t \leq 1,$$

where $\sigma^f$ is as in (2.2).

If $f(x_1, \ldots, x_d) = 1_{[t_1 \leq x_1, \ldots, x_d \leq t_d]}$ for fixed $t_1, \ldots, t_d \in \mathbb{R}$, we obtain the following result for the weighted empirical distribution function $F_n^{(g)}(t_1, \ldots, t_d)$.

**Corollary 3.3.** Under the conditions of Theorem 3.3, the weighted empirical distribution function

$$F_n^{(g)}(t_1, \ldots, t_d) = \frac{1}{n} \sum_{k=1}^{n} \left( \frac{k}{n} \right) 1_{[Y^{(N)}_{k,t} \leq t_1, \ldots, Y^{(N)}_{k,t_d} \leq t_d]}$$

satisfies

$$\sqrt{n} \left( F_n^{(g)}(t_1, \ldots, t_d) - n^{-1} \sum_{k=1}^{n} \left( \frac{k}{n} \right) \mathbb{P}(\xi_1 \leq t_1, \ldots, \xi_d \leq t_d) \right) \xrightarrow{w} \sigma^1 \int_0^1 g^2(s) \, ds \mathcal{N}(0, 1),$$

where $\{\xi_k\}_{k \in \mathbb{Z}}$ denotes the associated process of $\{Y^{(N)}_{k}\}_{k \in \mathbb{Z}}$, and $\sigma^1$ is as in (2.2) with $f = 1_{[t_1 \leq x_1, \ldots, t_d \leq x_d]}$.

Theorem 3.2 also allows us to give a weighted version of Theorem 2 of [4].

**Corollary 3.4.** Let $g(s)$ be a continuous function on $[0, 1]$, and let $f$ be a Borel-measurable map from $\mathbb{R}^d$ to $\mathbb{R}$. Let $\{\xi_k\}_{k \in \mathbb{Z}}$ be a zero-mean stationary Gaussian sequence with covariances $\phi_k = E[\xi_0 \xi_k]$, $k \in \mathbb{Z}$, satisfying $\lim_{n \to \infty} n^{-1} \sum_{k=1}^{n} |\phi_{k-1}| < \infty$. Then, under $E[f(\xi_{0,d})^2] < \infty$, we have

$$\frac{1}{\sqrt{n}} \sum_{k=0}^{[nt]} \left( \frac{k}{n} \right) \left( f(\xi_k) - E[f(\xi_k)] \right) \overset{D}{\longrightarrow} \sigma^f \int_0^t g(s) \, dW_s.$$

**4. Aggregated AR(1) processes and long memory**

In this short section we will briefly touch on the disaggregation problem if the micro-level processes $\{X^{(j)}_k, k \in \mathbb{Z}\}_{j=1, \ldots, N}$ are AR(1) processes. In practice, it is often reasonable to approximate individual data by simple time series models, such as, e.g. AR(1) and GARCH(1, 1) (see [12], [33], and [51]). Very often, more complex models neither provide an advantage in accuracy nor in efficiency of the estimates, and usually are difficult to study from the theoretical point of view. Consider now the aggregated process defined by (1.1), where $\{X^{(j)}_k, k \in \mathbb{Z}\}_{j=1, \ldots, N}$ are independent, identically distributed random coefficient AR(1) processes. That is, for any $j = 1, \ldots, N$,

$$X^{(j)}_k = a^{(j)} X^{(j)}_{k-1} + \varepsilon^{(j)}_k, \quad k \in \mathbb{Z},$$

where $\varepsilon^{(j)}_k$, $k \in \mathbb{Z}$, $j = 1, 2, \ldots$, and the copies $\varepsilon_k$ are independent, identically distributed RVs with zero mean and variance $\sigma^2 < \infty$, and the $a^{(j)}$, $j = 1, 2, \ldots$, are independent, identically
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distributed RVs. We assume that \( \{ \varepsilon^{(j)}_k, k \in \mathbb{Z}, j = 1, 2, \ldots \} \) and \( \{ a^{(j)}_k, j = 1, 2, \ldots \} \) are independent. Finally, let \( a \) be an independent RV having the same distribution as \( \{ a^{(j)}_k, j = 1, 2, \ldots \} \). Most of the recent results dealing with the disaggregation problem considered aggregated AR(1) processes; see, e.g. [8], [10], [11], [24], and [31]. For some insights on AR(2) processes, we refer the reader to [27]. A profound discussion of these results is beyond the scope of the present paper, and will be given together with some extensions elsewhere. Here and now, we focus on a special function \( f \), which is a key ingredient in the disaggregation problem:

\[
f(Y^{(N)}_k, Y^{(N)}_{k-2}, Y^{(N)}_{k-h}, Y^{(N)}_{k-h-2}) = Y^{(N)}_k (Y^{(N)}_k - Y^{(N)}_{k-h}) - \mathbb{E}[a^h Y^{(N)}_k] + \mathbb{E}[a^h Y^{(N)}_{k-h}], \quad h = 1, 2, \ldots.
\]

The importance of this function stems from the fact that asymptotic results concerning moment and density estimators associated to the RV \( a \) may be derived from results regarding this particular function. In fact, we can show that (cf. [11] and [27])

\[
\mathbb{E}[a^{2n}] = \frac{\phi_{2n} - \phi_{2n+2}}{\phi_0 - \phi_2}, \quad n \in \mathbb{N}_0,
\]

\[
\mathbb{E}[a^{2n-1}] = \frac{\phi_{2n-1} - \phi_{2n+1}}{\phi_0 - \phi_2}, \quad n \geq 1,
\]

where \( \sigma^2 = \mathbb{E}[\varepsilon^2] \). Hence, we can estimate the moments \( \mathbb{E}[a^h] \) via

\[
Z_{n,N,h} = \sum_{k=h+1}^n Y^{(N)}_k (Y^{(N)}_k - Y^{(N)}_{k-h}) - \sum_{k=h+3}^n Y^{(N)}_k Y^{(N)}_{k-h-2} \sum_{k=1}^n (Y^{(N)}_k)^2 - \sum_{k=3}^n Y^{(N)}_k Y^{(N)}_{k-2}.
\]

Note in particular that \( Z_{n,N,1} = Z_{n,N} \), where \( Z_{n,N} \) is given in (1.2). Using Theorem 3.2, we will derive the asymptotic distribution of \( Z_{n,N,h} \) under quite general conditions, given below.

**Assumption 4.1.** Suppose that the following assertions hold.

(i) \( \mathbb{E}[\varepsilon^2] < \infty \).

(ii) \( |a| \leq 1 \) a.s.

(iii) \( \sum_{j=0}^\infty \| (1 - a^2) a^j \| < \infty \).

(iv) \( |\mathbb{E}[a^k/(1 - a^2)]| < \infty \).

We obtain the following result.

**Proposition 4.1.** If both \( n \) and \( N \) tend to \( \infty \), we have, under Assumption 4.1,

\[
\frac{1}{\sqrt{n}} \sum_{i=0}^{[nt]} \left( \frac{i}{n} - t \right) f(Y^{(N)}_i) - \mathbb{E}[f(Y^{(N)}_i) | A^{(N)}_i] \xrightarrow{w} \sigma_f^i \int_0^t g(s) \, dW_s, \quad 0 \leq t \leq 1,
\]

in \( D[0, 1] \), where \( W_t \) is a Brownian motion and \( \sigma_f^i \) is as in (2.2).

Note that Assumption 4.1(i), (ii), and (iv) allow for long memory, since \( \text{cov}(Y^{(N)}_i, Y^{(N)}_j) = \mathbb{E}[\varepsilon^2] a^k (1 - a^2)^{-1} \) for \( k \geq l \). Assumption 4.1(iii) can be investigated more easily by introducing a density function, which is done in, e.g. [24] and [31] when discussing the
disaggregation problem. In this context, the following type of density functions $\varphi(x)$ are commonly used:

$$
\varphi(x) = (1 + x)^{1-d_1}(1 - x)^{1-d_2}\psi(x), \quad x \in [-1, 1], \ d_1, d_2 < 1.
$$

Here $\psi(x)$ is continuous on $[-1, 1]$ and does not vanish at $-1$ and $1$. For simplicity, we will consider the case where

$$
\varphi(x) = (1 - x^2)^{1-2d}\psi(x), \quad x \in [-1, 1], \ d < \frac{1}{2}.
$$

In this case, the condition $E[1/(1 - |a|)^3] < \infty$ of Horváth and Leipus [24] implies that $d < -\frac{1}{2}$, which is a short-memory condition. Evaluating Assumption 4.1(iii), we obtain

$$
\| (1 - a^2) a^j \|^2 = O\left( \Gamma \left[ 3 - 2d \frac{1}{2} a^j \right] \Gamma^{-1} \left[ 3 - 2d + \frac{1}{2} a^j \right] \right) = O(j^{-3+2d}).
$$

Hence, we require $\sum_{j=1}^{\infty} \frac{j^{-3/2+d}}{\| a^j \|^2} < \infty$, which yields $d < \frac{1}{2}$, which is also the condition of Celov et al. [11]. Note that this also implies that the aggregated process $\{Y(N)_{k} \}_{k \geq 1}$ exhibits a long-memory behavior if $0 < d < \frac{1}{2}$. Proposition 4.1 allows us to derive the following corollaries, which extend the results presented in [24] and [27].

**Corollary 4.1.** Let $N = N(n)$ be an increasing function in $n$, and assume that $g(s)$ is a Lipschitz continuous function on $[0, 1]$ such that $\int_{0}^{1} g(s) \mathrm{d}s \neq 0$. Then, under Assumption 4.1, we have, for $\lim_{n \to \infty} N(n)/n = 0$,

$$
\sqrt{N} \frac{Z_{n,N,h} - E[a^h]}{\sqrt{Z_{n,N,2} - Z_{n,N,1}^2}} \xrightarrow{w} \mathcal{N}(0, 1).
$$

Note that the variance of the limit distribution does not depend on the choice of the function $g(s)$, which is rather unexpected. However, this feature is lost in the second case.

**Corollary 4.2.** Assume that $g(s)$ is a Lipschitz continuous function on $[0, 1]$ such that $\int_{0}^{1} g(s) \mathrm{d}s \neq 0$. Then, under Assumption 4.1, we have, for $\lim_{n \to \infty} n/N(n) = 0$,

$$
\sqrt{n} (Z_{n,N,h} - E[a^h]) \xrightarrow{w} \sqrt{\int_{0}^{1} g(s)^2 \mathrm{d}s} \frac{\int_{0}^{1} g(s) \mathrm{d}s}{\int_{0}^{1} g(s) \mathrm{d}s} \mathcal{N}(0, \sigma_f^2),
$$

(4.2)

where $\sigma_f = \sigma_f^T$, $\xi = \{\xi_k, k \in \mathbb{Z}\}$ denotes the associated Gaussian process, and $\sigma_f^T$ is as in (2.2).

A distribution-free limit can be established by estimating $\sigma_f^2$ with a Bartlett-type estimator; we omit the details. Also, note that the variance of the limit distribution in (4.2) is greater than or equal to $\sigma_f^2$ by the Cauchy–Schwarz inequality, and we have equality if and only if $g(s)$ is a.s. constant. Thus, $g(s) \equiv 1$ yields the estimator with minimal variance.

### 5. Proofs

The main tool in our proofs will be martingale decomposition, and we will make essential use of the ideas in [26] and [39]. To verify the conditions for the martingale approximation, we will use a second main class of tools, namely approximation results related to the central limit theorem for a stationary Gaussian process. Unless otherwise stated, in all proofs, $C$ always denotes a generic constant that may vary from one formula to another.
5.1. Some tools

We postpone the proof of Theorem 3.2 to Section 5.2, and first establish the other results of Section 3. Depending on assumptions (SM) and (LM), we will require one of the following results.

Lemma 5.1. Let $g$ be a bounded function on $[0, 1]$, and let $f$ be a map from $\mathbb{R}^d$ to $\mathbb{R}$. Let $\xi_k = (\xi_k^{(1)}, \ldots, \xi_k^{(d)})^\top$ be a zero-mean stationary Gaussian sequence in $\mathbb{R}^d$ with covariances $r^{p,q}(k) = \mathbb{E}[\xi_k^{(p)} \xi_k^{(q)}]$, $1 \leq p, q \leq d$, satisfying $\limsup_n n^{-1} \sum_{k,l=1}^n |r^{p,q}(k-l)| < \infty$. Then, under $\mathbb{E}[f(\xi_k)^2] < \infty$, we have

$$
\left\| \frac{1}{\sqrt{n}} \sum_{k=0}^{[nt]} g\left(\frac{k}{n}\right) (f(\xi_k) - \mathbb{E}[f(\xi_k)]) \right\| \leq d C \sqrt{\tau} \|f(\xi_0)\| \quad \text{for all } n,
$$

where the constant $C$ depends only on the covariances.

Lemma 5.2. Let $\xi_k = (\xi_k^{(1)}, \ldots, \xi_k^{(d)})^\top$ be a stationary Gaussian sequence in $\mathbb{R}^d$ with covariances $r^{p,q}(k) = \mathbb{E}[\xi_0^{(p)} \xi_k^{(q)}]$, $1 \leq p, q \leq d$, satisfying $\limsup_k k^\beta |r^{p,q}(k)|/L(k) = b_{p,q} < \infty$, $0 < \beta < 1$, for each $1 \leq p, q \leq d$, where $L(k)$ is a slowly varying function. Then, under $\mathbb{E}[f(\xi_k)^2] < \infty$, we have

$$
\left\| a_n^{-1} \sum_{k=0}^{[nt]} g\left(\frac{k}{n}\right) (f(\xi_k) - \mathbb{E}[f(\xi_k)]) \right\| \leq d C \sqrt{\tau} \|f(\xi_0)\| \quad \text{for all } n,
$$

where $a_n = n^{1-\beta \delta/2}$ and $\tau$ is the rank of the function $f$.

For a detailed treatment of the rank of a function, we refer the reader to [4] or [18]. In our case, we will always choose $\tau = 1$, since we are only interested in an upper bound (see Lemma 5.6 below).

Both lemmas are slightly changed versions of results in [4, Theorem 2, Theorem 6].

Proofs of Lemmas 5.1 and 5.2. Lemma 5.1 is obtained from [4, Lemma 1], following the proof of [4, Theorem 2]. Lemma 5.2 is obtained similarly.

We set $Y_k^{(N)} = (Y_k^{(N)}, \ldots, Y_{k+d-1}^{(N)})^\top$ and $\xi_k = (\xi_k, \ldots, \xi_{k+d-1})^\top$, where $\{\xi_k\}_{k \in \mathbb{Z}}$ is the associated Gaussian sequence. In addition, we set

$$
\sigma_{n,k}^f = \left\| \frac{1}{\sqrt{n}} \sum_{k=0}^n (f(\xi_k) - \mathbb{E}[f(\xi_k)]) \right\|, \quad \sigma_{n,Y}^f = \left\| \frac{1}{\sqrt{n}} \sum_{k=0}^n (f(Y_k^{(N)}) - \mathbb{E}[f(Y_k^{(N)})]) \right\|.
$$

For the purposes of the next lemma, let $\{Z_k\}_{k \in \mathbb{N}}$ be a sequence of independent random vectors in $\mathbb{R}^d$ with zero mean and identity covariance matrix. Define

$$
S_N = \frac{1}{N} \sum_{k=1}^N Z_k, \quad \delta_N = N^{-1/2} \mathbb{E}[|Z_1|^3], \quad \eta_{N,p} = N^{-(p-1)/2} \mathbb{E}[|Z_1|^p + 1].
$$

Let $\mathcal{P}_N$ denote the distribution of $S_N$, and $\mathcal{N}$ the $d$-dimensional standard normal distribution. For a Borel-measurable function $f$ from $\mathbb{R}^d$ to $\mathbb{R}$, we set

$$
\|f\|_p^\mathcal{N} = \sup_x \frac{|f(x)|}{1 + |x|^{p+1}}.
$$
Note that if \( \| f \|_p^* < \infty \) holds for some function \( f(x_1, \ldots, x_d) \) then this remains true for \( g(x_1, \ldots, x_d) = f(A(x_1, \ldots, x_d)^\top) \), where \( A \) is a linear transformation.

The following result, stated here as a lemma, is due to Sweeting [44].

**Lemma 5.3.** Let \( p \geq 3 \) be an integer, and let \( f \) be a Borel-measurable function on \( \mathbb{R}^d \) such that \( \| f \|_p^* < \infty \) holds. Assume that \( \mathbb{E}[|Z_1|^{p+1}] < \infty \). Then there exists a constant \( C(d, p) < \infty \) such that, for all \( \lambda \geq 1 \), \( \mathbb{E}[|S_N|^{p+1}] \leq C(d, p)(1 + \eta_N, p) \). Moreover, we have

\[
\left| \int_{\mathbb{R}^d} f(x) \mathcal{P}(\mathcal{N} - \mathcal{N}) \right| \leq C(d, p) \left( \| f \|_p^* (\delta_N + \eta_{N, p}) + \int_{\mathbb{R}^d} \omega_f^{C} \mathcal{d} \mathcal{N} \right),
\]

where \( \mathcal{C} \) is an absolute constant and

\[
\omega_f^{C}(x) = \sup \{|f(y_1) - f(y_2)|: \|y_1 - x\| < \delta, \ i = 1, 2 \}.
\]

Given \( f: \mathbb{R}^d \rightarrow \mathbb{R} \), define \( \hat{f}: \mathbb{R}^{2d} \rightarrow \mathbb{R} \) by

\[
\hat{f}(x_1, \ldots, x_{2d}) = f(x_1, \ldots, x_d)f(x_{d+1}, \ldots, x_{2d}).
\]

**Proposition 5.1.** Let \( Y_k(N) = N^{-1/2} \sum_{j=1}^{N} X_{k}^{(j)} \) be the aggregated process as in Definition 1.1, and let \( f \) be a Borel-measurable function on \( \mathbb{R}^d \) to \( \mathbb{R} \) such that

\[
|f(x) - f(y)| \leq C|Q(x) - Q(y)| \tag{5.1}
\]

for all \( x, y \in \mathbb{R}^d \) up to a finite number of points, where \( Q \) is a \( d \)-dimensional polynomial with degree \( q \). Assume that conditions (B) and either (SM) or (LM) hold, and that, for some \( p \geq \max\{3, q - \frac{1}{2}\} \), we have \( \mathbb{E}[|X_1|^{p+1}] < \infty \). Then we have

\[
\left| \mathbb{E} \left[ \frac{1}{n} \sum_{k=1}^{[nt]} f(\xi_k) \right] \right| - \mathbb{E} \left[ \frac{1}{n} \sum_{k=1}^{[nt]} f(Y_k(N)) \right] \leq C_1 \frac{C(2d, 2p)n}{\sqrt{N}} \tag{5.2}
\]

and

\[
\left| \mathbb{E} \left[ \frac{1}{n} \sum_{k=1}^{[nt]} f(\xi_k) \right] - \mathbb{E} \left[ \frac{1}{n} \sum_{k=1}^{[nt]} f(\xi_k) \right] \right| \leq C_2 \frac{C(2d, 2p)}{\sqrt{N}}, \tag{5.3}
\]

where \( C_1 \) and \( C_2 \) depend only on the covariance structure, and \( C(2d, 2p) \) is a constant depending only on \( d \) and \( p \).

**Proof.** It suffices to show (5.2) since the same argument applies to (5.3). Owing to (5.1), we readily verify that \( \| f \|_p^* < \infty \) for \( p \geq \max\{3, q - \frac{1}{2}\} \). Moreover, for a \( d \)-dimensional continuous function \( h \) satisfying (5.1), we have

\[
\sup \{|h(y_1) - h(y_2)|: \|y_1 - x\| \leq \delta, \ i = 1, 2\} \leq \delta \ 
\sup_{\|y_i - x\| \leq \delta, \ i = 1, 2 \} |R(y_1, y_2)|, \tag{5.4}
\]

where \( R \) is a \( 2d \)-dimensional polynomial with finite degree. Note that either condition (SM) or (LM) implies the existence of the covariance matrix \( \Lambda(k, 2d) \) of the vector \((\xi_k, \ldots, \xi_{k+d-1}, \xi_0, \ldots, \xi_{d-2})^\top\). To make Lemma 5.3 applicable, we define the functions \( \hat{f}_k(x) \) as \( \hat{f}_k(x) := f(L(k, 2d)^{1/2}x) \). Since \( \mathbb{E}[\xi_0^2] < \infty \), the elements of \( L(k, 2d)^{1/2} \) are all bounded, one readily verifies that there exists a constant \( C \) such that

\[
\| \hat{f}_k \|_p^* \leq C \text{ for all } k. \tag{5.5}
\]
and a similar bound as in (5.4) is also obtained. Let \((x_1, \ldots, x_m)\) be the finite set of discontinuity points of \(\tilde{f}_k\), and denote by \(B_\delta(x_i)\) the closed, 2\(d\)-dimensional \(\delta\)-ball around \(x_i\), \(1 \leq i \leq m\). Then, owing to (5.4) and (5.5),

\[
\left| \int_{\mathbb{R}^{2d}} \omega C_{\delta N} \tilde{f}_k \, dN \right| \leq \left| \int_{\mathbb{R}^{2d} \setminus \bigcup_{i=1}^m B_\delta(x_i)} \omega C_{\delta N} \tilde{f}_k \, dN \right| + \left| \int_{\bigcup_{i=1}^m B_\delta(x_i)} \omega C_{\delta N} \tilde{f}_k \, dN \right| \leq C \delta_N \quad \text{for all } k.
\]

An application of Lemma 5.3 yields

\[
|\mathbb{E}[f(\xi_k)f(\xi_{l,d})] - \mathbb{E}[f(Y_{k,d})f(Y_{l,d})]| = \left| \int_{\mathbb{R}^{2d}} \tilde{f}_k \, d(\mathcal{F}_N - \mathcal{N}) \right| 
\leq C(2d, 2p) \left( \| \tilde{f} \|_{L_p(N, 2p)}^2 + \int_{\mathbb{R}^{2d}} \omega C_{\delta N} \tilde{f}_k \, dN \right) 
\leq C(2d, 2p) (\| \tilde{f} \|_{L_p(N, 2p)}^2 + C \delta_N).
\]

Thus, we obtain

\[
\left| \mathbb{E}\left[ \frac{1}{n} \sum_{k=1}^{[nt]} f(Y_{k,d})f(Y_{l,d}) \right] - \mathbb{E}\left[ \frac{1}{n} \sum_{k=1}^{[nt]} f(\xi_k)f(\xi_{l,d}) \right] \right| 
\leq \frac{1}{n} \sum_{k=1}^{[nt]} \left| \int_{\mathbb{R}^{2d}} \tilde{f}_k \, d(\mathcal{F}_N - \mathcal{N}) \right| 
\leq nt^2 C(2d, 2p) \sup_k (\| \tilde{f}_k \|_{L_p(N, 2p)}^2 + C \delta_N) 
\leq C_1 \frac{(2d, 2p)n^2}{\sqrt{N}},
\]

and, similarly,

\[
\left| \frac{1}{n} \sum_{k=1}^{[nt]} \mathbb{E}[f(Y_{k,d})] \mathbb{E}[f(Y_{l,d})] - \frac{1}{n} \sum_{k=1}^{[nt]} \mathbb{E}[f(\xi_k)] \mathbb{E}[f(\xi_{l,d})] \right| \leq C_2 \frac{(d, p)n}{\sqrt{N}};
\]

hence, the claim follows.

Let us assume again that the conditions of Proposition 5.1 hold for a \(d\)-dimensional function \(f\), \(\| f \|_p^\ast < \infty\) for \(0 \leq p < \infty\). Let \(f_q\) be a polynomial approximation of degree \(q\) of \(f\), with \(q \geq p\). Then we can write \(f = f_q + f_{>q}\), and, by \(\| f \|_p^\ast < \infty\), we have \(\| f_{>q} \|_q^\ast < \infty\). Hence, we obtain the following result.

**Corollary 5.1.** Let \(f\) be a \(d\)-dimensional function such that \(\| f \|_p^\ast < \infty\), \(0 \leq p < \infty\), and assume that the conditions of Proposition 5.1 are satisfied together with (SM). Then

\[
\left\| \frac{1}{\sqrt{n}} \sum_{k=1}^{[nt]} f_{>q}(Y_{k,d}) \right\|^2 \leq C \frac{(2d, 2q)n}{\sqrt{N}} + C \| f_{>q}(\xi_{0,d}) \|^2,
\]

where \(\{\xi_k\}_{k \in \mathbb{Z}}\) is the associated sequence of \(\{Y_{k,d}\}_{k \in \mathbb{Z}}\).
Proof. It follows from Proposition 5.1 that
\[
\left\| \frac{1}{\sqrt{n}} \sum_{k=1}^{[nt]} f_{>q}(Y_k^{(N)}) \right\|^2 = C C(d, q)n \sqrt{N} + \left\| \frac{1}{\sqrt{n}} \sum_{k=1}^{[nt]} f_{>q}(\xi_k^{(N)}) \right\|^2.
\]
One readily verifies that (SM) implies that the associated sequence \(\{\xi_k\}_{k \in \mathbb{Z}}\) satisfies the covariance condition of Lemma 5.1; hence, we obtain \(\|n^{-1/2} \sum_{k=1}^{[nt]} f_{>q}(\xi_k^{(N)})\|^2 \leq C \|f_{>q}(\xi_0, d)\|^2\), which completes the proof.

5.2. Proofs of the main theorems

This subsection is devoted to the proofs of Theorems 3.2 and 3.3, Proposition 3.1, and Corollaries 3.1, 3.2, and 3.4. Unless otherwise stated, in all the proofs, \(C\) always denotes a dynamic constant that may vary from one formulae to another. The proof of Theorem 3.2 consists of two steps. The first step provides a martingale representation, where we will rely heavily on results presented in [39]. The second step is to verify conditions enabling us to use martingale limit theorems, which will involve estimates for the square bracket of martingales. Throughout this subsection, we will assume that the assumptions of Theorem 3.2 hold, and, for all the proofs, we assume without loss of generality that \(L = 1\), i.e. \(|f(x) - f(y)| \leq C |Q(x) - Q(y)|\), where \(Q(x)\) is a \(d\)-dimensional polynomial and \(C > 0\). For notational convenience, we will omit the superscript \((N)\) in the notation \(Y(N)\) for the aggregated process in this subsection, except when we really want to emphasize the dependence on \(N = N(n)\). Let \(k \geq t\), write \(X(j)_{k}^{(j)}\) as
\[
X(j)_{k}^{(j)} = \sum_{i=0}^{k-t-1} \alpha(j)_{k-i} \varepsilon(j)_{k-i} + \sum_{i=k-t+1}^{\infty} \alpha(j)_{k-i} \varepsilon(j)_{k-i} = X(j)_{k,>t}^{(j)} + X(j)_{k,<t}^{(j)},
\]
and observe that \(X(j)_{k,>t}^{(j)}\) is independent of \(\xi(j)_{k}^{(N)}\). We introduce the notation
\[
Y(j)_{k,>t}^{(N)} = \frac{1}{\sqrt{N}} \sum_{j=1}^{N} X(j)_{k,>t}^{(j)}, \quad Y(j)_{k,<t}^{(N)} = \frac{1}{\sqrt{N}} \sum_{j=1}^{N} X(j)_{k,<t}^{(j)},
\]
and observe that \(Y(j)_{k,>t}^{(N)}\) is independent of \(\xi(j)_{k}^{(N)}\). We introduce the notation
\[
Y(j)_{k,>t}^{(N)} = \frac{1}{\sqrt{N}} \sum_{j=1}^{N} X(j)_{k,>t}^{(j)}, \quad Y(j)_{k,<t}^{(N)} = \frac{1}{\sqrt{N}} \sum_{j=1}^{N} X(j)_{k,<t}^{(j)},
\]
and observe that \(Y(j)_{k,>t}^{(N)}\) is independent of \(\xi(j)_{k}^{(N)}\). We introduce the notation
\[
Y(j)_{k,>t}^{(N)} = \frac{1}{\sqrt{N}} \sum_{j=1}^{N} X(j)_{k,>t}^{(j)}, \quad Y(j)_{k,<t}^{(N)} = \frac{1}{\sqrt{N}} \sum_{j=1}^{N} X(j)_{k,<t}^{(j)},
\]
and observe that \(Y(j)_{k,>t}^{(N)}\) is independent of \(\xi(j)_{k}^{(N)}\). We introduce the notation
\[
Y(j)_{k,>t}^{(N)} = \frac{1}{\sqrt{N}} \sum_{j=1}^{N} X(j)_{k,>t}^{(j)}, \quad Y(j)_{k,<t}^{(N)} = \frac{1}{\sqrt{N}} \sum_{j=1}^{N} X(j)_{k,<t}^{(j)},
\]
and observe that \(Y(j)_{k,>t}^{(N)}\) is independent of \(\xi(j)_{k}^{(N)}\). We introduce the notation
\[
Y(j)_{k,>t}^{(N)} = \frac{1}{\sqrt{N}} \sum_{j=1}^{N} X(j)_{k,>t}^{(j)}, \quad Y(j)_{k,<t}^{(N)} = \frac{1}{\sqrt{N}} \sum_{j=1}^{N} X(j)_{k,<t}^{(j)},
\]
and observe that \(Y(j)_{k,>t}^{(N)}\) is independent of \(\xi(j)_{k}^{(N)}\). We introduce the notation
\[
Y(j)_{k,>t}^{(N)} = \frac{1}{\sqrt{N}} \sum_{j=1}^{N} X(j)_{k,>t}^{(j)}, \quad Y(j)_{k,<t}^{(N)} = \frac{1}{\sqrt{N}} \sum_{j=1}^{N} X(j)_{k,<t}^{(j)},
\]
and observe that \(Y(j)_{k,>t}^{(N)}\) is independent of \(\xi(j)_{k}^{(N)}\). We introduce the notation
\[
Y(j)_{k,>t}^{(N)} = \frac{1}{\sqrt{N}} \sum_{j=1}^{N} X(j)_{k,>t}^{(j)}, \quad Y(j)_{k,<t}^{(N)} = \frac{1}{\sqrt{N}} \sum_{j=1}^{N} X(j)_{k,<t}^{(j)},
\]
and observe that \(Y(j)_{k,>t}^{(N)}\) is independent of \(\xi(j)_{k}^{(N)}\). We introduce the notation
\[
Y(j)_{k,>t}^{(N)} = \frac{1}{\sqrt{N}} \sum_{j=1}^{N} X(j)_{k,>t}^{(j)}, \quad Y(j)_{k,<t}^{(N)} = \frac{1}{\sqrt{N}} \sum_{j=1}^{N} X(j)_{k,<t}^{(j)},
\]
and observe that \(Y(j)_{k,>t}^{(N)}\) is independent of \(\xi(j)_{k}^{(N)}\). We introduce the notation
\[
Y(j)_{k,>t}^{(N)} = \frac{1}{\sqrt{N}} \sum_{j=1}^{N} X(j)_{k,>t}^{(j)}, \quad Y(j)_{k,<t}^{(N)} = \frac{1}{\sqrt{N}} \sum_{j=1}^{N} X(j)_{k,<t}^{(j)},
\]
Lemma 5.4. Let $W^{(d)}_k = K(Y^{(N)}_{t=1}, \ldots, Y^{(N)}_{t=d}) - \mathbb{E}[K(Y^{(N)}_{t=1}, \ldots, Y^{(N)}_{t=d-1}) | A^{(N)}]$, where $K$ satisfies $|K(y) - K(x)| \leq C|Q(y) - Q(x)|$ with $x = (x_1, \ldots, x_d)$ and $y = (y_1, \ldots, y_d) \in \mathbb{R}^d$, such that

$$Q(x) = (x_j - x_{j+h})^2 P(y), \quad 1 \leq j, h \leq d, q \geq 0,$$

where $P(y)$ is a polynomial with degree $D$. Moreover, we assume that $\mathbb{E}[\varepsilon_1^2] < \infty$. If, in addition, (SM) holds if $q \geq 0$ or (LM) holds if $q \geq 1$, then

(i) $\mathbb{E}[W^{(d)}_k | \mathcal{F}_{t=N}] = 0$ for all $N$, where $\mathcal{F}_{t=N} := \cap_{i \in \mathbb{N}} \mathcal{F}_{t=i}$,

(ii) $\sum_{j=0}^{\infty} \| P_{k-j}(W^{(d)}_k) \| < \infty$ for all $k$.

Proof. We first verify (i). Owing to Kolmogorov’s zero–one law, it follows that $\mathcal{G}_{t-N} := \cap_{i \in \mathbb{N}} \mathcal{G}_{t-i}$ is the trivial $\sigma$-algebra $\{\Omega, \emptyset\}$ for each $N$. Hence, we deduce that $\mathcal{F}_{t-N} = \mathcal{A}(N)$, and, thus, by the definition of $W^{(d)}_k$, the claim follows.

To prove (ii), we note that

$$\| P_{k-j}(W^{(d)}_k) \| = \| \mathbb{E}[W^{(d)}_k | \mathcal{F}_{t-j}] - \mathbb{E}[W^{(d)}_k | \mathcal{F}_{t-j-1}] \|.$$

Hence, we will take a closer look at $\mathbb{E}[W^{(d)}_k | \mathcal{F}_t] - \mathbb{E}[W^{(d)}_k | \mathcal{F}_{t-1}]$, with $t = k + j$. We set

$$Y^{(N)}_t = (Y^{(N)}_{t=1}, \ldots, Y^{(N)}_{t=d}) = (Y^{(N)}_{t=1}, \ldots, Y^{(N)}_{t=t-1}, Y^{(N)}_{t=t}, \ldots, Y^{(N)}_{t=t+d}),$$

and

$$Y^{(N)}_t' = (Y^{(N)}_{t=1}, \ldots, Y^{(N)}_{t=d}).$$

Using the coupling method, it follows that

$$\mathbb{E}[W^{(d)}_k | \mathcal{F}_t] - \mathbb{E}[W^{(d)}_k | \mathcal{F}_{t-1}] = \| \mathbb{E}[K(\Lambda_k) | \mathcal{F}_t] - \mathbb{E}[K(\Lambda'_k) | \mathcal{F}_{t-1}] \|

= \| \mathbb{E}[K(\Lambda_k) - K(\Lambda'_k) | \mathcal{F}_t] \|

\leq \| C(\mathbb{E}(Q(\Lambda_k) - Q(\Lambda'_k)) | \mathcal{F}_t) \|.$$

Jensen’s inequality yields

$$\| C(\mathbb{E}(Q(\Lambda_k) - Q(\Lambda'_k)) | \mathcal{F}_t) \| \leq \| C^2(\mathbb{E}(Q(\Lambda_k) - Q(\Lambda'_k))^2 | \mathcal{F}_t) \|^{1/2}

= C(\mathbb{E}[(Q(\Lambda_k) - Q(\Lambda'_k))^2]^{1/2}. (5.6)

Now suppose that $q \geq 0$ and (SM) holds. Then, owing to the structures of $\Lambda_k$ and $\Lambda'_k$, all the terms in (5.6) cancel, except for those which contain powers of $Y_{t=1}^{(N)}$ and $Y_{t=k}^{(N)}$. Hence, we obtain

$$\| \mathbb{E}[W^{(d)}_k | \mathcal{F}_t] - \mathbb{E}[W^{(d)}_k | \mathcal{F}_{t-1}] \| \leq C_1 \max_{1 \leq h \leq 2D} \| \alpha_j \|^h \leq C \| \alpha_j \|$$

for all $k, j, N$, where $C_1 > 0$ is a fixed constant, independent of $k, j, N$. The last inequality follows from the fact that we have $|\alpha_j|^h \leq C^{h-1} |\alpha_j|$ for $j = 1, 2, \ldots$.

Now suppose that $q \geq 1$ and (LM) holds. Then, arguing in the same manner, we obtain

$$\| \mathbb{E}[W^{(d)}_k | \mathcal{F}_t] - \mathbb{E}[W^{(d)}_k | \mathcal{F}_{t-1}] \| \leq C \max_{1 \leq h \leq 2D} \max_{1 \leq \ell \leq d} \| \alpha_j - \alpha_j \|^\ell \leq C \max_{1 \leq \ell \leq d} \| \alpha_j - \alpha_j \|^\ell \|$$

for all $k, j, N$, where $C_1 > 0$ is a fixed constant, independent of $k, j, N$. Hence, the claim follows.
Owing to Lemma 5.4, we obtain the following martingale difference decomposition for \( W_k^{(d)} \): \( W_k^{(d)} = \sum_{i=1}^{\infty} g_i W_k^{(d)} \). This allows us to use the machinery developed in [39]. Let \( g(s) \) be a Lipschitz continuous function on \([0, 1]\), and set

\[
\Theta_k = \sum_{i=k}^{k+m-1} g\left(\frac{i}{n}\right)\left\{E[W_i^{(d)} \mid \mathcal{F}_k] - E[W_i^{(d)} \mid \mathcal{F}_{i-m}]\right\},
\]

where \( m \) is an arbitrary positive integer (which tends to \( \infty \) later; see [39, Lemma 2]). Define the martingale

\[
M_k = \sum_{i=1}^{k} (\Theta_i - E[\Theta_i \mid \mathcal{F}_{i-1}]) \quad \text{and} \quad M_t^{(n)} = \frac{1}{\sqrt{n}} M_{[nt]}, \quad 0 \leq t \leq 1, \quad \text{(5.7)}
\]

which is a martingale with respect to the filtration \( \mathcal{H}_t := \mathcal{F}_{[nt]} \). One readily deduces from Lemma 5.3 that the sequence \( \{Y_k^{(N)}\}_{k \in \mathbb{Z}} \) is uniformly integrable; hence, owing to [39, Proposition 8] (see also [39, Lemma 2]), the limiting behavior of

\[
\frac{1}{\sqrt{n}} S_{[nt]} = \frac{1}{\sqrt{n}} \sum_{k=1}^{[nt]} g\left(\frac{k}{n}\right) W_k^{(d)}
\]

is governed by the martingale \( M_t^{(n)} \). Hence, it remains to verify and apply various martingale limit theorems. We will do so in a series of lemmas. We first mention an identity, which is a key result for the proofs. For simplicity, we only state it in the one-dimensional case.

**Lemma 5.5.** Let \( i \geq k \geq l > -\infty \) and \( j \geq l \). Then it holds that

\[
E[f(Y_i^{(N)}) \mid \mathcal{F}_k] E[f(Y_j^{(N)}) \mid \mathcal{F}_j] = E[f(Y_i^{(N)}) f(Y_j^{(N)} \mid \mathcal{F}_k)
\]

in particular, it holds that

\[
E[f(Y_i^{(N)}) \mid \mathcal{A}^{(N)}] E[f(Y_j^{(N)}) \mid \mathcal{A}^{(N)}] = E[f(Y_i^{(N)}) f(Y_j^{(N)} \mid \mathcal{A}^{(N)})].
\]

**Proof.** Using the coupling argument, we have

\[
E[f(Y_i^{(N)}) \mid \mathcal{F}_k] E[f(Y_j^{(N)}) \mid \mathcal{F}_j] = E[E[f(Y_i^{(N)}) \mid \mathcal{F}_i] f(Y_j^{(N)}) \mid \mathcal{F}_j]
\]

\[
= E[E[f(Y_j^{(N)} \mid \mathcal{F}_j)] f(Y_i^{(N)}) \mid \mathcal{F}_i] f(Y_j^{(N)}) \mid \mathcal{F}_j]
\]

\[
= E[E[f(Y_j^{(N)} \mid \mathcal{F}_j)] f(Y_i^{(N)}) \mid \mathcal{F}_i] f(Y_j^{(N)}) \mid \mathcal{F}_j]
\]

The second identity follows in the same manner.

**Lemma 5.6.** Let \( M_t^{(n)} \) be the martingale defined by (5.7), and assume that \( g \) is a Lipschitz continuous function on \([0, 1]\). Then the following statements hold.

(i) If \( N \) is fixed and \( n \to \infty \), then \( [M^{(n)}]_t \to \sigma_{N,m} \int_0^t g(s)^2 \, ds \), where \( \sigma_{N,m} \) is an \( \mathcal{A}^{(N)} \)-measurable random variable.

(ii) If both \( n \) and \( N \) tend to \( \infty \), then \( [M^{(n)}]_t \to (\sigma_1^m)^2 \int_0^t g(s)^2 \, ds \), where \( (\sigma_1^m)^2 \in \mathbb{R}_+ \), depending only on \( m \).
Proof. We have \([M^{(n)}, M^{(n)}]_t = [M, M]_{nt}n^{-1} = n^{-1}(M_0^2 + \sum_{k=0}^{[nt]}(M_{k+1} - M_k)^2)\); hence, we need to take a closer look at \(\Delta M_k := M_k - M_{k-1} = \Theta_k - E[\Theta_k \mid F_{k-1}]\). For fixed \(n\) and \(N\), we have
\[
\Delta M_k = g\left(\frac{k}{n}\right) \sum_{i=k}^{k+m-1} \mathbb{E}[W^{(d)}_i \mid F_k] - \mathbb{E}[W^{(d)}_i \mid F_{k-1}]
\]
\[
+ \sum_{i=k}^{k+m-1} \left(g\left(\frac{k}{n}\right) - g\left(\frac{k}{n}\right)\right) \left(\mathbb{E}[W^{(d)}_i \mid F_k] - \mathbb{E}[W^{(d)}_i \mid F_{k-1}]\right)
\]
\[
=: A_{n,k} + B_{n,k}.
\]
Owing to the Lipschitz continuity of \(g(s)\) and Lemma 5.4, we readily verify that \(\|B_{n,k}\| = \Theta(mn^{-1})\). Hence, we can replace \((\Delta M_k)^2\) with \(A_{n,k}\); thus,
\[
n[M^{(n)}, M^{(n)}]_t = M_0^2 + \sum_{k=0}^{[nt]} g\left(\frac{k}{n}\right) \left(\sum_{i=k}^{k+m-1} \mathbb{E}[W^{(d)}_i \mid F_k] - \mathbb{E}[W^{(d)}_i \mid F_{k-1}]\right)^2 + O(m).
\]
(i) Put \(\hat{\eta}_{k,m}^2 = [\sum_{k=0}^{[nt]} \mathbb{E}[W^{(d)}_i \mid F_k] - \mathbb{E}[W^{(d)}_i \mid F_{k-1}]^2].\) It follows from the ergodic theorem that \(n^{-1}\left(M_0^2 + [\sum_{k=0}^{[nt]} \hat{\eta}_{k,m}^2]\right) \rightarrow \sigma_{N,m}^2 a.s.\). Hence, arguing as in [39, Theorem 9], the claim follows.

(ii) The proof of (ii) is more involved. Using the results from Section 5.1 together with Lemmas 5.1 and 5.5 we will show that \(\|[(M^{(n)}, M^{(n)})_t - (\sigma_{k,m}^2)^2] f_0^t g(s)^2 ds\|_2 \rightarrow 0\), as both \(n\) and \(N\) tend to \(\infty\), which implies (ii). To this end, put
\[
\mathcal{K}^{A(N)}(Y_{k, \leq \cdot}, \ldots, Y_{k+d-1, \leq \cdot}, Y_{< \cdot}, \ldots, Y_{k+d-1, < \cdot}) := \mathbb{E}[W^{(d)}_k \mid F_t] - \mathbb{E}[W^{(d)}_k \mid F_{t-1}].
\]
and note that
\[
\mathcal{K}^{A(N)}(x_1, \ldots, x_{2d}) = \mathbb{E}[^K(Y_{k, > \cdot} + x_1, \ldots, Y_{k+d-1, > \cdot} + x_d)
\]
\[
- K(Y_{k, > \cdot} + x_1, \ldots, Y_{k+d-1, > \cdot} + x_d) \mid A^{(N)}].
\]
Now let
\[
\left(\sum_{i=k}^{k+m-1} \mathbb{E}[W^{(d)}_i \mid F_k] - \mathbb{E}[W^{(d)}_i \mid F_{k-1}]\right)^2
\]
\[
= \left(\sum_{i=k}^{k+m-1} \mathcal{K}^{A(N)}(\cdot)\right)^2
\]
\[
=: \mathcal{K}^{A(N)}(Y_{k, \leq \cdot}, \ldots, Y_{k+d-1, \leq \cdot}, Y_{< \cdot}, \ldots, Y_{k+d-1, < \cdot}) \mathcal{K}^{A(N)}(Y_{< \cdot}, \ldots, Y_{k, \leq \cdot}, \ldots, Y_{k+d-1, \leq \cdot}, \ldots)
\]
\[
=: \mathcal{K}^{A(N)}(\cdot),
\]
and note that \(\mathcal{K}^{A(N)}(\cdot)\) is a map from \(\mathbb{R}^{2dm} \rightarrow \mathbb{R}\) for fixed \((a_k^{(j)}, k \in \mathbb{N}, 1 \leq j \leq N)\). Moreover, it holds that
\[
I(n, t) := \mathbb{E}\left[\left(\sum_{k=1}^{[nt]} g\left(\frac{k}{n}\right) \left[\hat{\eta}_{k,m}^2 - \mathbb{E}[\hat{\eta}_{k,m}^2]\right]\right)^2\right]
\]
\[
= \sum_{k,l=1}^{[nt]} \left\{ g\left(\frac{k}{n}\right) g\left(\frac{l}{n}\right) \mathbb{E}[\mathcal{K}^{A(N)}(\cdot) \mathcal{K}^{A(N)}(\cdot) - \mathbb{E}[\mathcal{K}^{A(N)}(\cdot) \mathbb{E}[\mathcal{K}^{A(N)}(\cdot)]]\right).
\]
By squaring out \( \mathcal{H}_{k}^{A(N)} \) and \( \mathcal{H}_{l}^{A(N)} \), and applying Lemma 5.5 multiple times, we have
\[
\mathbb{E}[\mathcal{H}_{k}^{A(N)} \mathcal{H}_{l}^{A(N)}] = \mathbb{E}[H_{k} H_{l}], \quad \mathbb{E}[\mathcal{H}_{k}^{A(N)} \mathbb{E}[\mathcal{H}_{l}^{A(N)}] = \mathbb{E}[H_{k}] \mathbb{E}[H_{l}],
\]
where \( H_{k} = H(\xi_{k}, \ldots ) \) and \( H \) is a map from \( \mathbb{R}^{6dm} \rightarrow \mathbb{R} \), independent of \( k \) and \( N \). Comparing this to the function \( \mathcal{H}_{k}^{A(N)} \), note that the dimension has tripled; however, the unpleasant conditioning on the \( \sigma \)-algebra \( A^{(N)} \) has disappeared. In addition, using the identity \( a^{2} - b^{2} = (a - b)(a + b) \) and arguing similarly as in the proof of Lemma 5.4, we obtain
\[
|H(x) - H(y)| \leq |x - y| |R(x, y)|, \quad \sup_{x} \frac{|H(x)|}{1 + |x|^{2}} < C m^{2}, \quad x, y \in \mathbb{R}^{6dm},
\]
for \( l = 2 \deg Q \), where \( R(x, y) \) is a polynomial. Note, in particular, that we also have \( \int_{[0,2\pi]} \omega_{H}^{(N)} \, dN \leq C m^{2} \delta N \). Thus, proceeding as in the proof of Proposition 5.1 we can rewrite \( I(n, t) \) as
\[
\frac{1}{n^{2}} \sum_{k, l=1}^{n} g(\frac{k}{n}) g(\frac{l}{n}) [\mathbb{E}[H(\xi_{k}) H(\xi_{l})] - \mathbb{E}[H(\xi_{k})] \mathbb{E}[H(\xi_{l})]] + R_{N,m},
\]
\[
= \mathbb{E} \left[ \left( \frac{1}{n} \sum_{k=0}^{n} g(\frac{k}{n}) \right) \left( \frac{1}{n} \sum_{l=0}^{n} g(\frac{l}{n}) \right) \right] H(\xi_{k}) - (\sigma_{g}^{2})^{2} \right) ^{2} \right) + R_{N,m},
\]
where \( \mathbb{E}[H(\xi_{0})] \leq C m^{2} \), \( \xi_{k} = (\xi_{k}^{(1)}, \ldots , \xi_{k}^{(6dm)}) \) is a \( 6dm \)-dimensional stationary Gaussian sequence with covariance matrix \( k \) satisfying the conditions of Lemma 5.1 (or those of Lemma 5.2, which are more general), \( \sigma_{g}^{2} \) is defined as \( (\sigma_{g}^{2})^{2} = \mathbb{E}(H(\xi_{0})) \), and \( R_{N,m} = O(N^{-1/2}m^{D+3}) \). It now follows from Lemma 5.1 (or Lemma 5.2) that
\[
\mathbb{E} \left[ \left( \frac{1}{n} \sum_{k=0}^{n} g(\frac{k}{n}) \right) \left( \frac{1}{n} \sum_{l=0}^{n} g(\frac{l}{n}) \right) \right] H(\xi_{k}) - (\sigma_{g}^{2})^{2} \right) ^{2} \right) \leq \frac{C(2dm)^{2} \mathbb{E}[H(\xi_{0})^{2}]}{n^{D/2}} \leq \frac{C}{n^{D/2}} m^{6}
\]
for some \( \beta > 0 \), and, since \( n^{-1} \sum_{k=0}^{n} g(k/n)^{2} \rightarrow \int_{0}^{1} g(s)^{2} \, ds \), the claim follows.

**Lemma 5.7.** If \( g \) is a Lipschitz continuous function on \([0, 1]\) then, under the same assumptions as in Theorem 3.2, we have
\[
\mathbb{E} \left[ \sum_{k \geq Tn} \left( n^{-1/2} \Delta M_{k} \right)^{2} 1_{[|m-1/2 \Delta M_{k}| > \varepsilon]} \right] \rightarrow 0 \quad \text{as} \quad n \rightarrow \infty \quad \text{for all fixed} \quad \varepsilon > 0, \quad T \geq 0.
\]

**Proof.** For fixed \( n \) and \( N \), we have, from the Lipschitz continuity of \( g \),
\[
|\Delta M_{k}| \leq \sum_{i=k}^{k+m-1} \left( \left| \frac{g(k)}{n} \right| + \frac{C|k - i|}{n} \right) |\mathbb{E}[W_{i,d}] | |\mathcal{F}_{k} | - \mathbb{E}[W_{i,d}] | |\mathcal{F}_{k-1} | \leq C \sum_{i=k}^{k+m-1} |\mathbb{E}[W_{i,d}] | |\mathcal{F}_{k} | - \mathbb{E}[W_{i,d}] | |\mathcal{F}_{k-1} |
\]
\[
=: \Omega_{k,m}.
\]
Note that \( \Omega_{k,m} \) is stationary for fixed \( m \) and \( N \), and that \( \mathbb{E}[\Omega_{k,m}^{2}] \leq C m \) for all \( N \), since we have \( \mathbb{E}[\varepsilon^{2}] < \infty \). We define \( V(\delta) = \sum_{i=0}^{T} \Omega_{i,m} 1_{(|\Omega_{i,m}| > \delta)}, \quad T \in \mathbb{N}, \) which is an
additive process in $T$ for fixed $m$ and $N$, so $E[V(\delta)_{T}] = TE[V(\delta)_{1}]$ for $T \in \mathbb{N}$. We have, for $\delta = \varepsilon \sqrt{n}$, $n^{-1}E[\sum_{t \leq T}n(\Omega_{m})^{2}1_{[\Omega_{m} > \delta]}] = n^{-1}E[V(\varepsilon \sqrt{n})T_{n}] = TE[V(\varepsilon \sqrt{n})_{1}]$. The Cauchy–Schwarz inequality together with the Markov inequality gives

$$E[V(\varepsilon \sqrt{n})_{1}] \leq (\varepsilon^{2}n)^{-1} \sum_{i=0}^{T} E[\Omega_{i,m}^{4}] = \frac{T}{\varepsilon^{2}n}E[\Omega_{i,m}^{4}].$$

Hence, it follows that $V(\varepsilon \sqrt{n})_{T_{n}} \to 0$ as $n \to \infty$, and, since $\Omega_{m} \geq \Delta M_{k}$, we conclude that $E[\sum_{k \leq T_{n}}(n^{-1/2} \Delta M_{k})^{2}1_{[n^{-1/2} \Delta M_{k} \geq \varepsilon]}] \to 0$ as $n \to \infty$ for all $\varepsilon > 0$.

**Lemma 5.8.** Let $f : \mathbb{R}^{d} \mapsto \mathbb{R}$ be a continuous function. Then there exists a sequence $N = N(n)$ with $\lim_{n} n/N(n) = 0$ such that

$$\frac{1}{\sqrt{n}} \sum_{k=1}^{n} \{f(Y_{k}^{(N)}, \ldots, Y_{k+d-1}^{(N)}) - E[f(Y_{k}^{(N)}, \ldots, Y_{k+d-1}^{(N)})]\} \Rightarrow N(0, \sigma^{2}),$$

where $\sigma = \sigma_{k}^{f}$ and $\sigma_{k}^{f}$ is defined in (2.2).

**Proof.** Let $\mathcal{L}(\cdot, \cdot)$ denote the Lévy distance, i.e.

$$\mathcal{L}(X, Y) = \inf_{\varepsilon > 0} : F(x) \leq G(x + \varepsilon) + \varepsilon \text{ and } G(x) \leq F(x + \varepsilon) + \varepsilon \text{ for all } x,$$

where $F$ and $G$ are distribution functions of the RVs $X$ and $Y$. Define $f_{k,N} = f(Y_{k}^{(N)}, \ldots, Y_{k+d-1}^{(N)}) - E[f(Y_{k}^{(N)}, \ldots, Y_{k+d-1}^{(N)})]$, and let $f_{k,\varepsilon}$ be the corresponding associated Gaussian version. Then we have, owing to [4, Theorem 2], for some $\sigma^{2} > 0$, $\mathcal{L}(n^{-1/2} \sum_{k=1}^{n} f_{k,\varepsilon}, \mathcal{N}(0, \sigma^{2})) \leq \varepsilon_{n}$, with $\lim_{n} \varepsilon_{n} \to 0$. For each $n$, according to the multivariate central limit theorem, we can choose an $N(n)$ such that $\mathcal{L}(n^{-1/2} \sum_{k=1}^{n} f_{k,N}, n^{-1/2} \sum_{k=1}^{n} f_{k,\varepsilon}) \leq \varepsilon_{N(n)}$, with $\lim_{n} \varepsilon_{N(n)} \to 0$, and $\lim_{n} n/N(n) = 0$. Since

$$\mathcal{L} \left[ \frac{1}{\sqrt{n}} \sum_{k=1}^{n} f_{k,N}, \mathcal{N}(0, \sigma^{2}) \right] \leq \mathcal{L} \left[ \frac{1}{\sqrt{n}} \sum_{k=1}^{n} f_{k,\varepsilon}, \mathcal{N}(0, \sigma^{2}) \right] + \mathcal{L} \left[ \frac{1}{\sqrt{n}} \sum_{k=1}^{n} f_{k,N}, \frac{1}{\sqrt{n}} \sum_{k=1}^{n} f_{k,\varepsilon} \right],$$

the claim follows.

**Proof of Theorem 3.2.** Owing to Lemmas 5.6 and 5.7, we can apply [26, Theorem VIII.5.9] (see also [26, Lemma 3.86]) to the martingale $M_{N}^{n}$, which gives $M_{T_{n}}^{n} \Rightarrow \sigma_{m,N} \int_{0}^{t} g(s) dW_{s}$ in $\mathbb{D}[0, 1]$ (for fixed $N$ and $n \to \infty$), and $M_{T_{n}}^{n} \Rightarrow \sigma_{m}^{f} \int_{0}^{t} g(s) dW_{s}$ in $\mathbb{D}[0, 1]$ (if both $n$ and $N$ tend to $\infty$) for all $m = 1, 2, 3, \ldots$, where $\sigma_{m}^{f}$ is defined as in Lemma 5.6. Now [39, Lemma 2] yields $n^{-1/2} S_{[n]} \Rightarrow \sigma_{m} \int_{0}^{t} g(s) dW_{s}$ for fixed $N$ and $n \to \infty$, and $n^{-1/2} S_{[n]} \Rightarrow \sigma_{m}^{f} \int_{0}^{t} g(s) dW_{s}$ for both $n$ and $N$ tend to $\infty$.

**Proof of Theorem 3.1.** We can proceed exactly as in the proof of Theorem 3.2, with the exception that we need to compute $\sigma_{m}^{f}$ in this particular case. However, owing to Lemma 5.6, it suffices to compute the value of $\sigma_{m}^{f}$ for a special sequence $N_{0}(n)$. Let $N(n)$ be such that $\lim_{n} n/N(n) = 0$. Then according to Corollary 3.2, we can replace the conditional expectation $E[f(Y_{k}^{(N)}) | A^{(N)}]$ with the expectation $E[f(Y_{k}^{(N)})]$, and now, from Lemma 5.8 in connection with [4, Theorem 2], it holds that, for some sequence $N_{0}(n)$, $\sigma_{m}^{f}$ is as in Definition 2.2.
Proof of Proposition 3.1. We only prove the claim in a simple case, the general case can be handled in the same manner, but involves spacious computations. Let \( \deg(f) \) be the degree of the one-dimensional polynomial \( f(x) = x^{\deg(f)} \), and put \( m = \lfloor \deg(f)/2 \rfloor \). Let us first assume that \( \deg(f) \) is even. Then it follows that

\[
\mathbb{E}[ f(Y_k^{(N)}) \mid A^{(N)} ] = N^{-m}(2m - 1)! \sum_{1 \leq j_1 < j_2 < \cdots < j_m \leq N} \mathbb{E}[ (X_k^{(j_1)})^2 (X_k^{(j_2)})^2 \cdots (X_k^{(j_m)})^2 \mid A^{(N)} ] + O_p(N^{-1})
\]

\[
= N^{-m}(2m - 1)! \sum_{1 \leq j_1 < j_2 < \cdots < j_m \leq N} a_0(j_1) a_0(j_2) \cdots a_0(j_m) + O_p(N^{-1}),
\]

where \( a_h^{(r)} = \mathbb{E}[\varepsilon_1^2] \sum_{i=0}^{\infty} a_{r+h}^{(r)} a_i^{(r)} \), \( r = 1, 2, \ldots, h = 0, 1, \ldots, d - 1 \). Hence, we obtain

\[
\sqrt{N}(\mathbb{E}[ f(Y_k^{(N)}) \mid A^{(N)} ] - \mathbb{E}[ f(Y_k^{(N)}) ]) = \sqrt{N}(m - 1)! U_N + O_p(N^{-1/2}),
\]

where

\[
U_N = \frac{1}{N} \sum_{1 \leq j_1 < j_2 < \cdots < j_m \leq N} \sum_{i=1}^{m} [a_0(j_i) - \mathbb{E}[a_0(j_i)]] - \mathbb{E}[a_0(j_1) \cdots a_0(j_m)],
\]

which is an example of a \( U \)-statistic. The theory of \( U \)-statistics (see, e.g. [23]) yields \( \sqrt{N} U_N \xrightarrow{d} \mathcal{N}(0, \sigma^2) \) with \( \sigma^2 = m^2 \mathbb{E}^{m-2}[a_0^1] \text{var}[a_0^1] \). On the other hand, by appropriately adding and subtracting \( \mathbb{E}[a_0^{(j_i)}] = \mathbb{E}[a_0^{(1)}], 1 \leq i \leq m \), we obtain

\[
N^{-m} \sum_{1 \leq j_1 \neq j_2 \neq \cdots \neq j_m \leq N} \prod_{i=1}^{m} [a_0^{(j_i)} - \mathbb{E}[a_0^{(j_i)}]] + \mathbb{E}[a_0^{(j_1)}] = N^{-1} m \sum_{j=1}^{N} (a_0^{(j)} - \mathbb{E}[a_0^{(j)}]) \mathbb{E}^{m-1}[a_0^{(1)}] + \mathbb{E}^{m}[a_0^{(1)}] + O_p(N^{-1}).
\]

The central limit theorem now also yields the claim. Now consider the case where \( \deg(f) \) is odd. Then it follows that

\[
\mathbb{E}[ f(Y_k^{(N)}) \mid A^{(N)} ] = O_p(N^{-1})
\]

\[
= N^{-m-1/2} 2m(2m - 2) \cdots \sum_{1 \leq j_1 \neq j_2 \neq \cdots \neq j_m \leq N} a_0^{(j_1,j_{m+1})} a_0^{(j_2,j_{m+1})} \cdots a_0^{(j_m,j_{m+1})},
\]

where \( a_0^{(r,s)} = \mathbb{E}[\varepsilon_1^2] \sum_{i=0}^{\infty} (a_i^{(r,s)})^2 \) if \( r \neq s \) and \( a_0^{(r,s)} = a_0^{(r,r)} = \mathbb{E}[\varepsilon_1^2] \sum_{i=0}^{\infty} (a_i^{(r,r)})^3 \) if \( r = s \). Arguing as in the even case, we obtain

\[
\sqrt{N}(\mathbb{E}[ f(Y_k^{(N)}) \mid A^{(N)} ] - \mathbb{E}[ f(Y_k^{(N)}) ]) = O_p(N^{-1/2}),
\]

which completes the proof.
Proof of Corollary 3.1. Statement (i) follows immediately from \( \lim_{n \to \infty} n/N(n) = 0 \) and 
\[
\sqrt{N}(\mathbb{E}[f(Y_k^{(N)}) | A^{(N)}] - \mathbb{E}[f(Y_k^{(N)}))] \to N(0, \sigma^2).
\]
To prove (ii), observe that
\[
\frac{n}{n} \sum_{i=0}^{\lfloor n \rfloor} g \left( \frac{i}{n} \right) \left( f(Y_k^{(N)}) - \mathbb{E}[f(Y_k^{(N)})] \right)
\]
\[
= \sqrt{N} n A_{nt,N} \sqrt{N} \left( \mathbb{E}[f(Y_k^{(N)}) | A^{(N)}] - \mathbb{E}[f(Y_k^{(N)}))] \right) - \frac{n}{n} \sum_{i=0}^{\lfloor n \rfloor} g \left( \frac{i}{n} \right),
\]
where
\[A_{nt,N} = n^{-1/2} \sum_{i=0}^{\lfloor n \rfloor} g \left( \frac{i}{n} \right) \left( f(Y_k^{(N)}) - \mathbb{E}[f(Y_k^{(N)}) | A^{(N)}] \right) \to \sigma f \int_0^1 g(s) dW_s.
\]
Hence, it follows that \( \sqrt{N/n} A_{nt,N} \to 0 \), and, thus, the limiting behavior is determined by
\[
\sqrt{N} \left( \mathbb{E}[f(Y_k^{(N)}) | A^{(N)}] - \mathbb{E}[f(Y_k^{(N)}))] \right) \to C \sqrt{n/N};
\]
therefore, it suffices to establish the claim for \( \mathbb{E}[f(Y_k^{(N)})] \). Since \( g(s) \) is bounded, the Minkowski and Jensen inequalities yield
\[
\mathbb{E} \left[ \sum_{i=0}^{\lfloor n \rfloor} g \left( \frac{i}{n} \right) \left( f(Y_k^{(N)}) - \mathbb{E}[f(Y_k^{(N)}) | A^{(N)}] \right) \right]
\]
\[
\leq C \sum_{i=0}^{\lfloor n \rfloor} \| \mathbb{E}[f(Y_k^{(N)}) | A^{(N)}] - f(Y_k^{(N)}) | A^{(N)}] \|.
\]

We will now again use a coupling argument. Let \( \{\xi_k^{(j)}\}_{k \geq 1} \) be an independent copy of \( \{\xi_k^{(j)}\}_{k \geq 1} \), and define \( Y_k^{(N),+} = (Y_k^{(N)}, \ldots, Y_{k+N,k+1}^{(N)}) \) by replacing \( \xi_k^{(j)} \) with \( \xi_k^{(j)} \) in \( Y_k^{(N)} = (Y_k^{(N)}, \ldots, Y_{k+N,k+1}^{(N)}) \). Then we have
\[
\mathbb{E} [\mathbb{E}[f(Y_k^{(N)} | A^{(N)}] = \mathbb{E}[f(Y_k^{(N)}, f(Y_k^{(N),+}) | A^{(N)}] = \mathbb{E}[f(Y_k^{(N)}) f(Y_k^{(N),+})] = \mathbb{E}[f(Y_k^{(N)}) f(Y_k^{(N),+})].
\]

Let \( \{\xi_k, \xi_k^{+}\}_{k \geq 1} \) be the (two-dimensional) associated processes of \( \{Y_k^{(N)}, Y_k^{(N),+}\}_{k \geq 1} \), and put \( \xi_k = (\xi_k, \ldots, \xi_{k+d-1}^{+})^{\top} \) and \( \xi_k^{+} = (\xi_k^{+}, \ldots, \xi_{k+1,d-1}^{+})^{\top} \). The conditions of Theorem 3.2 imply that the assumptions of Lemma 5.3 are met; hence, arguing similarly as in Proposition 5.1, we obtain
\[
|\mathbb{E}[f(Y_k^{(N)}) f(Y_k^{(N),+})] - \mathbb{E}[f(Y_k^{(N)})] | \leq C/\sqrt{N},
\]
where \( C_2 \) does not depend on \( n \). In addition, since \( \mathbb{E}[Y_k^{(N),+}] = 0 \) for all \( k \in \mathbb{Z} \), we can assume that \( \xi_k \) and \( \xi_k^{+} \) are independent, and, thus, it holds that
\[
\mathbb{E}[f(Y_k^{(N)}) f(Y_k^{(N),+})] = \mathbb{E}[f(Y_k^{(N)})] \mathbb{E}[f(Y_k^{(N),+})] = \mathbb{E}^2[f(Y_k^{(N)})].
\]
In the same manner, we obtain
\[
|\mathbb{E}^2[f(Y_k^{(N)})] - \mathbb{E}^2[f(Y_k^{(N)})] | \leq C/\sqrt{N}.
\]
Putting everything together, we obtain
\[
||\mathbb{E}[f(Y_k^{(N)})] - \mathbb{E}[f(Y_k^{(N)}) | A^{(N)}]|^2 \leq C N^{-1/4},
\]
and, hence, it follows

\[\text{Proof of Corollary 3.2.} \]

that $n^{-1/2} \sum_{k=1}^{[nt]} \| \mathbb{E}[f(Y_k^{(N)})] - \mathbb{E}[f(Y_k^{(N)}) | A] \|_2 = O(\sqrt{n}/N^{1/4})$, which completes the proof.

Proof of Theorem 3.3. Owing to $\| f \|_p < \infty$, we have $\mathbb{E}[f(\xi_0, d)] < \infty$ and, thus, $f$ can be represented as an infinite sum of Hermite polynomials. Let $f_p$ be the sum of the first $p$ polynomials. Then we have, after dropping the variables of $f$, $f_p$, and $f_{> p}$ for the simplicity of the formulae,

$$
\frac{1}{\sqrt{n}} \sum_{k=0}^{[nt]} \left( f - \mathbb{E}[f] \right) = \frac{1}{\sqrt{n}} \sum_{k=0}^{[nt]} g\left( \frac{k}{n} \right) \left( f_p - \mathbb{E}[f_p] \right) + \frac{1}{\sqrt{n}} \sum_{k=0}^{[nt]} g\left( \frac{k}{n} \right) \left( f_{> p} - \mathbb{E}[f_{> p}] \right) = A_{p,n}(t) + A_{> p,n}(t).
$$

Since $f_p$ is a polynomial, it follows from Theorem 3.2 together with Corollary 3.1 that

$$
\frac{1}{\sqrt{n}} \sum_{k=0}^{[nt]} g\left( \frac{k}{n} \right) \left( f_p - \mathbb{E}[f_p] \right) \xrightarrow{w} \sigma^{f_p}_{\xi} \int_0^t g(s) \mathrm{d}W_s.
$$

Moreover, Corollary 5.1 (which remains valid since $g$ is bounded) yields

$$
\| A_{p,n}(t) - A_{\infty,n}(t) \|_2 = \| A_{> p,n}(t) \|_2 \leq \varepsilon_p^{(1)} + \varepsilon^{(2)}_{N,n,p},
$$

where $\varepsilon_p^{(1)} \to 0$ and $\varepsilon^{(2)}_{N,n,p} \to 0$ if $C(2d, 2p)n/\sqrt{N} \to 0$, and $C(2d, 2p)$ is as in Proposition 5.1. Thus, by Slutsky’s lemma, it suffices to treat $A_{p,n}(t)$. It follows from [4, Theorem 2] that $\sigma^{f_p}_{\xi} \to \sigma^f_{\xi}$, where $\sigma^{f_p}_{\xi}$ and $\sigma^f_{\xi}$ are defined in (2.2). Now let $h$ be a continuous, bounded function. Then the dominated convergence theorem implies that

$$
\left| \mathbb{E} \left[ h\left( \sigma^{f_p}_{\xi} \int_0^t g(s) \mathrm{d}W_s \right) \right] - \mathbb{E} \left[ h\left( \sigma^f_{\xi} \int_0^t g(s) \mathrm{d}W_s \right) \right] \right| \leq \varepsilon_p^{(2)},
$$

with $\varepsilon_p^{(2)} \to 0$. Thus, it follows from the Minkowski inequality and Theorem 3.2 that

$$
\left| \mathbb{E}[h(A_{p,n})] - \mathbb{E}\left[ h\left( \sigma^{f_p}_{\xi} \int_0^t g(s) \mathrm{d}W_s \right) \right] \right| \\
\leq \left| \mathbb{E}\left[ h\left( \sigma^{f_p}_{\xi} \int_0^t g(s) \mathrm{d}W_s \right) \right] - \mathbb{E}\left[ h\left( \sigma^f_{\xi} \int_0^t g(s) \mathrm{d}W_s \right) \right] \right| \\
+ \left| \mathbb{E}[h(A_{p,n})] - \mathbb{E}\left[ h\left( \sigma^f_{\xi} \int_0^t g(s) \mathrm{d}W_s \right) \right] \right| \\
\leq \varepsilon_p^{(2)} + \varepsilon^{(3)}_{N,n,p} + \varepsilon^{(4)}_{n,p},
$$

where $\lim_n \varepsilon^{(4)}_{n,p} \to 0$ for each $p$. In view of $n/\sqrt{N} \to 0$ we can choose a sequence $p \to \infty$ such that $C(2d, 2p)n/\sqrt{N} \to 0$, which establishes the claim in dimension one. The general case follows in the same manner in connection with the Cramér–Wold device.

Proof of Corollary 3.4. In order to establish the convergence of the finite-dimensional distributions, we can repeat the proof of Theorem 3.3 verbatim. However, since we no longer require any approximation results for aggregated processes, we only need $\mathbb{E}[f(\xi_0)^2] < \infty$ instead of $\mathbb{E}[f(\xi_0)^4] < \infty$; this is especially the case in Theorem 3.2, in particular in Lemmas 5.6 and 5.7.
5.3. Proofs of Section 4

Proof of Proposition 4.1. For the proof, it suffices to verify the conditions of Theorem 3.2. We have \( \deg(f) = 2 \); hence, we obtain \( D = 8 \). Since \( |a| \leq 1 \) a.s. per Assumption 4.1, we obtain

\[
\sum_{i=0}^{\infty} \| \alpha_i - \alpha_{i+2} \| \leq C_1 \sup_{h \in \mathbb{N}_0} \sum_{i=0}^{\infty} \| a^{i+h} (1 - a^2) \| \leq C_2 \sum_{i=0}^{\infty} \| a^i (1 - a^2) \|,
\]

which is finite due to Assumption 4.1. Finally, it is obvious that \( f \) may be written as in (3.1) with \( L = 2 \) and \( \min_{1 \leq i \leq L} q_i = 1 \).

Remark 5.1. If the function \( f \) is as in (4.1), we may extend Proposition 3.1 (by mimicking the proof) to the case where (LM) is valid instead of (ii).

Proof of Corollary 4.1. Proceeding as in the proof of Corollary 3.1, we obtain, due to Remark 5.1,

\[
\sqrt{N} (Z_{n,N,h} - \mathbb{E}[a^h]) \overset{D}{\to} \mathcal{N}(0, \text{var}(a)).
\]

This implies in particular that \( \sqrt{N} (Z_{n,N,2} - Z_{n,N,1}^2) \) is a consistent estimator for \( \text{var}(a) \); hence, the claim follows from Slutsky’s lemma.

Proof of Corollary 4.2. As in the proof of Corollary 4.1, we may proceed as in the proof of Corollary 3.1, using Remark 5.1.
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