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## 1. Introduction

Presentations in terms of generators and relations for the classical finite simple groups of Lie type have been given by Steinberg and Curtis [2,4]. These presentations are useful in proving characterization theorems for these groups, as in the author's work on the projective symplectic groups [5]. However, in some cases, the application is not quite instantaneous, and an intermedinte result is needed to provide a present.tion more suit.ble for the situation in hand. In this paper we prove such a result, for the orthogonal simple groups over finite fields of odd characteristic. In a subsequent article we shall use this to give a characterization of these groups in terms of the structure of the centralizer of an involution.

Suppose $F$ is a finite field of odd characteristic. By a quadratic space over $F$ we mean a vector space $V$ over $F$ with a non-degenerate symmetric bilinear form (, ). If $\Omega(V)$ denotes the commutator subgroup of the orthogonal group of $V$, then the corresponding projective group $P \Omega(V)$ is simple if $\operatorname{dim} V \geqq 5$. In this group, the centralizer of the involution corresponding to an involution of $\Omega(V)$ whose fixed-point subspace $U$ has codimension 2 in $V$ has a normal subgroup isomorphic with $\Omega(U)$. We shall give a presentation of $P \Omega(V)$ (or of $\Omega(V)$ ) in terms of generation by such a lower-dimensional orthogonal group, together with one additional element.

To state our result we need to set up some notation. Beginning with a quadratic space $U$, we set $M=\Omega(U)$, and write $\Omega(W)$ for the subgroup of $M$ consisting of all elements which act as the identity on the orthogonal complement of a non-degenerate subspace $W$ of $U$. The space $U$ can be decomposed into an orthogonal direct sum.

[^0]$$
U=V_{0} \oplus V_{1} \oplus \cdots \oplus V_{n-1}
$$
where $V_{1}, \cdots, V_{n-1}$ are 2 -dimensional subspaces of square discriminant, dim $V_{0} \leqq 2$, and $V_{0}$ has non-square discriminant when $\operatorname{dim} V_{0}=2[3, p .158]$. We may choose isometries $z_{i}: V_{1} \rightarrow V_{i}, i=1, \cdots, n-1$, and write $v_{i}=v z_{i}$, for $v \in V_{1}$. If $\alpha$ is an element of the symmetric group $\Sigma_{n-1}$ on $\{1, \cdots, n-1\}$, we obtain an orthogonal transformation $\sigma(\alpha)$ on $U$ by setting
$$
v_{0} \sigma(\alpha)=v_{0}, v_{0} \in V_{0}, v_{i} \sigma(\alpha)=v_{i x}, v \in V_{1}, i=1, \cdots, n-1
$$

Since $V_{1}, \cdots, V_{n-1}$ have square discriminant, $\sigma(\alpha)$ can be shown to have spinor norm 1 , so that $\sigma(\alpha)$ lies in $M$, and we have an injective homomorphism

$$
\sigma: \Sigma_{n-1} \rightarrow M
$$

Theorem. Let $U$ be a quadratic space over a finite field $F$ of odd characteristic, $M=\Omega(U)$, and let

$$
U=V_{0} \oplus V_{1} \oplus \cdots \oplus V_{n-1}, \sigma: \Sigma_{n-1} \rightarrow M
$$

be as described above. Suppose $G$ is a group generated by $M$ and an element $\tau$, such that

$$
\begin{equation*}
\tau^{2}=1,(\tau \sigma((n-2, n-1)))^{3}=1,(\tau \sigma((i, i+1)))^{2}=1 \tag{i}
\end{equation*}
$$

for $i=1, \cdots, n-3$.

$$
\begin{equation*}
\tau \text { normalizes } \Omega\left(V_{0} \oplus V_{i} \oplus V_{j}\right), \text { whenever } 1 \leqq i<j \leqq n-2 . \tag{ii}
\end{equation*}
$$

Suppose further that $n \geqq 5$ if $|F| \equiv 1(\bmod 4), n \geqq 8$ if $|F| \equiv-1(\bmod 4)$. Then $G$ is isomorphic with $\Omega(V)$ or $P \Omega(V)$, where $V$ is a quadratic space over $F$, $\operatorname{dim} V=\operatorname{dim} U+2$, and $V$ has the same discriminant as $U$.

The remark concerning the discriminant is superfluous when $\operatorname{dim} V_{0}=1$, since there is only one orthogonal group in each odd dimension. For even dimension there are two cases, depending on whether or not the discriminant is a square in $F$.

Our proof of the theorem requires that $n$ be large enough for certain calculations to be carried out. By modifying the proof we shall also show that the theorem holds for three other cases. It seems likely that the theorem holds also for other cases with low values of $n$.

## 2

We begin by stating the Steinberg-Curtis results, as they apply to the orthogonal commutator groups over a finite field $F$ of odd characteristic. There are three cases, which we label with the Lie notation.

Case ${ }^{2} D_{n+1}$ : Witt index $n$, dimension $2 n+2$.
Case $B_{n}$ : Dimension $2 n+1$.
Case $D_{n}$ : Witt index $n$, dimension $2 n$.
Let $V$ be a quadratic space over $F$, which can be decomposed into an orthogonal direct sum

$$
V=W_{0} \oplus W_{1} \oplus \cdots \oplus W_{n}
$$

where $W_{1}, \cdots, W_{n}$ are 2-dimensional isotropic subspaces (hyperbolic planes) and $W_{0}$ is 2 -dimensional anisotropic. We assume $n \geqq 3$. For $i=1, \cdots, n$, we choose a hyperbolic basis $e_{i}, e_{-i}$ of $W_{i}$, such that

$$
\left(e_{i}, e_{i}\right)=\left(e_{-i}, e_{-i}\right)=0,\left(e_{i}, e_{-i}\right)=1
$$

and we choose a basis $e_{0}, f_{0}$ of $W_{0}$ such that

$$
\left(e_{0}, e_{0}\right)=-2,\left(f_{0}, f_{0}\right)=2 \varepsilon,\left(e_{0}, f_{0}\right)=0
$$

where $\varepsilon$ is a non-square in $F$. Setting

$$
V^{\prime}=F e_{0} \oplus W_{1} \oplus \cdots \oplus W_{n}, V^{\prime \prime}=W_{1} \oplus \cdots \oplus W_{n}
$$

we obtain groups $\Omega(V), \Omega\left(V^{\prime}\right), \Omega\left(V^{\prime \prime}\right)$ which correspond to the three cases ${ }^{2} D_{n+1}$, $B_{n}, D_{n}$. The group $\Omega\left(V^{\prime}\right)$ may be regarded as the subgroup of $\Omega(V)$ acting trivially on $f_{0}$, while $\Omega\left(V^{\prime \prime}\right)$ is the subgroup acting trivially on $W_{0}$. We shall give presentations for these groups.

For $i, j \in\{ \pm 1, \cdots, \pm n\}$ with $|i| \neq|j|$, and $t \in F, \Omega(V)$ contains the element $x_{i j}(t)$ given by

$$
x_{i j}(t): e_{i} \rightarrow e_{i}+t e_{-j}, e_{j} \rightarrow e_{j}-t e_{-i}
$$

with the action on the other basis elements being trivial. This element in fact lies in $\Omega\left(V^{\prime \prime}\right)$, and so in $\Omega\left(V^{\prime}\right)$.

Let $E$ be the quadratic extension field $F(d)$, where $d^{2}=\varepsilon$, and denote the automorphism of $E$ of order 2 by $t \rightarrow \bar{t}$. For $i \in\{ \pm 1, \cdots, \pm n\}, t \in E, \Omega(V)$ contains the element $x_{i}(t)$ given by

$$
\begin{aligned}
x_{i}(t) & : e_{0} \rightarrow e_{0}+(t+\bar{t}) e_{-i}, f_{0} \rightarrow f_{0}+d(t-\bar{t}) e_{-i} \\
e_{i} & \rightarrow e_{i}+\frac{1}{2}(t+\bar{t}) e_{0}+\frac{1}{2} d^{-1}(\bar{t}-t) f_{0}+t \bar{t} e_{-i} .
\end{aligned}
$$

This element lies in $\Omega\left(V^{\prime}\right)$ when $t \in F$.
These elements satisfy the following relations.

$$
\begin{equation*}
x_{i j}(t) x_{i j}(u)=x_{i j}(t+u) . \tag{A1}
\end{equation*}
$$

$$
\begin{equation*}
x_{i}(t) x_{i}(u)=x_{i}(t+u) \tag{A2}
\end{equation*}
$$

$$
\begin{equation*}
\left[x_{i j}(t), x_{k 1}(u)\right]=1, \text { if } i, j,-k,-l \text { are distinct. } \tag{B1}
\end{equation*}
$$

$$
\begin{aligned}
{\left[x_{i j}(t), x_{k,-j}(u)\right] } & =x_{i k}(-t u), \text { if }|i| \neq|k| . \\
{\left[x_{i j}(t), x_{-j, i}(u)\right] } & =1 .
\end{aligned}
$$

$$
\begin{equation*}
\left[x_{i}(t), x_{j}(u)\right]=x_{i j}(\bar{t} u+t \bar{u}), \text { if }|i| \neq|j| \tag{B2}
\end{equation*}
$$

$\left[x_{i j}(t), x_{k}(u)\right]=1$, if $i, j,-k$ are distinct.

$$
\left[x_{i,-k}(t), x_{k}(u)\right]=x_{i}(t u) x_{i k}(t u \bar{u})
$$

$$
\begin{equation*}
\left(x_{12}(-1) x_{-1,-2}(1) x_{12}(-1)\right)^{2}\left(x_{1,-2}(-1) x_{-1,2}(1) x_{1,-2}(-1)\right)^{2}=1 . \tag{C}
\end{equation*}
$$

It may be noted that the relation $x_{i j}(t)=x_{j i}(-t)$ is implied by the second of the relations (B1), together with (A1).

Lemma 1. The orthogonal commutator groups over $F$ have the following presentations.

Case ${ }^{2} D_{n+1}$. Generators: $x_{i j}(t), t \in F, x_{i}(u), u \in E$.
Relations: (A1), (A2),(B1),(B2),(C).
Case $B_{n}$. Generators: $x_{i j}(t), x_{i}(t), t \in F$.
Relations: (A1),(A2),(B1),(B2),(C).
Case $D_{n}$. Generators: $x_{i j}(t), t \in F$.
Relations: (A1),(B1),(C).
That this is simply a restatement of results of Steinberg and Curtis [2,4] may be seen as follows. In Case $D_{n}$, the group $\Omega\left(V^{\prime \prime}\right)$ has a root system of type $D_{n}$, which may be considered as a subset of a real vector space with basis $\omega_{1}, \cdots, \omega_{n}$, consisting of the vectors $\omega_{i}+\omega_{j}$, where $i, j \in\{ \pm 1, \cdots, \pm n\},|i|<|j|$, and $\omega_{-i}$ stands for $-\omega_{i}$. In Cases ${ }^{2} D_{n+1}, B_{n}$, the root system is of type $B_{n}$ and is obtained from the root system of type $D_{n}$ by adjoining the vectors $\omega_{i}, i \in\{ \pm 1, \cdots, \pm n\}$. Now root elements $x_{r}(t)$ in the groups $\Omega(V), \Omega\left(V^{\prime}\right), \Omega\left(V^{\prime \prime}\right)$ may be defined as follows.

$$
x_{\omega_{i}+\omega_{i}}(t)=x_{i j}(t),|i|<|j|, x_{\omega_{i}}(t)=x_{i}(t) .
$$

Then the relations (A1), (A2) are the relations (A) of [4] and (B1), (B2) are the Chevalley commutator relations (B) of [4] (or their "twisted" analogues in Case ${ }^{2} D_{n+1}$ ). The results of Steinberg and Curtis imply that, in the case of a finite ground field, these give presentations of the groups $\operatorname{Spin}(V)$, $\operatorname{Spin}\left(V^{\prime}\right)$, $\operatorname{Spin}\left(V^{\prime \prime}\right)$. The left side of the relation (C) represents the element

$$
h_{\omega_{1}+\omega_{2}}(-1) h_{\omega_{1}-\omega_{2}}(-1)
$$

of the centre which must be factored out to obtain the groups $\Omega(V), \Omega\left(V^{\prime}\right), \Omega\left(V^{\prime \prime}\right)$.

In fact the results of Curtis [2] indicate that it is necessary to take as generators only those root elements for which $r$ is a linear combination of two fundamental roots, and as relations just those for which only such roots appear. Indeed, a commutator relation may be omitted unless there exists a pair of fundamental roots $a, b$ such that all the roots appearing in the relation are linear combinations of $a, b$. The fundamental roots for Cases ${ }^{2} D_{n+1}, B_{n}$ may be taken as

$$
-\omega_{1}, \omega_{1}-\omega_{2}, \omega_{2}-\omega_{3}, \cdots, \omega_{n-1}-\omega_{n},
$$

while those for $D_{n}$ may be taken as

$$
-\omega_{1}-\omega_{2}, \omega_{1}-\omega_{2}, \omega_{2}-\omega_{3}, \cdots, \omega_{n-1}-\omega_{n}
$$

We thus obtain a refinement of Lemma 1.
Lemma 2. In Lemma 1, it is necessary to take only the generators $x_{i j}(t)$ for which $|i+j| \leqq 2$, the generators $x_{12}(t), x_{-1,-2}(t)$, and the following additional generators.

Cases ${ }^{2} D_{n+1}, B_{n}: x_{i}(t),|i| \leqq 2$.
Case $D_{n}: x_{13}(t), x_{-1,-3}(t)$.
As relations it is necessary to take only the relations (A1), (A2) which involve these elements alone, the relation (C), and certain of the relations (B1),(B2) which involve these elements alone. In particular, commutator relations for $\left[x_{i j}(t), x_{k}(u)\right]$ may be omitted unless $|i|,|j|,|k| \leqq 2$, or $|i+j|=|k|=1$.

## 3

We turn now to the proof of the theorem. We note first that, by Moore's presentation of the symmetric group [1, p. 464], the relations (i) in the hypothesis of the theorem are equivalent to the existence of an extension of $\sigma$ to a homomorphism

$$
\sigma: \Sigma_{n} \rightarrow G,
$$

such that $\sigma((n-1, n))=\tau$. Since $\sigma$ is injective on $\Sigma_{n-1}$, it is injective on $\Sigma_{n}$ also.
If $A$ is a subset of $\{1, \cdots, n-1\}$ we write

$$
\Omega(A)=\Omega\left(\sum_{i \in A} V_{i}\right), \Omega^{\prime}(A)=\Omega\left(V_{0} \oplus \sum_{i \in A} V_{i}\right),
$$

then $\Omega(A)$ and $\Omega^{\prime}(A)$ are subgroups of $M$.
Lemma 3. If $A, B \subseteq\{1, \cdots, n-1\}, \alpha \in \Sigma_{n}, A=B \alpha$, then $\Omega^{( }(A)=\Omega_{( }^{\prime}(B)^{\sigma(\alpha)}$, $\Omega^{\prime}(A)=\Omega^{\prime}(B)^{)^{(\alpha)}}$.

Proof. We prove the last equation. Suppose first that $A$ has two elements. If $\alpha \in \Sigma_{n-1}$, then the result holds, since $\sigma(\alpha)$ is an element of $M$ transforming
$V_{0} \oplus \sum_{j \in B} V_{j}$ into $V \oplus \sum_{i \in A} V_{i}$. If $\alpha \notin \Sigma_{n-1}$, then $\alpha=\beta(n-1) \gamma$, where $\beta, \gamma \in \Sigma_{n-1}$. Then

$$
A \gamma^{-1}=B \beta(n-1, n)
$$

and both $A \gamma^{-1}, B \beta$ are subsets of $\{1, \cdots, n-1\}$. Hence $B \beta \subseteq\{1, \cdots, n-2\}$, and $A \gamma^{-1}=B \beta$. By the assumption (ii) of the theorem, $\sigma((n-1, n))=\tau$ normalizes $\Omega^{\prime}(B \beta)$, so that

$$
\Omega^{\prime}(A)=\Omega^{\prime}\left(A \gamma^{-1}\right)^{\sigma(\gamma)}=\Omega^{\prime}(B \beta)^{\sigma((n-1, n)) \sigma(\gamma)}=\Omega^{\prime}(B)^{\sigma(\beta) \sigma((n-1, n)) \sigma(\gamma)}=\Omega^{\prime}(B)^{\sigma(\alpha)}
$$

Next suppose that $A$ has only one element. Since $n \geqq 5$, we can find two 2 element sets $B_{1}, B_{2}$, such that $B_{1}, B_{2}, B_{1} \alpha, B_{2} \alpha$ are all subsets of $\{1, \cdots, n-1\}$ and $B_{1} \cap B_{2}=B$. Set $A_{1}=B_{1} \alpha, A_{2}=B_{2} \alpha$, so that $A=A_{1} \cap A_{2}$. Using the 2element case we have just proved, we see that

$$
\Omega^{\prime}\left(A_{1}\right)=\Omega^{\prime}\left(B_{1}\right)^{\sigma(\alpha)}, \Omega^{\prime}\left(A_{2}\right)=\Omega^{\prime}\left(B_{2}\right)^{\sigma(\alpha)}
$$

Thus,

$$
\Omega^{\prime}(A)=\Omega^{\prime}\left(A_{1}\right) \cap \Omega^{\prime}\left(A_{2}\right)=\left(\Omega^{\prime}\left(B_{1}\right) \cap \Omega^{\prime}\left(B_{2}\right)\right)^{\sigma(\alpha)}=\Omega^{\prime}(B)^{\sigma(\alpha)}
$$

If $A$ is the empty set $\phi$, the same argument with $B_{1}, B_{2}$ suitable 1 -element subsets of $\{1, \cdots, n-1\}$ gives the desired result.

If $A$ has more than 2 elements, then $\Omega^{\prime}(B)$ is generated by the subgroups $\Omega^{\prime}(C)$ as $C$ ranges over the 2 -element subsets of $B$, while $\Omega^{\prime}(A)$ is generated by the subgroups $\Omega^{\prime}(C \alpha)[3$, p. 161]. Thus the desired result in this case follows also from the 2 -element case.

To prove the equation $\Omega(A)=\Omega(B)^{\sigma(z)}$, we may assume $V_{0} \neq 0$. If $A$ has two elements, then we may find 1 -element subsets $A_{1} \subseteq\{1, \cdots, n-1\}-A, B_{1} \subseteq$ $\{1, \cdots, n-1\}-B$, such that $A_{1}=B_{1} \alpha$. Then,

$$
\Omega^{\prime}\left(A \cup A_{1}\right)=\Omega^{\prime}\left(B \cup B_{1}\right)^{\sigma(\alpha)}, \Omega^{\prime}\left(A_{1}\right)=\Omega^{\prime}\left(B_{1}\right)^{\sigma(\alpha)} .
$$

Since $\Omega(A)$ is the commutator subgroup of the centralizer of $\Omega^{\prime}\left(A_{1}\right)$ in $\Omega^{\prime}\left(A \cup A_{1}\right)$ and $\Omega(B)$ is the commutator subgroup of the centralizer of $\Omega^{\prime}\left(B_{1}\right)$ in $\Omega^{\prime}\left(B \cup B_{1}\right)$, we find that

$$
\Omega(A)=\Omega(B)^{\sigma(\alpha)}
$$

in this 2-element case. The general case then follows as before. This proves the lemma.

We now extend the definition of the subgroups $\Omega(A), \Omega^{\prime}(A)$ to arbitrary proper subsets $A$ of $\{1, \cdots, n\}$ as follows. Choose a subset $B$ of $\{1, \cdots, n-1\}$ with the same number of elements as $A$, choose an element $\alpha$ of $\Sigma_{n}$ such that $A=B \alpha$, and set

$$
\Omega(A)=\Omega(B)^{\sigma(\alpha)}, \quad \Omega^{\prime}(A)=\Omega^{\prime}(B)^{\sigma(\alpha)} .
$$

By Lemma 3, this is consistent for subsets $A$ of $\{1, \cdots, n-1\}$ with the earlier meaning for $\Omega(A), \Omega^{\prime}(A)$.

Lemma 4. (a) If $A$ is any proper subset of $\{1, \cdots, n\}$, then $\Omega(A), \Omega^{\prime}(A)$ are well-defined.
(b) The result of Lemma 3 holds for arbitrary proper subsets $A, B$ of $\{1, \cdots, n\}$.
(c) If $A, B$ are disjoint, then $\left[\Omega^{\prime}(A), \Omega(B)\right]=1$.
(d) If $\alpha \in \Sigma_{n}$ and $\alpha$ fixes every element of a non-empty proper subset $A$ of $\{1, \cdots, n\}$, then $\sigma(\alpha)$ centralizes $\Omega^{\prime}(A)$.

Proof. (a) If $A=B \alpha=C \beta$, where $B, C \subseteq\{1, \cdots, n-1\}, \alpha, \beta \in \Sigma_{n}$, then $B=C \beta \alpha^{-1}$, so that, by Lemma 3,

$$
\Omega(B)^{\sigma(\alpha)}=\Omega(C)^{\sigma(\beta \alpha-1) \sigma(\alpha)}=\Omega(C)^{\sigma(\beta)}
$$

Thus $\Omega(A)$ is well-defined. Similarly $\Omega^{\prime}(A)$ is well-defined.
(b) Suppose $A=B \alpha$. Choose $C \subseteq\{1, \cdots, n-1\}, \beta \in \Sigma_{n}$, such that $B=C \beta$. Then $A=C \beta \alpha$. By definition,

$$
\Omega(A)=\Omega(C)^{\sigma(\beta \alpha)}=\Omega(C)^{\sigma(\beta) \sigma(\alpha)}=\Omega(B)^{\sigma(\alpha)}
$$

Similarly, $\Omega^{\prime}(A)=\Omega^{\prime}(B)^{\sigma(\alpha)}$.
(c) Suppose $A, B$ are disjoint. The result is clear if $A, B \subseteq\{1, \cdots, n-1\}$. If $|A \cup B| \leqq n-1$, there is an element of $\Sigma_{n}$ transforming $A \cup B$ into a subset of $\{1, \cdots, n-1\}$, and the result follows by applying (b). If $|A \cup B|=n$, then since $n \geqq 5,|A| \geqq 3$ or $|B| \geqq 3$. If $|B| \geqq 3$, then $\Omega(B)$ is generated by all the subgroups $\Omega(C)$, where $C$ ranges over the 2-element subsets of $B[3$, p. 161] , and we know already that $\left[\Omega^{\prime}(A), \Omega(C)\right]=1$ for these $C$. Hence $\left[\Omega^{\prime}(A), \Omega(B)\right]=1$. A similar argument applies if $|A| \geqq 3$.
(d) Let $B$ be the set of elements of $\{1, \cdots, n\}$ which are not fixed by $\alpha$. If $\alpha \in \Sigma_{n-1}$, then clearly $\sigma(\alpha) \in \Omega(B)$. An application of (b) gives the same result for any element $\alpha$ of $\Sigma_{n}$ which has a fixed point, since $\alpha$ is conjugate to an element of $\Sigma_{n-1}$. Then (d) follows from (c). This proves the lemma.

The proof of the theorem now breaks into two cases. We take first the case that $|F| \equiv 1(\bmod 4)$, so that -1 is a square in $F$. In this case the subspaces $V_{1}, \cdots, V_{n-1}$ are hyperbolic planes, and we can choose hyperbolic bases $e_{i}, e_{-i}$ for $V_{i}$ in such a way that

$$
e_{i} \sigma(\alpha)=e_{i \alpha}, e_{-i} \sigma(\alpha)=e_{-i \alpha}
$$

for all $\alpha \in \Sigma_{n-1}$.
If $\operatorname{dim} V_{0}=1$, we may assume that $V_{0}$ has an element $e_{0}$ such that $\left(e_{0}, e_{0}\right)$ $=-2$. If $\operatorname{dim} V_{0}=2$, we may take a basis $e_{0}, f_{0}$ of $V_{0}$ such that $\left(e_{0}, e_{0}\right)=-2$, $\left(f_{0}, f_{0}\right)=2 \varepsilon,\left(e_{0}, f_{0}\right)=0$, where $\varepsilon$ is a non-square in $F$. These vectors are fixed by $\sigma(\alpha)$, for all $\alpha \in \Sigma_{n-1}$.

As in the last section, we may now define elements $x_{i j}(t)$ in $M$, for $i, j \in\{ \pm 1, \cdots, \pm(n-1)\},|i| \neq|j|, t \in F$. If $V_{0} \neq 0$, we also have elements $x_{i}(t)$ where $i \in 1\{ \pm 1, \cdots, \pm(n-1)\}$, and $t$ lies in $F$ or the quadratic extension field $E$ of $F$, according as $\operatorname{dim} V_{0}=1$ or 2 . Thus $M$ is a group of type ${ }^{2} D_{n}, B_{n-1}$, or $D_{n-1}$, according as $\operatorname{dim} V_{0}=2,1$ or 0 . We have to show that $G$ is of type ${ }^{2} D_{n+1}, B_{n}$, or $D_{n}$ respectively.

If $\alpha \in \Sigma_{n-1}$, we have the relations

$$
\begin{equation*}
x_{i j}(t)^{\sigma(\alpha)}=x_{i \alpha, j a}(t), x_{i}(t)^{\sigma(\alpha)}=x_{i a}(t), \tag{*}
\end{equation*}
$$

where the action of $\Sigma_{n-1}$ is extended to $\{ \pm 1, \cdots, \pm(n-1)\}$ by setting $(-i) \alpha$ $=-(i \alpha)$. If the action of $\Sigma_{n}$ is extended to $\{ \pm 1, \cdots, \pm n\}$ in the same way, we can now define elements $x_{i j}(t)$ in $G$, for $i, j \in\{ \pm 1, \cdots, \pm n\},|i| \neq|j|, t \in F$, as follows. Choose $k, l \in\{ \pm 1, \cdots, \pm(n-1)\}$ such that $|k| \neq|l|, k$ has the same sign as $i$, and $l$ has the same sign as $j$. Choose $\alpha \in \Sigma_{n}$ such that $i=k \alpha, j=l \alpha$, and set

$$
x_{i j}(t)=x_{k l}(t)^{\sigma(\alpha)}
$$

Similarly, if $V_{0} \neq 0$, we define $x_{i}(t)$, for $i \in\{ \pm 1, \cdots, \pm n\}$, where $t \in F$ if $\operatorname{dim}$ $V_{0}=1, t \in E$ if $\operatorname{dim} V_{0}=2$. By using Lemma 4 (d) and a similar argument to the proof of Lemma $4(\mathrm{a})$, (b), we see that these elements are well-defined, and further that the relations (*) hold for $i, j \in\{ \pm 1, \cdots, \pm n\}, \alpha \in \Sigma_{n}$.

It is now easy to check that the relations listed in Lemma 1 for the three cases ${ }^{2} D_{n+1}, B_{n}, D_{n}$ are satisfied. Each of the relations (A1), (A2), (B1), (B2) involves at most 4 subscripts, and there exists an element $\alpha$ of $\Sigma_{n}$ transforming these into elements of $\{ \pm 1, \cdots, \pm(n-1)\}$, since $n \geqq 5$. Since the elements $x_{i j}(t), x_{i}(t)$ with $i, j \in\{ \pm 1, \cdots, \pm(n-1)\}$ do satisfy the requisite relations, application of $(*)$ shows that they are satisfied by all $x_{i j}(t), x_{i}(t)$, with $i, j \in\{ \pm 1, \cdots, \pm n\}$. The relation (C) is already known in $M$. It follows now from Lemma 1 that the group $G_{0}$ generated by all the $x_{i j}(t)$ (and the $x_{i}(t)$ if $\left.V_{0} \neq 0\right)$ is isomorphic with $\Omega(V)$ or $P \Omega(V)$, where $V$ is a quadratic space over $F, \operatorname{dim} V=\operatorname{dim} U+2$, and $V$ has the same discriminant as $U$.

Since $M$ is generated by the $x_{i j}(t)$ (and the $x_{i}(t)$ if $V_{0} \neq 0$ ) having $i, j \in\{ \pm 1, \cdots, \pm(n-1)\}, G_{0}$ contains $M$, and so $G_{0}$ contains $\sigma\left(\Sigma_{n-1}\right)$. By (*), $G_{0}$ is normalized by $\sigma\left(\Sigma_{n}\right)$. Since the only normal subgroup of $\Sigma_{n}$ containing $\Sigma_{n-1}$ is $\Sigma_{n}$ itself, it follows that $G_{0}$ contains $\sigma\left(\Sigma_{n}\right)$, and, in particular, that $G_{0}$ contains $\tau$. Since $\tau$ and $M$ generate $G, G_{0}=G$. This proves the theorem in the case $|F| \equiv 1$ $(\bmod 4)$.

We now assume that $|F| \equiv-1(\bmod 4)$. Since $V_{1}, \cdots, V_{n-1}$ are not now hyperbolic planes, we need a somewhat more complicated argument. First we write

$$
V_{0} \oplus V_{1} \oplus \cdots \oplus V_{n-8}=W_{0} \oplus W_{1} \oplus \cdots \oplus W_{m-8}
$$

where $W_{1}, \cdots, W_{m-8}$ are hyperbolic planes, $\operatorname{dim} W_{0} \leqq 2$, and $W_{0}$ is anisotropic. Then $m=n-1, n$, or $n+1$. For simplicity of notation we shall assume that $m=n$. The argument in the other cases is not essentially different.

Setting

$$
\begin{aligned}
& A_{0}=\{1, \cdots, n-8\}, A_{1}=\{n-7, n-6\}, \\
& A_{2}=\{n-5, n-4\}, A_{3}=\{n-3, n-2\}, A_{4}=\{n-1, n\},
\end{aligned}
$$

we define a subgroup $T_{4}$ of $\Sigma_{n}$ to consist of all elements which fix all elements of $A_{0}$, permute the sets $A_{1}, A_{2}, A_{3}, A_{4}$, and leave the set $\{n-6, n-4, n-2, n\}$ invariant. Such an element is essentially the product of a permutation on the set $\{n-6, n-4, n-2, n\}$ with the similar permutation on the set

$$
\{n-7, n-5, n-3, n-1\}
$$

We write $T_{3}$ for the subgroup of $T_{4}$ fixing $n$ (and so fixing $n-1$ also).
For $i=n-7, n-5, n-3$, we can write

$$
V_{i} \oplus V_{i+1}=W_{i} \oplus W_{i+i}
$$

where $W_{i}, W_{i+i}$ are orthogonal hyperbolic planes, in such a way that

$$
W_{j} \sigma(\alpha)=W_{j \alpha},
$$

for $\alpha \in T_{3}, n-7 \leqq j \leqq n-2$. For $1 \leqq j \leqq n-2$ we can choose a hyperbolic basis $e_{j}, e_{-j}$ of $W_{j}$, in such a way that

$$
e_{j} \sigma(\alpha)=e_{j \alpha}, e_{-j} \sigma(\alpha)=e_{-j \alpha}
$$

for all $\alpha \in T_{3}$.
If $W_{0} \neq 0$, we choose a basis $e_{0}$ or $e_{0}, f_{0}$ for $W_{0}$ in the usual way. If

$$
N=\Omega\left(V_{0} \oplus V_{1} \oplus \cdots \oplus V_{n-2}\right)=\Omega\left(W_{0} \oplus W_{1} \oplus \cdots \oplus W_{n-2}\right),
$$

we define elements $x_{i j}(t)$ in $N$, for $i, j \in\{ \pm 1, \cdots, \pm(n-2)\},|i| \neq|j|, t \in F$, as in the last section. If $W_{0} \neq 0$, we also have elements $x_{i}(t)$, where

$$
i \in\{ \pm 1, \cdots, \pm(n-2)\}
$$

and $t$ lies in $F$ or the quadratic extension field $E$ of $F$, according as $\operatorname{dim} W_{0}=1$ or 2 . Thus $N$ is a group of type ${ }^{2} D_{n-1}, B_{n-2}$, or $D_{n-2}$, according as $\operatorname{dim} W_{0}=2,1$ or 0 . We have to show that $G$ is of type ${ }^{2} D_{n+1}, B_{n}$ or $D_{n}$ respectively.

If $\alpha \in T_{3}$, we have relations

$$
\begin{equation*}
x_{i j}(t)^{\sigma(\alpha)}=x_{i x, j x}(t), x_{i}(t)^{\sigma(\alpha)}=x_{i x}(t), \tag{*}
\end{equation*}
$$

where the action of $\Sigma_{n}$ has been extended to $\{ \pm 1, \cdots, \pm n\}$ in the usual way. If $i \in A_{k}, j \in A_{i}$, then $x_{i j}(t) \in \Omega\left(A_{k} \cup A_{l}\right)$. If an element $\alpha$ of $T_{4}$ fixes $i$ and $j$, then it
fixes all elements of $A_{k} \cup A_{l}$, and so $\sigma(\alpha)$ centralizes $x_{i j}(t)$, by Lemma 4 (d). Similarly, if $\alpha$ fixes $i$ then $\sigma(\alpha)$ centralizes $x_{i}(t)$.

We now define elements $x_{i j}(t)$ in $G$, for $i, j \in\{ \pm 1, \cdots, \pm n\},|i| \neq|j|, t \in F$, by choosing $\alpha \in T_{4}, k, l \in\{ \pm 1, \cdots, \pm(n-2)\}$ such that $i=k \alpha, j=l \alpha$. This is possible, since $T_{4}$ acts as the symmetric group on $A_{1}, A_{2}, A_{3}, A_{4}$. We then set

$$
x_{i j}(t)=x_{k l}(t)^{\sigma(\alpha)}
$$

Similarly, if $W_{0} \neq 0$, we define $x_{i}(t)$, for $i \in\{ \pm 1, \cdots, \pm n\}$, where $t \in F$ if $\operatorname{dim}$ $W_{0}=1, t \in E$ if $\operatorname{dim} W_{0}=2$. By an argument similar to the proof of Lemma 4 (a), (b), we see that these elements are well-defined, and that the relations (*) hold for $i, j \in\{ \pm 1, \cdots, \pm n\}, \alpha \in T_{4}$.

The relations listed in Lemma 1 may now be verified. If one of the relations (A1), (A2), (B1), (B2) does not involve subscripts with absolute values from all four sets $A_{1}, A_{2}, A_{3}, A_{4}$, then there is an element of $T_{4}$ transforming the subscripts into elements of $\{ \pm 1, \cdots, \pm(n-2)\}$, and the relation may be deduced from the corresponding relation in $N$, together with (*). The only other type of relation involves $\left[x_{i j}(t), x_{k l}(u)\right]$, where $|i|,|j|,|k|,|l|$ lie in distinct sets $A_{a}, A_{b}, A_{c}, A_{d}$. Then,

$$
\left[x_{i j}(t), x_{k l}(u)\right] \in\left[\Omega\left(A_{a} \cup A_{b}\right), \Omega\left(A_{c} \cup A_{d}\right)\right]=1
$$

by Lemma 4 (c). The relation (C) is known in $N$. It follows now from Lemma 1 that the group $G_{0}$ generated by all the $x_{i j}(t)$ (and the $x_{i}(t)$ if $W_{0} \neq 0$ ) is isomorphic with $\Omega(V)$ or $P \Omega(V)$, where $V$ is a quadratic space over $F, \operatorname{dim} V=\operatorname{dim} U+2$, and $V$ has the same discriminant as $U$.

The group $G_{0}$ contains $N=\Omega^{\prime}(\{1, \cdots, n-2\})$ and is normulized by $\sigma\left(T_{4}\right)$. Since $N$ contains $\sigma\left(T_{3}\right)$ and the only normal subgroup of $T_{4}$ containing $T_{3}$ is $T_{4}$ itself, it follows that $G_{0}$ contains $\sigma\left(T_{4}\right)$. If $\alpha=(n-3, n-1)(n-2, n)$, then we see that $G_{0}$ contains

$$
\Omega(\{n-4, n-3\})^{\sigma(\alpha)}=\Omega(\{n-4, n-1\})
$$

From [3, p. 161], one sees easily that $N$ and $\Omega(\{n-4, n-1\})$ generate $M$. Since $M$ contains $\sigma\left(\Sigma_{n-1}\right)$, and $\Sigma_{n-1}$ and $T_{4}$ generate $\Sigma_{n}, G_{0}$ contains $M$ and $\sigma\left(\Sigma_{n}\right)$. Thus $G_{0}=G$, and the theorem is proved.

By modifying the proof, we can extend the theorem to a few other cases.
Proposition. The theorem holds also when $V_{0}=0$ and $n=7$, and when $\operatorname{dim} V_{0}=2$ and $n=5$ or 7 .

Proof. We may assume that $|F| \equiv-1(\bmod 4)$. If $V_{0}=0$, we write

$$
V_{i} \oplus V_{i+i}=W_{i} \oplus W_{i+i}
$$

for odd $i \in\{1, \cdots, n-2\}$, where $W_{i}, W_{i+i}$ are orthogonal hyperbolic planes. If $\operatorname{dim} V_{0}=2$, we write $V_{1} \oplus V_{2}=W_{1} \oplus W_{2}$,

$$
V_{0}=W_{3}, V_{i} \oplus V_{i+1}=W_{i+1} \oplus W_{i+2}, \text { for odd } i \in\{3, \cdots, n-2\}
$$

where the $W_{j}$ are orthogonal hyperbolic planes. Thus,

$$
U=W_{1} \oplus \cdots \oplus W_{m}
$$

where $m=n-1$ or $n$. Choosing hyperbolic bases for the $W_{j}$, we have elements $x_{i j}(t)$ defined in $M$, for $i, j \in\{ \pm 1, \cdots, \pm m\},|i| \neq|j|, t \in F$, as in Section 1. Thus $M$ is a group of type $D_{m}$. We wish to show that $G$ is of type ${ }^{2} D_{m+1}$.

We have a decomposition

$$
V_{1} \oplus V_{2} \oplus V_{n-1}=V_{n-1} \oplus W_{1} \oplus W_{2}
$$

where $W_{1}, W_{2}$ are hyperbolic planes and $V_{n-1}$ is anisotropic. Choosing a suitable basis of $V_{n-1}$, we may define elements $y_{i}(t)$ in $\Omega(\{1,2, n-1\})$ analogously to the $x_{i}(t)$ of Section 1 , where $i \in\{ \pm 1, \pm 2\}$ and $t$ lies in the quadratic extension field $E$ of $F$. We now set

$$
x_{i}(t)=y_{i}(t)^{\tau},
$$

an element of $\Omega(\{1,2, n\})$.
The relations (A1), (B1), (C) of Section 1 are satisfied in $M$, and clearly the relations (A2) are satisfied by the $x_{i}(t)$, since they are satisfied by the $y_{i}(t)$, $i \in\{ \pm 1, \pm 2\}$. For $|i|=1,|j|=2$, we have the relation

$$
\left[y_{i}(t), y_{j}(u)\right]=x_{i j}(\bar{t} u+t \bar{u})
$$

in $\Omega(\{1,2, n-1\})$. Conjugation by $\tau$ gives the relation

$$
\left[x_{i}(t), x_{j}(u)\right]=x_{i j}(\bar{i} u+t \bar{u}) .
$$

If $|i| \geqq 3,|j| \geqq 3,|i| \neq|j|,|k| \leqq 2$, then $x_{i j}(t)$ lies in $\Omega^{\prime}(\{3, \cdots, n-1\})$, while $x_{k}(u)$ lies in $\Omega(\{1,2, n\})$, so that $\left[x_{i j}(t), x_{k}(u)\right]=1$, by Lemma $4(\mathrm{c})$. If $|i| \leqq 3$, $|j| \leqq 3,|i| \neq|j|$, then $x_{i j}(t)$ lies in $\Omega(\{1,2,3,4\})$ if $V_{0}=0$, and in $\Omega(\{1,2,3\})$ if $\operatorname{dim} V_{0}=2$. In either case $x_{i j}(t)$ commutes with $\tau=\sigma((n-1, n))$, by Lemma 4(d) and our assumption on $n$. Hence, if $|k| \leqq 2$, the commutator relation for $\left[x_{i j}(t), x_{k}(u)\right]$ can be obtained from that for $\left[x_{i j}(t), y_{k}(u)\right]$ by conjugation by $\tau$.

By Lemma 2, the group $G_{0}$ generated by the $x_{i}(t),|i| \leqq 2$, the $x_{i j}(t),|i+j|$ $\leqq 2$, and the $x_{12}(t), x_{-1,-2}(t)$ is isomorphic to $\Omega(V)$ or $P \Omega(V)$, where $V$ is a quadratic space over $F, \operatorname{dim} V=\operatorname{dim} U+2$, and $V$ has the same discriminant as $U$.

Since the $x_{i j}(t)$ mentioned above generate $M, G_{0}$ contains $M$. The $x_{i j}(t)$ with $|i|,|j| \leqq m-2$, together with the $y_{k}(t)$, generate $\Omega^{\prime}(\{1, \cdots, n-3, n-1\})$. Conjugation by $\tau$ shows that $\Omega^{\prime}(\{1, \cdots, n-3, n-1\})^{\tau} \cong G_{0}$. Also, $\Omega(\{1, n-2\})^{\tau}$
$=\Omega(\{1, n-2\}) \subseteq G_{0}$. By [3, p. 161], $\Omega^{\prime}(\{1, \cdots, n-3, n-1\})$ and $\Omega(\{1, n-2\})$ generate $M$, so that $M^{\tau} \subseteq G_{0}$. Since $\Sigma_{n-1}$ and its conjugate by ( $n-1, n$ ) generate $\Sigma_{n}, G_{0}$ contains $\tau$ also. Thus $G_{0}=G$ and the proposition is proved.
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We conclude by remarking that the proofs given above in fact show that not only is $G$ isomorphic with $\Omega(V)$ or $P \Omega(V)$, but the isomorphism is such that the embedding of $M$ in $G$ is the natural one corresponding to an embedding of $U$ as a non-degenerate subspace of codimension 2 in $V$.
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