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We leverage plausibly exogenous variation in regional exposure to corruption to provide causal
estimates of the impact of local political corruption on terrorist activity for a sample of
175 countries between 1970 and 2018. We find that higher levels of corruption lead to more

terrorism. This result is robust to a variety of empirical modifications, including various ways in which we
probe the validity of our instrumental variables approach. We also show that corruption adversely affects
the provision of public goods and undermines counter-terrorism capacity. Thus, our empirical findings are
consistent with predictions from a game-theoretical representation of terrorism, according to which
corruption makes terrorism relatively more attractive compared to peaceful contestation, while also
decreasing the costs of organizing and carrying out terrorist attacks.

INTRODUCTION

Political corruption is “the use of public office for
private gains” (Bardhan 1997, 1321). It involves
activities in which public officials, legislators,

and politicians “use powers delegated to them by the
public to further their own economic interests at the
expense of the common good” (Jain 2001, 73). Usually,
these activities are illegal or—when permissible—
entail strong public disapproval; for instance, they
include taking bribes and kickbacks, engaging in
embezzlement, and the looting of public coffers as well
as resorting to various forms of nepotism, cronyism,
and patronage (e.g., by securing government contracts
for friends, family, or political supporters).
Corruption is an ancient phenomenon. It was already

described in various religious texts, such as the Bible or
the Quran, and discussed by political philosophers
throughout history (including Plato, Aristotle, Machi-
avelli, and Montesquieu; see, e.g., Bardhan 1997; Jain
2001; Miller 2018). Unjust enrichment and the exploi-
tation of power bothers citizens. As such, corruption is
generally understood as a driver of social and political
unrest (e.g., Nye 1967; Rose-Ackerman and Palifka
2016).
In this article, we study the effect of corruption on

terrorism.1 Drawing on rational choice and game theory,

we argue that corruption can fuel terrorism by
(1) adversely affecting the provision of public goods,
which, in turn, aggravates economic grievances, (2) facil-
itating political dissatisfaction, and (3) undermining
counter-terrorism capabilities. Through its empirical
focus, our article contributes to the discussion of the
corruption–terrorism nexus in two main ways. First, we
use data for a sample of 175 countries between 1970 and
2018 and an experimental identification strategy that
allows for causal statements. Second, we provide correla-
tional evidence for the mechanisms underlying the cor-
ruption–terrorism nexus, examining the impact of
corruption on public goods provision, political dissatis-
faction, and counter-terrorism capacity.

We also contribute to the broader literature on the
role of corruption in conflict (e.g., Dyrstad and Hille-
sund 2020; Fjelde 2009; Le Billon 2003). Here, existing
research focuses on the impact of corruption on large-
scale forms of political instability and violence such as
ethnic wars, insurgencies, and civil wars, neglecting the
corruption–terrorism relationship. Yet studying the
effect of corruption on terrorism is important for three
reasons. In contrast to large-scale political violence,
terrorism (1) also affects richer economies located in,
for example, Northern America and Western Europe,
(2) has also become—in contrast to large-scale conflict
—more relevant in less developed countries especially
in Africa and Asia, and (3) often has an international
dimension, for example, as terrorist groups cross bor-
ders to attack in other countries or as terrorist violence
in one part of the world inspires radicalization and
extremism in others (e.g., Gaibulloev and Sandler
2019).

Moreover, as there are no existing empirical studies
on the effect of corruption on terrorism, our study also
adds to the literature on the determinants of terrorism
(e.g., Abadie 2006; Auer andMeierrieks 2021; Campos
and Gassebner 2013; Jetter and Stadelmann 2019; Lai
2007; Piazza 2006; for overviews of this literature, see
Gaibulloev and Sandler 2019; Krieger and Meierrieks
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1 Terrorism is “the premeditated use or threat to use violence by
individuals or subnational groups against noncombatants in order to
obtain a political or social objective through the intimidation of a
large audience beyond that of the immediate victims” (Enders,
Sandler, and Gaibulloev 2011, 321).
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2011; Sandler 2018; Schneider, Brück, and Meierrieks
2015). In particular, we add to this literature by pro-
viding causal estimates of corruption on terrorism via an
instrumental variables (IV) approach. This approach is
warranted given the potential for endogeneity, espe-
cially due to concerns about feedback.
To account for potential endogeneity, we instrument

a country’s level of corruption by its exposure to cor-
ruption in geographically and economically proximate
countries. In so doing, we build on earlier evidence that
corruption in proximate countries has predictive power
in explaining local corruption (e.g., Becker, Egger, and
Seidel 2009; Borsky and Kalkschmied 2019; Correa,
Jetter, and Agudelo 2016) due to a region-specific
demand for corruption control. We probe the sound-
ness of our IV in various ways, for example, by using
placebo IVs. In addition, we address concerns about
the validity of the exclusion restriction in a number of
ways, for example, by accounting for time-variant eco-
nomic, politico-institutional, and demographic factors
at the regional level. Moreover, we apply the plausibly
exogenous framework of Conley, Hansen, and Rossi
(2012) and beyond plausibly exogenous framework of
van Kippersluis and Rietveld (2018) that allows us to
explicitly relax the exclusion restriction and study how
instrument invalidity affects our empirical conclusions.
Leveraging plausibly exogenous variation in the

exposure to corruption in geographically and economi-
cally proximate countries to provide causal estimates of
the effect of corruption on terrorism, we show that
political corruption leads to more terrorist activity in
the country of interest. Further investigating likely trans-
mission channels, we provide evidence that corruption
unfavorably affects the provision of public goods and
undermines local military capacity, which, in turn, cor-
relate with increased terrorist activity. In contrast, we
find no evidence that corruption contributes to political

dissatisfaction and nonviolent political protest. While
our article has primarily empirical focus, our findings
have immediate policy implications, implying that anti-
corruptionmeasures—be they a consequence of domes-
tic policy change or initiatives financed by foreign aid—
could also have pacifying effects.

THEORETICAL FRAMEWORK

The role of corruption in terrorism can be understood
by considering the basic dynamics and outcomes of a
game between a government and its citizenry, which we
sketch below. Game-theoretical approaches to terror-
ism have been used in the literature to explain related
phenomena, such as terrorist hostage-takings or
counter-terrorism policies (e.g., Bapat 2006; Jacobson
and Kaplan 2007; Lapan and Sandler 1988; for over-
views, see Sandler and Enders 2004; Sandler and
Siqueira 2009).

As shown in Figure 1, we consider a sequential game,
where the government makes the first move, deciding
whether to be corrupt (c) or honest (h); this reflects
the idea that corruption is a determinant of terrorism.
The choice in favor of or against corruption is due to the
governments’ utility-maximization calculus, where util-
ity from the spoils of corruption πc (e.g., rents) is
compared to the utility from non-corrupt behavior πh
(e.g., in the form of political approval), subject to certain
constraints and costs of being corrupt δc (e.g., criminal
punishment).2 The costs of non-corrupt behavior δh
could take the form of opportunity costs (e.g., forgone
personal rents diverted from public investments) or be

FIGURE 1. Game-Theoretical Approach to the Corruption–Terrorism Nexus

Note: Game between a government and its citizens, where the government’s decision whether to be corrupt is a utility function π of the
benefits U and the cost δ of (not) being corrupt. In a subsequent round, citizens decide on whether they remain peaceful or retaliate with
terrorism, where they behave rationally according to a utility function φ of the benefits V and the cost θ of (non)violence.

2 Accounting for corruption costs allows us to explain why some
governments (e.g., in societies with high levels of transparency) do
not opt for corruption.
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more indirect (e.g., greater difficulties to implement a
political program by not resorting to corruption). A
government will thus turn to corruption when πc > πh.
In response, the citizens decide whether to engage in

terrorism (t) as an extra-institutional form of (violent)
contestation or to remain peaceful (p). That is, they
compare the utility of terrorism, φt , and peaceful con-
testation, φp, under government corruption or honesty,
respectively, choosing the utility-maximizing response.
The idea that (potential) terrorists consider the costs and
benefits of terrorism is rooted in the rational-economic
model of terrorism, as applied in Landes (1978), Sandler,
Tschirhart, and Cauley (1983), and Enders and Sandler
(1993); more recent discussions can be found in, for
example, Sandler and Enders (2004), Caplan (2006),
and Schneider, Brück, and Meierrieks (2015). This
model assumes that terrorists are rational actors who
“maximize expected utility or net payoffs subject to
constraints,” as argued by Sandler and Enders (2004,
311). This utility maximization implies that—ceteris par-
ibus—terrorist activity will (1) decrease as the material
costs of terrorism increase, (2) increase as the benefits
from terrorism grow, and (3) increase as the opportunity
costs of terrorism decrease, that is, as alternatives to
terrorism become less attractive.
Importantly, the government’s choice for or against

corruption affects how citizens respond by influencing
the respective (opportunity) costs and benefits of ter-
rorism and peaceful contestation (i.e., of participation
in the ordinary political process); in Figure 1, subscripts
associated with the payoffs, costs, and benefits of ter-
rorism and corruption point to their relationship with
the previous government choice for corruption or hon-
esty. In relation to the citizens’ response, we make the
following arguments concerning the citizens’ calculus:

1. Corruption reduces a country’s counter-terrorism
capacity and thus lowers the costs of terrorism, θtc .
For instance, higher levels of corruption may imply
that fewer public resources are available to finance a
country’s police or military. Also, corruption may
allow terrorist groups to pay off border guards, the
police, judges, or prison guards, which is conse-
quently expected to facilitate terrorist attacks and
the cross-border transfer of materiel (arms, explo-
sives, etc.), hamper the legal prosecution of terror-
ists, or aid the escape of captured terrorists from
prison (Rotberg 2009; Shelley 2014; Thachuk 2005).
An example are the 2004 Russian aircraft bombings
(which caused 90 fatalities) conducted by “female
suicide bombers who bribed their ways onto the
planes” (Thachuk 2005, 147). By lowering the costs
related to financing and organizing terrorism as well
as the risk of capture and punishment, corruption
may thus lead to more terrorism.3 This prediction

speaks to the empirical evidence that countries with
low levels of counter-terrorism capacity are more
likely to face terrorist activity within their borders
(e.g., George 2018; Lai 2007; Piazza 2008).

2. Corruption may also matter to the benefits of ter-
rorism, Vtc . The prevalence of corruption points to
the existence of rents that could be captured in the
wake of a terrorist success. For instance, the model
by Kirk (1983) alludes to the role of rents as a
motivating factor in terrorism. What is more, terror-
ist groups tend to generate income from different
sources (e.g., smuggling and kidnapping) that could
become more profitable as corruption increases
(e.g., Thachuk 2005). For instance, bribing border
guards and customs officials may allow terrorist
groups to smuggle contraband (e.g., cigarettes and
narcotics). An increase in terrorists’ income, in turn,
will increase terrorist attacks (Enders and Sandler
1993). Importantly, while corruption is expected to
increase the benefits of terrorism in such manners, it
does not affect the benefits of peaceful political
contestation (i.e., Vpc) in the same way.

3. Corruption curtails political participation and
reduces public trust in and the legitimacy of political
institutions (e.g., Anderson and Tverdova 2003;
Chang and Chu 2006; Dimant and Tosato 2018).
That is, corruption makes it less viable for citizens
to achieve their goals through the ordinary political
process (meaning a higher θpcÞ: Conversely, terror-
ism becomes a more attractive alternative to partic-
ipating in this process. This argument indeed
underlines that political grievances may be relevant
to terrorism (e.g., Abadie 2006; Gaibulloev and
Sandler 2019; Krieger and Meierrieks 2011; Piazza
2006), while also speaking to earlier contributions
that link political dissatisfaction, protest, and low
levels of political legitimization to higher levels of
terrorist activity (e.g., Campos and Gassebner 2013;
Masters and Hoen 2012).

4. Corruption also adversely affects the provision of
public goods. For instance, corrupt politicians may
favor public spending that facilitates rent-seeking
(e.g., large infrastructure projects; Croix and Dela-
vallade 2009). This, in turn, means that public
spending for which rent-seeking cannot be easily
concealed (e.g., public education) is not priori-
tized.4 There is ample evidence that corruption
adversely influences the quantity and quality of
public goods (e.g., Bose, Capasso, and Murshid
2008; Mauro 1998; Rajkumar and Swaroop 2008).
An inadequate provision of public goods (e.g., by

3 As suggested by a referee, it is also possible that corrupt govern-
ments fear removal and thus increase their counter-terrorism spend-
ing, making their security infrastructure less susceptible to
corruption. On balance, this may point to a conundrum for corrupt
leaders who want to maximize their gains from corruption (which

wouldmean lower counter-terrorism spending) andmilitarily protect
their position, leaving the eventual relationship between corruption
and counter-terrorism capability an empirical question. We return to
this question in the Exploration of Mechanisms section.
4 Besides directly affecting investment decisions, corruption could
also reduce the quality and quantity of public goods through its
adverse impact on economic activity (e.g., Aidt 2009; Croix and
Delavallade 2009; Gründler and Potrafke 2019; Mauro 1995; see also
Bardhan 1997; Ugur 2014), which means that less tax income is
available to finance those public goods.

Bribes and Bombs

3

ht
tp

s:
//

do
i.o

rg
/1

0.
10

17
/S

00
03

05
54

24
00

04
18

 P
ub

lis
he

d 
on

lin
e 

by
 C

am
br

id
ge

 U
ni

ve
rs

ity
 P

re
ss

https://doi.org/10.1017/S0003055424000418


denying parts of the population access to education
and health) is, in turn, expected to make terrorism
more likely by fueling economic grievances related
to the access to and distribution of (public)
resources. For one, the availability of fewer public
goods makes it more difficult for related economic
grievances to be addressed politically, lowering the
overall utility of peaceful contestation (φpjh). This
is tantamount to reduced opportunity costs of ter-
rorism as an alternative way to accommodate such
grievances. Accordingly, the inadequate provision
of public goods incentivizes terrorist activity to
address grievances through the use of force, for
example, by violently appropriating and redistri-
buting (public) resources, thus increasing the
potential benefits of terrorism, Vtc . Arguing that
an unfavorable provision of public goods does not
allow for accommodating distributional economic
grievances also speaks to the finding that terrorism
is associated with economic inequality and exclu-
sion (e.g., Ezcurra and Palacios 2016; Krieger and
Meierrieks 2019; Piazza 2011; see also, e.g., Dyrstad
and Hillesund 2020; Muller and Weede 1994). It is
also consistent with the notion that some terrorist
organizations provide public goods (e.g., health
services) to grow popular support (e.g., Berman
and Laitin 2008; Hilsenrath 2005).

In sum, this discussion leads us to two predictions. First,
when the government is corrupt, the citizens’ utility of
terrorism is relatively greater than the utility of
(nonviolent) peaceful contestation, that is, φtjc > φpjc .
Second, the utility of peaceful contestation is relatively
greater than that of terrorism, that is, φpjh > φtjh, when
the government is honest. Thus, consistent with game-
theoretical representations that are associated with
rational choice theory, our main hypothesis is as follows:

Higher levels of corruption lead to more terrorist activity.

Figure 2 summarizes our theoretical arguments inmore
detail, alluding to additional testable hypotheses

associated with the mechanisms underlying the corrup-
tion–terrorism nexus (see the Exploration of Mecha-
nisms section). For one, political corruption
unfavorably affects the provision of public goods,
which, in turn, fuels economic grievances related to,
for example, economic inequality and exclusion. At the
same time, corruption makes nonviolent political con-
testation less viable. For instance, corruptionmaymake
citizens less trustworthy in political institutions, leading
them to perceive the political process as less useful to
accommodate their demands in comparison to terror-
ism. The unfavorable distribution of public goods and
associated economic grievances as well as political
dissatisfaction, in turn, motivate terrorism. Moreover,
corruption affects a country’s capacity to counter ter-
rorism and the income from terrorism (e.g., associated
with the capturing of rents), which may also influence
terrorist activity.

Finally, Figure 2 points to two further aspects of the
corruption–terrorism nexus that warrant a brief discus-
sion. First, there is the possibility that corruption could
actually discourage terrorism. According to this “corrup-
tion buys peace” hypothesis (Le Billon 2003), the gov-
ernment may use corruption to buy off a potentially
violent opposition. This de-escalating effect of corruption
does not conflict with φpjh > φpjc (because citizens are
constrained by the government’s decision in the first step
of the game) but would instead imply that φpjc > φtjc .
Buying off the opposition could mean that the govern-
ment shares the spoils of corruption, while the potential
terrorists accept these spoils to satisfy their greed and
accommodate their grievances. Le Billon (2003) argues
that many developing countries in Africa and Asia used
corruption to buy internal peace after having gained
independence (see alsoFjelde 2009).However, LeBillon
(2003) also stresses that such arrangements did not prove
to be stable in the long run. Consequently, corruption
may not be able to buy off terrorist opposition. For
instance, the economic costs of terrorism tend to be
rather small (e.g., Gaibulloev and Sandler 2019), which
makes it less likely that the government will share the
spoils of corruption to prevent terrorism.

FIGURE 2. The Corruption–Terrorism Relationship
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Second, Figure 2 highlights potential feedback
between terrorism and political corruption. It is possi-
ble that corruption does not only influence terrorism
but that terrorism also affects political corruption. For
instance, terrorists may use corruption to gain access to
government counter-terrorism information, infiltrate
prisons that house terrorist operatives, influence judi-
cial decisions concerning terrorist offenders, or smug-
gle weaponry across the border (e.g., Shelley 2014). At
the same time, terrorist groups can raise large amounts
of money from various illegal activities (e.g., kidnap-
ping, smuggling, drug trafficking, and extortion), mean-
ing that they also have access to the financial means to
engage in corruption in the first place (e.g., Freeman
2011). The possibility of reverse causation is the main
motivation for our IV approach described below.

DATA AND EMPIRICAL APPROACH

We test our hypothesis for a sample of 175 countries
between 1970 and 2018. A list of countries and the
summary statistics are provided in Tables A.1 and A.2
in Appendix A of the Supplementary Material.

Measuring Terrorism

Our main dependent variable is the number of terrorist
attacks per country-year observation. We apply the
inverse hyperbolic sine transformation to this variable
to accommodate the influence of outliers; importantly,
and in contrast to the log transformation, the inverse
hyperbolic sine transformation is also defined for
country-year observations with no terrorist activity
(e.g., Burbidge, Magee, and Robb 1988).5
The terrorism data are drawn from the Global Ter-

rorism Database (GTD) described in LaFree and
Dugan (2007).6 The GTD collects information on ter-
rorist activity from reputable media outlets. For a
terrorist event to be recorded, it must be documented
by at least one high-quality media source and meet the
following three criteria: it must (1) be intentional,
(2) entail some level of violence or threat of violence,
and (3) be committed by non-state actors, meaning that
violence by state actors is excluded. Furthermore, the
incident must meet at least two of the following three
criteria: (1) it must be carried out to achieve a political,
economic, religious, or social goal, (2) there must be
evidence of an intention to coerce, intimidate, or con-
vey some other message to a larger audience than the
immediate victims, and/or (3) the incident must be
outside the context of conventional warfare (LaFree
and Dugan 2007).

Measuring Corruption

Our measure of corruption is the political corruption
index from the Varieties of Democracy Dataset
(VDEM; Coppedge et al. 2019). Higher values of this
index correspond to higher levels of political corrup-
tion. This political corruption index is the arithmetic
mean of four variables measuring corruption in the
(1) executive, (2) legislature, (3) judiciary, and
(4) public sector. It covers corruption in the various
branches of government and at various levels of gov-
ernment.7 The corruption index accounts for corrup-
tion aimed at influencing policy- and law-making as
well as the implementation of these policies and laws.
Finally, it covers different forms of corruption, account-
ing for both “passive” corruption (such as taking
bribes) and “active” corruption, for example, in the
form of the embezzlement of public resources by public
officials and politicians.

VDEM relies on country- and subject-based expert
opinion. For instance, to evaluate the extent of legisla-
tive corruption, experts are asked to assess to what
extent members of the legislature abuse their position
for financial gain. To arrive at representative values of
political corruption per country-year observation that
can also be compared between countries, VDEM then
applies item response theory and subjects the individ-
ual expert opinion data to other forms of statistical
scrutiny to minimize uncertainty and bias (Coppedge
et al. 2019).

Empirical Model

To examine the effect of corruption on terrorist activ-
ity, we estimate the following model:

terrorismi,t ¼ β × corruptioni,t−1
þ δXi,t−1 þ αi þ τt þ εi,t,

(1)

where the (inverse hyperbolic sine transformed) num-
ber of terrorist incidents (terrorism) in country i and
year t is a function of the country’s political corruption
(corruption) in the previous year (t−1), a set of controls
X as well as country- and year-fixed effects (α and τ ,
respectively) to account for time-invariant factors (e.g.,
culture and norms that affect corruption and/or terror-
ism) and global time trends.

Below, we consider both a parsimonious and differ-
ent covariate-adjusted models. Here, the choice of the
baseline controls follows the literature on the determi-
nants of terrorism (e.g., Piazza 2008; Krieger and
Meierrieks 2011; Campos andGassebner 2013; Enders,
Hoover, and Sandler 2016; Gaibulloev, Piazza, and
Sandler 2017; Gaibulloev and Sandler 2019). We
include controls for population size and (inflation-
adjusted) per capita income. Data on these variables
come from the World Development Indicators (WDI;
World Bank 2019); both variables are also inverse

5 As part of our robustness checks, we consider alternative ways to
operationalize terrorism.
6 Note that the original GTD data for the year 1993 are incomplete
(LaFree and Dugan 2007, 186). We therefore follow the cross-
checked imputation approach of Enders, Sandler, and Gaibulloev
(2011) to recover the missing values for 1993.

7 Below, we also examine how terrorism responds to the individual
components of the corruption index.
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hyberbolic sine transformed to account for skewness.
We also control for democracy, using data from
Gründler and Krieger (2016).8 Finally, we employ an
index of state failure from the Political Instability Task
Force (PITF 2019) that indicates the extent of large-
scale civil warfare and other forms of political instabil-
ity (e.g., coup d’états).

Instrumental Variables Approach

The estimates from Equation 1 might be affected by
endogeneity bias due to measurement error in the
corruption variable, the omission of relevant variables
in our empirical model or feedback/reverse causation.
To address these endogeneity concerns, we leverage a
two-stage least squares (2SLS) IV model of the follow-
ing form:

corruptioni,t ¼ β1 × regcorruptioni,t
þ δ1 × Xi,t þ α1,i þ τ1,t þ ε1,i,t,

(2)

terrori,t ¼ β2 × dcorruptioni,t−1 þ δ2 × Xi,t−1

þ α2,i þ τ2,t þ ε2,i,t,
(3)

where the first-stage regression (Equation 2) predicts
potentially endogenous country-year corruption levels
using our IV, regcorruption. The predicted country-
specific corruption levels are then used in the second
stage to explain terrorism (Equation 3). Importantly,
the panel structure of our data and the inclusion of
country- and year-specific effects can already amelio-
rate some concerns about a lack of causal identification.
Country-fixed effects can account for certain unob-
served factors that correlate with our instrument and
increase terrorism throughmeans other than increasing
national corruption. Year-fixed effects can factor in the
possibility that there are changes over time that are
spuriously correlated with both the instrument and
terrorism.

Construction of Instrument

The instrument regcorruption measures a country’s
exposure to regional corruption.That is, similar to other
examples in the literature (e.g., Gründler and Potrafke
2019), our instrument is defined as the mean level of
political corruption (using the VDEM political corrup-
tion index introduced above) in countries that are
geographically and economically proximate to the
country of interest proxi : regcorruptioni,t ¼
1
n

Pn
prox¼1 proxi ¼ prox1þprox2þ⋯þproxn

n .
Geographical proximity involves those countries that

are located in the same world region as the country of
interest.We use the following six United Nations world
regions: the Americas; East Asia and the Pacific;

Europe and Central Asia; the Middle East and North-
ern Africa; South Asia; and Sub-Saharan Africa.9 Eco-
nomic proximitymeans that only those countries within
a specific world region are considered for our IV if they
are also in the same income group as the country of
interest. We differentiate between low-, middle-, and
high-income countries using WDI data. To give an
example, France is a high-income country located in
the United Nations (UN) world region Europe and
Central Asia. We thus consider the mean level of
political corruption in all countries in Europe and
Central Asia that are also high-income economies.
For instance, this includes Germany and Spain but
excludes the United States (a high-income country
outside Europe and Central Asia) or Bulgaria (which
is located in Europe and Central Asia but is not a high-
income country).

Instrument Relevance and Exclusion Restriction

For our IV (the mean level of political corruption in
geographically and economically proximate countries)
to be valid, it should be sufficiently strong. In our case,
regional exposure to corruption should predict political
corruption. Indeed, considerable empirical evidence
suggests that corruption in proximate countries has
predictive power in explaining local corruption (e.g.,
Becker, Egger, and Seidel 2009; Borsky and Kalksch-
mied 2019; Correa, Jetter, and Agudelo 2016; Dimant
and Tosato 2018; see also the related literature on the
spatial contagion of economic reforms such as Gasseb-
ner, Gaston, and Lamla 2011; Simmons and Elkins
2004).

We argue that corruption levels ought to correlate
across space to a common demand for corruption con-
trol (or a common tolerance for corruption) that is
specific to geographically and economically proximate
countries (but differs between geographically and eco-
nomically diverse countries). Why do we expect this
demand for corruption control to be is similar across
proximate countries? First, geographical proximity is
expected to coincide with common political histories
and cultures. For instance, countries that are geograph-
ically close tend to have similar religious histories.
Religion may, in turn, affect corruption, for example,
by shaping how strongly religious dogma affects gov-
ernment policy with respect to measures that punish
immoral (corrupt) behavior (e.g., Dimant and Tosato
2018; La Porta et al. 1999; North, Orman, and Gwin
2013). Second, the economic component of the instru-
ment ought to reflect similarities in production, eco-
nomic needs, and preferences. For instance,
economically proximate countries share a similar
demand for internationally mobile factors of produc-
tion (i.e., physical and human capital). Given that
capital and talent are attracted to low levels of corrup-
tion (e.g., Dimant, Krieger, and Meierrieks 2013;
Poprawe 2015; Wei 2000), this may explain why

8 Gründler and Krieger (2016) use machine learning techniques for
pattern recognition to construct a democracy index that is less
susceptible to methodological issues that plague alternative democ-
racy measures.

9 Note that we combine North and South America to the Americas
due to North America only consisting of two countries.
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industries in economically proximate countries demand
similar levels of corruption control. Finally, both geo-
graphical and economic proximity make it more likely
that tolerance for corruption aligns, for example, due to
close informational ties and low information and trans-
action costs.
Figure 3 shows that the levels of corruption across

countries are not independent of each other (Map A).
For instance, corruption tends to be much higher in
Sub-Saharan Africa as compared to Western Europe.
As expected, this interdependence is also reflected in
the IV we construct (Map B).What is more, comparing
both parts of Figure 3 strongly suggests that exposure to
regional corruption ought to be predictive of local
corruption levels. Indeed, the simple pairwise correla-
tion between both corruption variables is r ¼ 0:70
(p < 0:01 ) for the largest possible sample (see also
Figure B.1 in the Supplementary Material).
In line with Figure 3, we expect our IV to positively

predict local corruption. We assess the strength of our
instrument by means of the first-stage F-statistic. The
usual rule of thumb to indicate instrument strength
(F > 10) has received some criticism for being anti-

conservative, meaning that instruments may be weak
even if F > 10 (Lee et al. 2021). Thus, we also report
results for the Anderson–Rubin test that is robust to
arbitrarily weak instruments (Anderson and Rubin
1949; Lee et al. 2021). A rejection of the Anderson–
Rubin test null hypothesis indicates that the coeffi-
cient of the endogenous regressor in the structural
equation equals zero, which would support the IV
estimates. We also report the Anderson–Rubin confi-
dence set (which inverts the Anderson–Rubin test) to
further illustrate the trustworthiness of our IV
approach in terms of statistical and economic signifi-
cance (see Stock, Wright, and Yogo 2002 for a further
discussion).

Figure 3 also speaks to our idea that there is a
variable, the demand for corruption control, that is
similar across countries that are geographically and
economically proximate. However, the corruption con-
trol demand variable itself is not observed. Rather, we
employ our IV (themean level of political corruption in
geographically and economically proximate countries)
to use differences in regional corruption to draw con-
clusions about differences in this underlying “hidden”

FIGURE 3. Corruption across Countries and Exposure to Corruption as Instrument

Note:Map A shows the average level of corruption per country, categorized into quartiles.Map B shows the respective countries’ regional
exposure in quartiles, that is, the average level of corruption in economically and geographically proximate countries.
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variable.10 In arguing that there is an unobserved var-
iable measuring demand for corruption control, we can
address the criticism of “spatial instruments” by Betz,
Cook, and Hollenbach (2018). They argue that instru-
ments that use realizations of endogenous variables in
other spatial units are not valid because of simultaneity
in the first-stage equation; in our case, local corruption
would affect regional corruption and vice versa. How-
ever, as the regionally clustered demand for corruption
control is causally prior to regional and local levels of
political corruption (in that political demand for cor-
ruption control induces policy changes related to cor-
ruption control), this simultaneity issue does not
emerge.
For our IV approach to be valid and causally esti-

mate the effect of corruption on terrorism, the instru-
ment should only affect terrorism via its effect on local
corruption. However, as pointed out by Betz, Cook,
and Hollenbach (2018), there may be various eco-
nomic, political, and demographic spillovers that could
constitute alternative pathways from the instrument to
terrorism. For instance, economic downturns in coun-
tries that are geographically and economically proxi-
mate to the country of interest are expected to correlate
with regional levels of corruption (our IV). At the same
time, such downturns could spill-over to the country of
interest, affecting both local corruption and terrorism
by influencing the opportunity costs of non-corrupt and
nonviolent economic activities. Such an alternative
pathway from regional corruption to terrorism would
violate the exclusion restriction.
To address this concern, we implement two addi-

tional robustness checks. For one, we use the plausibly
exogenous framework of Conley, Hansen, and Rossi
(2012) and developed further by van Kippersluis and
Rietveld (2018). This method allows us to directly
examine how plausible violations of the exclusion
restriction matter to causal inference. Allowing for
violations of the exclusion restriction and still finding
that corruption matters to terrorism would raise confi-
dence in our IV approach. For another, we control for a
series of observable time-varying shocks that are cor-
related across countries that are both geographically
close and economically similar. For instance, this
includes regional levels of economic growth, political
instability, and institutional quality. Finding that cor-
ruption (instrumented by regional exposure to corrup-
tion) affects terrorism even after accounting for factors
that might correlate with our IV (and thus potentially
account for further transmission channels from our IV

to terrorism) would provide evidence in favor of the
exclusion restriction.

EMPIRICAL RESULTS

Main Results

The main empirical results presented in Table 1 can be
summarized as follows. First, the OLS models
(specifications 1–3) show a positive and statistically
significant association between political corruption
and terrorism. Second, the effect of corruption on
terrorism is more pronounced in our preferred IV
models (specifications 4–6). Here, the impact of
regional exposure on corruption in the first stage has
the expected effect on local corruption and is suffi-
ciently strong, as indicated by the first-stage F-statistic.
The additional IV diagnostics are also sound. Third,
introducing the baseline controls to the model does not
affect our main empirical conclusion that political cor-
ruption encourages terrorism. Concerning these con-
trols, terrorism positively correlates with population
size, state failure, democracy, and economic develop-
ment. These associations are also reported in other
studies (e.g., Piazza 2008; Krieger and Meierrieks
2011; Campos and Gassebner 2013; Enders, Hoover,
and Sandler 2016; Gaibulloev and Sandler 2019). How-
ever, due to the lack of an identification strategy asso-
ciated with estimating these associations, they cannot
be given a causal interpretation (Keele, Stevenson, and
Elwert 2020).

Table 1 also reports some diagnostics and initial
robustness checks. For one, there may be concerns
about the presence of cross-sectional dependence in
the regression residuals, which may affect the validity
of statistical inference (e.g., Sarafidis and Wansbeek
2012).11 The results of a test for cross-sectional inde-
pendence of the residuals (Pesaran 2015) show that for
some specifications, cross-sectional dependence is
indeed present in the residuals, pointing to a potential
violation of the assumption of spatial independence of
observations. Therefore, we also run a variant of our
baseline model using standard errors proposed by
Driscoll and Kraay (1998), which are robust to hetero-
skedasticity and autocorrelation, but also to general
forms of cross-sectional dependence. As shown in spec-
ification 7, accounting for residual cross-sectional
dependence in this manner produces even smaller
standard error estimates. This suggests that our choice
of standard errors (i.e., cluster-robust standard errors)
produces rather conservative standard error estimates,
so that type I errors are less likely to occur. As another
way to address the issue of cross-sectional dependence,
we also run a common correlated effects regression
within a GMM framework following Pesaran (2006).
As shown in Table C.1 in the Supplementary Material,

10 Our argument for our instrumental variable mimics the one by
Acemoglu et al. (2019) who instrument local democratic institutions
via regional democratization to estimate the causal effect of local
democracy on economic growth. They argue that regional democra-
tization reflects “the demand for democracy … across countries
within a region, which tend to have similar histories, political cultures,
practical problems, and close informational ties” (Acemoglu et al.
2019, 80). Similarly, we argue that tolerance for corruption is similar
across geographically and economically proximate countries, where
we can approximate this unobserved variable via regional corruption
levels.

11 For a discussion of the issue of cross-sectional dependence in
terrorism research, see Gaibulloev, Sandler, and Sul (2014).
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TABLE 1. Effect of Corruption on Terror Attacks

OLS 2SLS

(1) (2) (3) (4) (5) (6) (7) (8)

Political corruption 1.061** 1.227** 0.907* 8.076*** 8.935*** 6.878*** 6.878*** 7.498***
(0.445) (0.511) (0.474) (2.466) (2.455) (2.318) (0.746) (2.436)

Population 1.943*** 1.471*** 1.471*** 1.534***
(0.393) (0.434) (0.165) (0.464)

GDP per capita 0.408* 0.744*** 0.744*** 0.811***
(0.220) (0.283) (0.100) (0.301)

Democracy 0.376* 0.832** 0.832*** 0.771**
(0.196) (0.345) (0.141) (0.356)

State failure 0.325*** 0.323*** 0.323*** 0.291***
(0.050) (0.052) (0.031) (0.050)

First stage
Regional exposure 0.553*** 0.549*** 0.520*** 0.520*** 0.519***

(0.161) (0.143) (0.148) (0.038) (0.149)
Population 0.053 0.053*** 0.055

(0.043) (0.009) (0.044)
GDP per capita −0.050** −0.050*** −0.051**

(0.022) (0.006) (0.022)
Democracy −0.085*** −0.085*** −0.083***

(0.027) (0.016) (0.027)
State failure −0.001 −0.001 −0.001

(0.003) (0.001) (0.003)
Effective F-statistic 11.811 14.702 12.413 184.996 12.050
AR p-value 0.000 0.000 0.001 0.000 0.001
AR Ci [4.91, 19.4] [5.45, 18.2] [3.81, 18.2] [5.45, 8.72] [4.36, 19.3]
CD-test p-value 0.000 0.000 0.097 0.112 0.038 0.884 0.884 0.933
PURT-test p-value 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
Observations 7,383 6,726 6,726 7,383 6,726 6,726 6,726 6,561
Country FE ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

Year FE ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

Mean DV 1.400 1.400 1.400 1.400 1.400 1.400 1.400 1.400

Note: The table presentsmain specification results (OLS and 2SLS) of the effect of (exposure to regional) corruption on terrorism in the subsequent year. Robust SE clustered at the country level in
parentheses (Driscoll–Kraay SE inmodel 7). Model 8 uses 2-year instead of 1-year lags. Because several countries in the sample gained independence only after 1970, the number of country-year
observations varies from 129 in 1970 to 175 in the 2000s. On average, we observe 160 countries per year. Models 1 and 4 show the parsimonious estimates for the largest possible sample. The
remaining models restrict the sample to country-year observations without missing control variables to ensure comparability across specifications. CD-test reports the p-values associated with
Pesaran’s test for cross-sectional dependence, where the null hypothesis is cross-sectional independence. PURT-test reports the p-values associated with Choi’s Fisher-type panel unit-root test,
where the null hypothesis is that all panels contain a unit root (i.e., are nonstationary) against the alternative that at least one panel is stationary. For the PURT-test, we subtract the cross-sectional
averages from the series to mitigate concerns about cross-sectional dependence. *p < 0:10, **p < 0:05, ***p < 0:01:
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our main effect of corruption on terrorism is robust to
this alternative specification.
For another, there may be concerns about model

choice and lag length selection. As a first way to
address this concern, we use 2-year instead of 1-year
lags for all independent variables. Specification 8 in
Table 1 produces results that are very similar to our
baseline estimates. In Appendix C.2 of the Supple-
mentary Material, we consider issues of lag length
selection more in-depth by discussing and running a
series of error-correction models (e.g., Engle and
Granger 1987; De Boef and Keele 2008). These
models allow us to examine how the inclusion of lags
of the dependent variable, and additional lags of the
independent variables, affect our estimates. At the
same time, they allow us to address concerns about
non-stationarity and cointegration, while also
enabling us to study the relationship between corrup-
tion and terrorism in the long run. As shown in
Table C.2 in the Supplementary Material, our long-
run estimates suggest that higher levels of corruption
lead to more terrorism. Indeed, these (dynamic) esti-
mates are rather close to our (static but more parsi-
monious) estimates reported in Table 1, suggesting
that the main results are not affected by different lag
structures (concerning both lags of the dependent and
independent variables) and non-stationarity. This lat-
ter finding speaks to the results from panel unit-root
tests following Choi (2001), which we report in
Table 1 and which suggest that the residuals from
our baseline estimates are not affected by non-
stationarity, further ameliorating spurious regres-
sions concerns.

Plausibly Exogenous Framework

While the exclusion restriction cannot be tested
directly, there are ways to probe it. We first rely on
the plausibly exogenous method of Conley, Hansen,
and Rossi (2012). This method relaxes the assumption
of perfect instrument exogeneity, instead allowing for
violations of the exclusion restriction. The plausibly
exogenous methods rests on the following 2SLSmodel:

corruptioni,t ¼ β1 × regcorruptioni,t þ δ1 × Xi,t

þ α1,i þ τ1,t þ ε1,i,t,

(4)

terrori,t ¼ β2 × dcorruptioni,t−1 þ γ × regcorruptioni,t−1
þ δ2 × Xi,t−1 þ α2,i þ τ2,t þ ε2,i,t:

(5)

Regional exposure to corruption—the instrument—
can now directly affect terrorism in the country of
interest i in the second stage via γ , meaning that the
exclusion restriction is violated; in case of γ being equal
to zero, the exclusion restriction would be valid. By
considering different values of γ, we can investigate how
violations of the exclusion restriction matter to our IV
estimates. Below, we use the union of confidence

interval approach proposed by Conley, Hansen, and
Rossi (2012). For our analysis, we consider various
values of γ, where the upper bound is chosen according
to the reduced-form equation. These reduced-form
estimates are reported in Panel A of Table 2 and
indicate—consistent with our IV approach—that
higher levels of regional corruption correlate with
higher levels of terrorism in the country of interest.
While we assume per the exclusion restriction that this
effect is only due to the role of shared tolerance of
corruption (approximated by regional corruption) in
local corruption, by means of the plausibly exogenous
approach, we can assess how robust our findings are to

TABLE 2. Zero-First-Stage Tests

(1) (2) (3)

Countries in quasi-zero-
first-stage

32 32 19

… of which OECD
countries before 1990

18 0 0

Within SD of corruption
in quasi-zero-first-
stage

0.009 0.024 0.022

Countries in remaining
sample

135 135 148

Within SD of corruption
in remaining sample

0.097 0.095 0.091

Panel A: Reduced form effect of regional corruption on
local terrorism

Full sample 3.575*** 3.575*** 3.575***
(1.061) (1.061) (1.061)

Quasi-zero-first-stage
group

0.040 −0.218 −0.446

(1.993) (1.086) (2.724)
Remaining sample 3.787*** 3.834*** 3.476***

(1.225) (1.251) (1.096)

Panel B: First-Stage effect of regional corruption on local
corruption

Full sample 0.520*** 0.520*** 0.520***
(0.148) (0.148) (0.148)

Effective F-statistic 12.413 12.413 12.413
AR p-value 0.001 0.001 0.001
Quasi-zero-first-stage
group

0.027 0.022 0.106

(0.030) (0.061) (0.090)
Effective F-statistic 0.854 0.135 1.402
AR p-value 0.985 0.850 0.881
Remaining sample 0.539*** 0.558*** 0.521***

(0.168) (0.172) (0.158)
Effective F-statistic 10.326 10.535 10.930
AR p-value 0.003 0.003 0.002
Baseline controls ✓ ✓ ✓

Country FE ✓ ✓ ✓

Year FE ✓ ✓ ✓

Note: Full sample refers to the baseline sample of 167 countries
without missing control variable values; we report the baseline
results for comparison. Robust SE clustered at the country level
in parentheses. *p < 0:10, **p < 0:05, ***p < 0:01.
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different degrees of instrumental invalidity. As a lower
bound, we consider a value of γ ¼ −1 , which would
imply that more regional corruption is associated with
less terrorism in the country of interest.
Figure 4 presents the upper and lower bounds for

the corruption coefficient, applying the plausibly
exogenous approach for our baseline empirical
model. There are two conclusions. First, if γ < 0, the
upper bound effect of local corruption on terrorism
becomes larger. Such a relationship might emerge
when regional corruption positively correlates with
certain predictors of terrorism. Second, as long as
γ < 1:5, the 95% confidence interval does not include
zero (for 90% CI, this γ threshold is 1.9). Taken
together, the results suggest that γ has to reach a
value that is in excess of 42% of the size of the
reduced-form estimate for the coverage area to
include zero (53% of the reduced form effect size
for the 90% CI). This, in turn, suggests that our IV
estimates appear to be robust to high degrees of
instrumental invalidity.
Another informal test of the exclusion restriction is

the so-called zero-first-stage test, which considers a
sub-sample for which the first stage is zero (van
Kippersluis and Rietveld 2018). For this sub-sample,
the reduced form should then also be zero if the
exclusion restriction is satisfied. Because there are
no countries that saw zero changes in corruption over
the 1970–2018 period, we construct a “quasi zero-
first-stage group,” for which the responsiveness of
local to regional corruption (indicated by the respec-
tive standard deviation of local corruption per coun-
try) over the observation period is as close to zero as
possible.
We consider three quasi zero-first-stage country

groups that include 32 countries (approximately
one-fifth of the total sample) and 19 countries,
respectively. The first group includes countries for

which local political corruption was the least respon-
sive.12 Eighteen out of 32 countries were OECD
members before 1990, which could raise concerns
that this zero-first-stage may not be informative
about the corruption–terrorism nexus in non-OECD
countries. Thus, we create a second country group
that includes those 32 non-OECD countries
(nonmembers before 1990) that saw the lowest levels
of responsiveness of their local corruption levels.13
Because this group contains several small nations, we
define a third zero-first-stage group comprising of
those non-OECD countries with the lowest corrup-
tion responsiveness and at least two-million inhabi-
tants. Table 2 shows that the effect of regional
corruption on local terrorism (reduced form) is not
significant in the quasi zero-first-stage samples (Panel
A) and that the effect of regional on local corruption
(first stage) is similarly imprecisely estimated (Panel
B). These findings indicate that the direct effect of
regional exposure to corruption on terrorism is neg-
ligible. While the zero-first-stage test can never verify
the exclusion restriction, our findings support the
notion that this restriction is satisfied.

The results from the zero-first-stage test also provide
informative values for γwithin the plausibly exogenous
framework (van Kippersluis and Rietveld 2018). For
“true” zero-first-stage cases, the reduced-form esti-
mated effects of regional corruption on terrorismwould
be equal to γ.14 For our analysis, we can use the reduced-
form estimates for the quasi-zero-first-stage country
groups as an input for the plausibly exogenous
approach to investigate how such plausible violations
of the exclusion restriction affect our 2SLS estimates.
Using γ ¼ 0:040 (quasi-zero-first-stage countries in
column 1 of Table 2) yields a β associated with political
corruption of 6.851 [95% CI: 2.281, 11.421]. Similarly,
using γ ¼ −0:218 yields β=7.152 [95% CI: 2.334, 11.969]
and γ ¼ −0:446 yields β=7.443 [95% CI: 2.335, 12.552].
That is, the implied violations of the exclusion restric-
tions do not result in the inclusion of zero in the 95%
confidence interval associated with β2 , meaning that
political corruption exerts an unfavorable effect on
terrorism when instrumented by regional corruption
under plausible violations of the exclusion restriction.
Indeed, the same conclusion can also be drawn from
Figure 4, where γ-values of 0:040, −0:218, and −0:446,
respectively, clearly do not include zero.

FIGURE 4. Testing Instrument Invalidity via
Union of Confidence Interval Approach
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Note: The figure shows the upper and lower bounds of the 95%
confidence intervals based on the union of confidence interval
approach with varying degrees of instrument invalidity.

12 These countries are Australia, Austria, Belgium, Canada, Den-
mark, Finland, France, Germany, Iceland, Japan, Luxembourg, the
Netherlands, New Zealand, Norway, Sweden, Switzerland, the
United Kingdom, the United States, as well as Bahrain, Barbados,
the Czech Republic, Honduras, Israel, Jamaica, Montenegro,
Mozambique, Namibia, Russia, Saudi Arabia, Singapore, Trinidad
and Tobago, and Turkmenistan.
13 In addition to the 14 non-OECD members listed above, this
country group also includes Bhutan, Botswana, Cabo Verde, Cuba,
the Dominican Republic, Fiji, Gabon, Guatemala, Libya, Lithuania,
Malta,Mauritius, PapuaNewGuinea, the SlovakRepublic, Slovenia,
South Africa, Timor-Leste, and Uzbekistan.
14 The reduced-form relationship between regional exposure to cor-
ruption and terrorism captures both γ and β2 , i.e., the effect of
regional corruption on terrorism via local corruption.
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Finally, vanKippersluis andRietveld (2018) argue that
incorporating uncertainty around the direct effect of the
regional corruption on terrorism is meaningful, given
potential differences in covariates between the zero-first-
stage and full sample. They suggest—as a rule of thumb
—fixing the variance in such a way that the normalized
difference in direct effects between the (quasi) zero-first-
stage and the full sample does not exceed one-quarter in
95% of cases, meaning that the variance–covariance

matrix ω is given by ω ¼ ð0:125 ×
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
s20 þ s21

q
Þ
2
, where s0

is the standard error of γ in the quasi-zero-first-stage and
s1 is the standard error of γ for the remaining sample.We
can incorporate this uncertainty by applying the local-to-
zero approach of Conley, Hansen, and Rossi (2012).
Here, we find that for the first quasi-zero-first-stage
country group (with γ ¼ 0:040), ω ¼ 0:655, which yields
a β associated with political corruption of 6.226 [95%CI:
0.974, 11.447]. For the first alternative quasi-zero-first-
stage country group (with γ ¼ −0:242),ω ¼ 0:043, result-
ing in β =6.726 [95% CI: 2.414, 11.038], while for the
second alternative group (with γ ¼ −0:446), ω ¼ 0:140,
yielding β=7.168 [95%CI: 2.697, 11.640].Hence, allowing
for uncertainty does not overrule our finding that more
corruption leads to more terrorism, where the difference
between covariates for the alternative quasi-zero-first-
stage country group (from which OECD members are
excluded) appears to be especially benign.

Robustness of Instrumental Variable
Approach

We consider several additional ways to further probe
the robustness of our IV results, focusing on instru-
ment construction and potential violations of the
exclusion restriction, which we discuss in detail in
Appendix B of the Supplementary Material. First,
we show in Table B.1 in the Supplementary Material
that the results are robust to amore detailed definition
of local exposure (18 instead of 6 UN geographical
regions), to using yearly or 1995-fixed WDI income
levels and to a continuous measure of geographical
proximity (log capital distance) instead of world
regions. Each of these alternative IV constructions
renders effects of political corruption on terrorism
comparable to our main specification. Second, we
show that random assignment of baseline instrument
values to other countries produces zero results. These
placebo checks confirm that the geographical and
economic ties between regional and local corruption
are essential to the relevance and validity of our
baseline IV approach. They speak to the notion that
there is an unobserved corruption tolerance variable
that is non-randomly distributed across geographi-
cally and economically proximate countries, which
we can capture with our regional corruption instru-
ment. Third, the exclusion restriction may be violated
due to shocks that are correlated within regions and
simultaneously affect local corruption and terrorism
(e.g., Betz, Cook, and Hollenbach 2018). To address
such concerns, we control for a series of time-varying
variables that ought to capture the role of regionally

correlated economic, political, institutional, and
demographic shocks. Controlling for these regional
shocks does not affect our main empirical conclusion,
which raises further confidence in our assumption that
the exclusion restriction is valid (Table B.2 in the
Supplementary Material).

Further Robustness Checks

Having provided evidence that our IV approach is
sound, we consider further ways to probe the robust-
ness of our empirical findings in Appendix C of the
Supplementary Material. In detail, we show that our
findings are also robust to changes to our baseline
model, for example, in terms of the operationalization
of controls (Table C.1). For example, Enders, Hoover,
and Sandler (2016) and Gaibulloev, Piazza, and Sand-
ler (2017) suggest that per-capita income and democ-
racy may share a nonlinear relationship with terrorism;
our results are robust to the inclusion of such non-
linearities. Similarly, the interpretation of the results
does not change with the inclusion of additional control
variables (Table C.4). It is also not affected by alterna-
tive measurements of the dependent variable, for
example, by measuring terrorism in per capita terms
(Table C.5); by considering alternative modes of ter-
rorist attacks (e.g., bombings vs. kidnappings;
Table C.6); by differentiating between domestic and
transnational terrorism as well as between government
and civilian terrorist targets (Table C.7); and by drop-
ping potentially influential cases such as countries
which exceptionally high levels of terrorist activity or
political corruption (Table C.8). Finally, inAppendixD
of the Supplementary Material, we investigate the role
of specific subtypes of corruption in terrorism. We find
that corruption in the executive, legislative, and judicial
branches encourages more terrorist activity, which
tends to point to a generalized relationship between
political corruption and terrorism. However, the effect
of public sector corruption on terrorism—while having
the expected sign—is not estimated precisely enough to
fully support this notion. For this case, IV diagnostics
suggest that our IV is too weak to allow for proper
identification.

Exploration of Mechanisms

As another important contribution, we study the poten-
tial mechanisms throughwhich political corruptionmay
translate into increased terrorist activity. Above, we
discussed three transmission channels: (1) an inade-
quate provision of public goods (which, in turn, exac-
erbates economic grievances), (2) stronger political
dissatisfaction related to the reduced viability of peace-
ful political contestation, and (3) reduced counter-
terrorism capacity. To provide suggestive evidence on
their role, we consider the following 2SLS system:

corruptioni,t ¼ β1 × regcorruptioni,t þ δ1 × Xi,t

þ α1,i þ τ1,t þ ε1,i,t,
(6)
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mvj,i,t ¼ β2 × dcorruptioni,t−1 þ δ2 × Xi,t−1

þ α2,i þ τ2,t þ ε2,i,t:
(7)

Employing our usual IV approach and including the
baseline set of controls and fixed effects, we investigate
the effect of political corruption on six mediator vari-
ables (mv). In addition to estimating the causal effect of
corruption on these mediators, we also study the cor-
relation between these variables and terrorism.15 The
link from the various mediator variables to local ter-
rorism should not be interpreted causally.
First, health inequality and education equality (both

VDEM) measure the provision of public goods. Fur-
thermore, these measures relate to their eventual rela-
tionship with inequality and exclusion. We expect
corruption to reduce health and education equality
and lower levels of equality to correlate with higher
levels of terrorist activity. Second, we consider political
accountability (VDEM) and political protest (Banks
and Wilson 2013). The former variable refers to the
extent that citizens, civil society organizations, and
the media can hold the government accountable, while
the latter measures the number of nonviolent or unor-
ganized political protests (strikes, riots, and anti-
government demonstrations). We expect corruption
to adversely affect government accountability and lead
to more political protest, and low levels of accountabil-
ity and high levels of political protest to breed terror-
ism. Third, we employ the indicators military capacity
and territorial control using data from the National
Material Capabilities Dataset updated from Singer
(1988) and VDEM, respectively. The former variable
is a composite measure of military capacity that
accounts—via principal component analysis—for a
country’s total military spending, number of military
personnel, and per-capita military spending.16 The lat-
ter variable indicates the percentage of territory a state
has effective control over, where such control may be
disputed by, for example, criminals, warlords, or insur-
gents. Both variables thus relate to a country’s counter-
terrorism capacity. We anticipate corruption to lower
this capacity and lower capacity to correlate with
increased terrorist activity.
The empirical results reported in Table 3 can be

summarized as follows.17 First, political corruption
reduces both health and education equality (Panel
A). This is consistent with the idea that corruption
undermines (e.g., by distorting public investment) the
provision of public goods that could otherwise amelio-
rate socioeconomic inequality. Countries with inade-
quate public goods provision also see more terrorism
(Panel B). For instance, this finding is in line with
earlier contributions stressing the inequality–terrorism
nexus (e.g., Ezcurra and Palacios 2016; Krieger and

Meierrieks 2019). Second, we find no evidence that
corruption affects political accountability and protest,
nor that a lack of accountability correlates with more
terrorism. This may indicate that the role of corruption
in the viability of peaceful political contestation is less
pronounced, at least concerning the political input
(accountability) and output (protest) variables we con-
sider in this article. In line with Campos and Gassebner
(2013), there is, however, evidence that more political
protest is associated with more terrorist activity. Third,
political corruption reduces both military capacity and
the state’s territorial control. What is more, both vari-
ables negatively correlate with terrorism, which speaks
to earlier empirical analyses of the unfavorable rela-
tionship between state weakness and terrorism (e.g.,
Lai 2007).

Corruption and Other Types of Conflict

In principle, corruption may also matter to other forms
of conflict. Estimating a parsimonious specification of
our 2SLS model, however, we find no effect of corrup-
tion on incidences of ethnic, civil, and international war
(Table D.2 in the Supplementary Material; the conflict
data are fromMarshall 2019). Moreover, in Table 3, we
have already shown that corruption does not affect
protest (strikes, riots, and demonstrations). These ten-
tative findings suggest differences between the deter-
minants of terrorism and other forms of political
violence (see also, e.g., De La Calle and Sanchez-
Cuenca 2012; Sambanis 2008). However, we invite
future research to undertake more elaborate assess-
ments of whether the violent consequences of corrup-
tion go beyond terrorism.

CONCLUSION

Does corruption affect terrorism? To answer this ques-
tion, we study a sample of 175 countries between 1970
and 2018. To provide causal estimates of the effect of
political corruption on terrorism, we leverage plausibly
exogenous variation in exposure to corruption in
countries that are geographically and economically
proximate to the country of interest to indicate region-
specific (unobserved) differences in corruption toler-
ance. As our main empirical finding, we show that
higher levels of corruption lead to more terrorist activ-
ity. We assess the robustness of this finding in various
ways, especially by probing our instrument’s strength
and the validity of the exclusion restriction. Our main
finding survives these robustness checks as well as
others.

Exploring potential transmission channels, we find
that corruption adversely affects the provision of public
goods and undermines military capacity. An inadequate
provision of public goods—through its unfavorable rela-
tionship with economic inequality and exclusion—and
low counter-terrorism capacity, in turn, are associated
with more terrorism. This supports our proposed game-
theoretical representation of terrorism, where the gov-
ernment’s choice of corruption encourages terrorism by

15 Summary statistics are reported in TableA.1 in the Supplementary
Material.
16 This approach to measure military capacity follows Auer and
Meierrieks (2021).
17 Note that for some mediators, the number of observations is
smaller because of missing data.
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lowering terrorism’s opportunity costs as well as its
direct costs.
Our study does not come without limitations. For

instance, while we use high-quality macro data to make
general statements about the relationship between cor-
ruption and terrorism and recover causal effects, case
studies that focus on important country cases (e.g.,
Colombia or Iraq) could add detailed insights and pos-
sibly strengthen the arguments put forward in this study.

Counter-corruption measures (e.g., the creation of
anti-corruption agencies and the introduction of trans-
parency laws) are often implemented by governments
to attract foreign investors and stimulate economic
growth. The results of our empirical analysis imply that
such counter-corruption actions may also reduce ter-
rorism. Furthermore, there is evidence that foreign aid
reduces corruption (e.g., Okada and Samreth 2012;
Tavares 2003). In light of our findings, providing

TABLE 3. Potential Mechanisms

Panel A.: Potential mechanisms (2SLS)

Public goods Political Counter–terrorism

provision contestation capacity

Health equ. Educ. equ. Accountability Protest Military State control
(1) (2) (3) (4) (5) (6)

Political corruption −2.748** −2.177** 0.261 0.278 −3.026� −0.127�
(1.138) (0.934) (0.750) (0.564) (1.559) (0.072)

Population 0.304 0.472** 0.048 0.587*** −0.353 0.014
(0.220) (0.206) (0.101) (0.162) (0.218) (0.017)

GDP per capita 0.056 −0.003 −0.074 0.011 −0.218 −0.003
(0.131) (0.086) (0.074) (0.106) (0.155) (0.009)

Democracy 0.066 0.031 1.552*** −0.050 −0.448** −0.011
(0.140) (0.120) (0.101) (0.096) (0.202) (0.012)

State failure −0.021� −0.014 −0.014 0.007 0.008 −0.018***
(0.012) (0.012) (0.012) (0.016) (0.009) (0.003)

First stage

Regional exposure 0.520*** 0.520*** 0.520*** 0.492*** 0.511*** 0.520***
(0.148) (0.148) (0.148) (0.166) (0.169) (0.148)

Effective F-statistic 12.413 12.413 12.413 8.816 9.114 12.417
AR p-value 0.021 0.020 0.744 0.636 0.034 0.103
AR CI [−6.96,

−0.90]
[−4.54,
−0.30]

[−1.51, 1.51] [−0.90, 1.51] [−9.39,
−0.90]

[−0.40,
−0.01]

Observations 6,726 6,726 6,726 5,056 5,372 6,719
Country FE ✓ ✓ ✓ ✓ ✓ ✓

Year FE ✓ ✓ ✓ ✓ ✓ ✓

Mean DV 0.494 0.447 0.499 0.474 0.0175 0.920

Panel B.: Effect of potential transmission variables on terrorism (OLS)

Health equ. Educ. equ. Accountability Protest Military State control
(7) (8) (9) (10) (11) (12)

Transmission variable −0.302*** −0.229** 0.071 0.223*** −0.197*** −6.404***
(0.110) (0.108) (0.167) (0.038) (0.051) (1.483)

Population 2.037*** 2.076*** 2.012*** 1.673*** 1.943*** 2.053***
(0.374) (0.385) (0.408) (0.388) (0.395) (0.396)

GDP per capita 0.421* 0.383* 0.363 0.355* 0.475** 0.398*
(0.230) (0.222) (0.228) (0.202) (0.240) (0.220)

Democracy 0.389* 0.351* 0.192 0.249 0.287 0.302
(0.203) (0.203) (0.282) (0.179) (0.196) (0.194)

State failure 0.319*** 0.322*** 0.327*** 0.255*** 0.284*** 0.204***
(0.049) (0.050) (0.050) (0.050) (0.051) (0.055)

Observations 6,726 6,726 6,726 5,219 5,515 6,716
Country FE ✓ ✓ ✓ ✓ ✓ ✓

Year FE ✓ ✓ ✓ ✓ ✓ ✓

Note: The table explores potential mechanisms by replacing the main outcome (terrorist attacks) with key determinants of public goods
(models 1 and 2), political grievances (models 3 and 4), and counter-terrorism capacity (models 5 and 6). OLS and robust SE clustered at
the country level in parentheses. *p < 0:10, *p < 0:05, ***p < 0:01.
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foreign aid may ultimately also deter terrorism in aid-
receiving countries through its favorable effect on local
corruption. This may be especially interesting to donor
countries due to the international dimension of terror-
ism, where terrorism in one part of the world can easily
motivate radicalization and extremism in others.
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