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Abstract

Contrary to the common belief that more information is always better, Gigerenzer et al. (1999) showed that simple
decision strategies which rely on little information can be quite successful. The success of simple strategies depends
both on bets about the structure of the environment and on the core capacities of the human mind, such as recognition
memory (Gigerenzer, 2004). However, the interplay between the environment and the mind’s core capacities has rarely
been precisely modeled. We illustrate how these environment-mind interactions could be formally modeled within the
cognitive architecture ACT-R (J. R. Anderson et al., 2004). ACT-R is an integrated theory of mind that is tuned to the
statistical structure of the environment, and it can account for a variety of phenomena such as learning, problem solving,
and decision making. Here, we focus on studying decision strategies and show how the success of theses strategies
in particular environments depends on characteristics of core cognitive capacities, such as recognition and short term
memory.
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1 Introduction

The six million dollar man was among the most popular
television shows in the 1970’s, at least among eight to
twelve year old American boys. The credits open with a
spectacular crash of a rocket jet tumbling into a fireball.
A team of surgeons hovers over Steve Austin, test pilot,
working feverishly to replace his injured legs, right arm
and eye with superbly engineered “bionic” substitutes. In
the voice over we hear: “Gentlemen, we can rebuild him.
We have the technology. We have the capability to make
the world’s first bionic man. Steve Austin will be that
man. Better than he was before. Better, stronger, faster.”
We cut next to Steve Austin, six million dollar man, rac-
ing across a field and seeing objects at a distance with his
better-than-a-telescope eye.

Like Steve Austin’s doctors, most of us believe we
would be better off if we were stronger and faster. Sim-
ilarly, we would be better off, or at least, would have
had better college transcripts if we had been blessed with
bionic cognitive abilities, such as unfailing memories and
the ability to hold complex equations in mind. Another
view on the humble cognitive capacities of the human
mind is that those limitations — such as forgetting —
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may serve important functions. Arguably, the most im-
portant function of memory is not simply to store all in-
formation we encounter, but to provide us with important
information in specific situations. In this view, the human
memory system is organized in a way which facilitates
the retrieval of information which is recent or frequent
(J. R. Anderson & Schooler, 1991) and sensitive to the
context (Schooler & Anderson, 1997). In this way, the
system retrieves the memories, that is, the information
we are most likely to need.

Many word processors incorporate a timesaving fea-
ture that illustrates this view of forgetting. When a user
goes to open a document file, the program presents a “file
buffer,” a list of recently opened files from which the user
can select. Whenever the desired file is included on the
list, the user is spared the effort of searching through the
file hierarchy. For this device to work efficiently, how-
ever, the word processor must provide users with the files
they actually want. It does so by “forgetting” files that
are considered unlikely to be needed on the basis of the
assumption that the time since a file was last opened is
negatively correlated with its likelihood of being needed
now. Similarly, if you want to remember where you have
parked your car, it is quite useful to forget where you
have parked before. There is growing evidence also from
other domains (such as language acquisition) that cogni-
tive limits can be beneficial (for an overview, see Hertwig
& Todd, 2003) while too much thinking can even hurt
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performance, for example for sports experts (Beilock,
Bertenthal, McCoy, & Carr, 2004) and in implicit cate-
gory learning (DeCaro, Thomas, & Beilock, in press).

In line with this view of the mind as an adaptation to
the environment, the program on Fast and Frugal heuris-
tics takes the position that humans possess a repertoire of
cognitive strategies, or heuristics, which can solve spe-
cific problems (e.g., Gigerenzer, Todd, and the ABC re-
search group, 1999). Gigerenzer et al. called this col-
lection of cognitive strategies the adaptive toolbox. The
rationality of these heuristics is not logical but ecologi-
cal: Success is anchored both in the structure of the en-
vironment and in the core capacities of the human mind
(Gigerenzer, 2004). A cognitive strategy can be simple
by exploiting the core capacities (such as recognition or
recall memory) of the human mind that through evolution
or learning are highly automatized, requiring little or no
effort.

Goldstein and Gigerenzer (2002) “consider heuristics
to be adaptive strategies that evolved in tandem with fun-
damental psychological mechanisms” (p. 75). Within the
fast and frugal program, this interplay between the envi-
ronment and the mind has rarely been explored with de-
tailed models of core capacities. The models of heuristics
presupposed specific core capacities of the mind (such as
recognition memory) without embedding the core capac-
ity directly into the model. In other words, models of
heuristics (and many other models of decision making)
are underspecified with regard to how decision making
will be affected by the interaction between the mind’s
core capacities and the structure of the environment.

The goal of this paper is to illustrate how cognitive
modeling can capture environment-mind interactions and
thereby inform decision making research. In particular,
we employ a formal cognitive architecture such as ACT-
R (J. R. Anderson, Bothell, Byrne, Douglass, Lebiere &
Qin, 2004) to explore this issue. In principle, other cog-
nitive models of memory could be used for the purpose
of analyzing the relation between environment, memory,
and the performance of inference strategies. In fact, we
believe the main findings regarding memory function and
the ecological rationality of inference strategies would
remain largely the same as long as a reasonable model
of memory was used. One such model, REM (Shiffrin
& Steyvers, 1997), descends from SAM (Gillund &
Shiffrin, 1984; Raaijmakers & Shiffrin, 1981), but is en-
riched by a Bayesian analysis in the spirit of J. R. Ander-
son’s rational analysis (e.g., J. R. Anderson & Schooler,
1991). Another good candidate would be MINERVA-
DM (Dougherty, Gettys, & Ogden, 1999), which has
been shown to account for a wide variety of judgment
phenomena, including for example, the availability and
the representativeness heuristics. The relation between
ACT-R and other models will be discussed in more detail

in the General Discussion, where we will also illustrate
how ACT-R could be extended to topics and tasks beyond
those examined here.

2 ACT-R as an integrative frame-
work

ACT-R is an integrated theory of mind which is able to
account for a variety of phenomena including, for exam-
ple, practice and retention (J. R. Anderson, Fincham, &
Douglass, 1999), decision making (Gonzalez, Lerch, &
Lebiere, 2003), language learning (Taatgen & Anderson,
2002), and probability learning (Lovett, 1998). The core
of ACT-R is constituted by the declarative memory sys-
tem for facts (knowing that) and the procedural system
for rules (knowing how). The declarative memory system
consists of chunks that represent information (e.g., about
the outside world, about oneself, about possible actions,
etc.). These chunks take on activations that determine
their accessibility. That is, whether they can be retrieved.
As a consequence of following ACT-R’s standard rule for
reinforcing chunks, the history of how often and when
chunks have been used in the past determines their acti-
vation. The activation of a chunk is higher the more fre-
quently and the more recently it has been used. Because
activation reflects frequency and recency, different histo-
ries can lead to the same level of activation at any given
moment of time.

The procedural system consists of if-then rules that
model the course of action an individual could perform to
solve a specific task. Given that all the conditions spec-
ified on their if-side are met, the productions execute all
the actions specified on the then-side. The if-side can
specify conditions in the outside world that need to be ful-
filled, for example that a new object has appeared on the
screen, but also internal conditions, such as that a specific
chunk has been retrieved. Similarly, the actions specified
on the then-side include internal actions such as trying to
retrieve a chunk from the declarative system as well as
actions to interact with the environment, such as looking
for a new object on the computer screen or pressing a key
on the keyboard.

In the next section we illustrate how a specific heuristic
— the recognition heuristic — can be implemented into
the ACT-R cognitive architecture. Not only has this im-
plementation permitted investigation into environment-
mind interactions (with a special focus on the impact of
the mind’s limitations), but it has also lead to a specifica-
tion of a relative of the recognition heuristic, the fluency
heuristic (cf. Jacoby & Dallas, 1981).
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3 More is not always better: The
recognition and the fluency
heuristics

The recognition heuristic illustrates the interplay between
the structure of the environment and core capacities of
the human mind (Goldstein & Gigerenzer, 2002). In
short, the recognition heuristic uses the information about
whether an object is recognized or not to make inferences
about some criterion value of this object. More specif-
ically, the recognition heuristic can be used for paired
comparisons between two objects, one recognized, the
other not. It is defined as follows:

Recognition heuristic: If one of two objects is
recognized and the other is not, then infer that
the recognized object has the higher value with
respect to the criterion (Goldstein & Gigeren-
zer, 2002, p. 76).

The recognition heuristic is simple because it can rely
on the human core capacity of recognition memory. Note
that this does not mean that the process of recognition is
simple per se, but rather that the recognition heuristic is
simple given recognition memory.

The recognition heuristic will be successful in envi-
ronments in which the probability of recognizing ob-
jects is correlated with the criterion to be inferred. This
is, for example, the case in many geographical domains
such as city or mountain size (Goldstein & Gigerenzer,
2002), and in many competitive domains such as predict-
ing the success of tennis players (Serwe & Frings, 2006;
Scheibehenne & Bröder, 2007), or of political parties
(Marewski, Gaissmaier, Schooler, Goldstein, & Gigeren-
zer, 2008). One reason why objects with larger crite-
rion values are more often recognized is that they are
more often mentioned in the environment. There is ev-
idence that the recognition heuristic is often in accor-
dance with how people actually make inferences (e.g.,
Goldstein & Gigerenzer, 2002; Pachur & Hertwig, 2006;
Pachur, Bröder & Marewski, in press; Reimer & Kat-
sikopoulos, 2004). However, it has been heavily debated
whether recognition is indeed the only cue that is con-
sidered in probabilistic inference (when applicable), as
was originally proposed by Goldstein and Gigerenzer, or
whether it is simply one cue among others, albeit a very
important one (e.g., Bröder & Eichler, 2006; Newell &
Fernandez, 2006; Newell & Shanks, 2004; Pohl, 2006;
Richter & Späth, 2006).

To be successful, the recognition heuristic requires that
a person does not recognize too much nor too little, be-
cause to be applied, only one of the alternatives needs to
be recognized but not the other. If too few or too many

objects are recognized, then recognition will be uninfor-
mative because it will rarely discriminate between ob-
jects. By implementing the recognition heuristic in ACT-
R, Schooler and Hertwig (2005) showed that some for-
getting could fuel the success of the recognition heuris-
tic because it helps maintain the essential level of par-
tial knowledge. The idea behind this was the following:
Without forgetting, the person would, over time, recog-
nize all of the objects. Thus, recognition is no longer a
useful piece of information because it does not discrimi-
nate between objects. If, on the other hand, there were too
much forgetting, a person would recognize so few objects
that recognition would no longer be a useful cue. The key
to success lies in recognizing some — but not all — of the
objects, and forgetting helps to keep it that way, which
will be demonstrated in more detail in the following.

3.1 Modeling the Recognition Heuristic
within ACT-R

According to Goldstein and Gigerenzer (2002), the
recognition heuristic works because there is a chain of
correlations linking the criterion (e.g., city population),
via environmental frequencies (e.g., how often a city is
mentioned), to recognition. ACT-R’s activation tracks
just such environmental regularities, so that activation
differences reflect, in part, these frequency differences.
Thus, it appears that inferences—such as deciding which
of two cities is larger—could be based directly on the ac-
tivation of associated chunks (e.g., city representations).
However, drawing directly on activation is prohibited in
the ACT-R modeling framework for reasons of psycho-
logical plausibility: subsymbolic quantities, such as ac-
tivation, are held not to be directly accessible, just as
people presumably cannot make decisions on the basis
of differences in the long-term potentiation of neurons in
their hippocampus. Yet, the system could still capitalize
on activation differences associated with various objects
by gauging how it responds to them. The simplest mea-
sure of the system’s response is whether a chunk associ-
ated to a specific object can be retrieved at all, and this is
what Schooler and Hertwig (2005) used to implement the
recognition heuristic in ACT-R.

To create their model, Schooler and Hertwig (2005)
first determined the activations of the chunks associ-
ated to various German cities. Following Goldstein and
Gigerenzer’s (2002) original assumption that the fre-
quency with which a city is mentioned in newspapers mir-
rors its overall environmental frequency, they constructed
environments consisting of German cities such that the
probability of encountering a city name on any given sim-
ulated day was proportional to the overall frequency with
which the city was mentioned in the Chicago Tribune.
The model learned about these simulated environments
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by strengthening memory chunks associated with each
city according to ACT-R’s activation equation. In ACT-
R, the activation of a chunk increases with each encounter
of the item, and decays as a function of time.

Second, the model’s recognition rates for the German
cities were determined. Following Anderson, Bothell,
Lebiere and Matessa (1998), recognizing a city was con-
sidered to be equivalent to retrieving the chunk associated
with it. The model’s recognition rate for a particular city
was obtained by fitting the ACT-R equation that yields the
probability that a chunk will be retrieved (given its activa-
tion learned in step 1) to the empirical recognition rates
that Goldstein and Gigerenzer (2002) observed. These
empirical recognition rates were the proportion of Uni-
versity of Chicago participants who recognized the city.

Third, the model was tested on pairs of German cities.
To do this, the model’s recognition rates were used to de-
termine the probability that it would successfully retrieve
a memory chunk associated with a city when it was pre-
sented with the city name as a retrieval cue. The suc-
cessful retrieval of the chunk was taken to be equivalent
to recognizing the associated city. This means that if a
chunk could not be successfully retrieved (because its ac-
tivation was too low), it was taken to be equivalent to not
recognizing the city. Finally, the production rules for the
recognition heuristic dictated that whenever one city was
recognized and the other was not, the recognized one was
selected as being larger, and in all other cases (both cities
recognized or unrecognized) a guess was made. These
decisions closely matched the observed human responses.

This implementation showed that the recognition
heuristic could easily be modeled within the broader
ACT-R framework with the appropriate assumptions
about how recognition could be determined in the sys-
tem. Once this model was in place, Schooler and Hertwig
(2005) proceeded to ask a much more interesting ques-
tion: Can forgetting help memory-based inferences, such
as those made by the recognition heuristic, to be more
accurate? The notion that forgetting serves an adaptive
function has repeatedly been put forth in the history of
the analysis of human memory (in line with the idea that
cognitive limits may carry benefits—see Todd, Hertwig,
& Hoffrage, 2005, and Hertwig & Todd, 2003). Bjork
and Bjork (1988), for instance, have argued that forget-
ting prevents obsolete information from interfering with
the recall of more current information. Altmann and Gray
(2002) make a similar point for the short-term goals that
govern our behavior. From this perspective, forgetting
prevents the retrieval of information that is likely to be
obsolete.

Schooler and Hertwig (2005) were interested in
whether forgetting could enhance decision making by
strengthening the usefulness of recognition. To find out,
they varied forgetting rates in terms of how quickly chunk
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Figure 1: Performance of the recognition and fluency
heuristics vary with decay rate. (Reprinted with permis-
sion from Schooler & Hertwig, 2005.)

activation decays in memory (i.e., ACT-R’s parameter d),
and looked at how this affects the accuracy of the recog-
nition heuristic’s inferences. The results are plotted in
Figure 1, showing that the performance of the recogni-
tion heuristic peaks at intermediate decay rates. In other
words, the recognition heuristic does best when the in-
dividual forgets some of what she knows—with too lit-
tle forgetting, performance actually declines (as it does
with too much forgetting as well, though this is what one
would normally expect). This happens because interme-
diate levels of forgetting maintain a distribution of recog-
nition rates that are highly correlated with the criterion,
and as stated earlier, it is just these correlations on which
the recognition heuristic relies.

3.2 Using continuous recognition values:
The fluency heuristic

The recognition heuristic (and accordingly its ACT-R im-
plementation) relies on a binary representation of recog-
nition: an object is simply either recognized (and re-
trieved by ACT-R) or it is unrecognized (and not re-
trieved). But this heuristic essentially discards informa-
tion when two objects are both recognized but one is rec-
ognized more strongly than the other—a difference that
could be used by some other mechanism to decide be-
tween the two objects, but which the recognition heuris-
tic ignores. Considering this situation, Schooler and Her-
twig (2005) noted that recognition could also be assessed
within ACT-R in a continuous fashion in terms of how
quickly an object’s chunk can be retrieved. This informa-
tion can then be used to make inferences with a related
simple mechanism, the fluency heuristic. Such a heuristic
for using the fluency of reprocessing as a cue in inferen-
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tial judgment has been suggested earlier (e.g., Jacoby &
Dallas, 1981; Kelley & Jacoby, 1998; Whittlesea, 1993;
Whittlesea & Leboe, 2003), but Schooler and Hertwig de-
fine it more precisely for the same context as the recog-
nition heuristic, that is, selecting one of two alternatives
based on some criterion on which the two can be com-
pared. Following this version of the fluency heuristic, if
one of two objects is more fluently reprocessed, then in-
fer that this object has the higher value with respect to the
criterion.

For such a heuristic to be psychologically plausible,
individual decision makers must be sensitive to differ-
ences in recognition times, for instance able to tell the
difference between recognizing “Berlin” instantaneously
and taking a moment to recognize “Stuttgart.” Schooler
and Hertwig (2005) then propose that these differences in
recognition time partly reflect retrieval time differences,
which, in turn, reflect the base-level activations of the cor-
responding memory chunks, which correlate with envi-
ronmental frequency, and finally with city size. Further,
rather than assuming that the system can discriminate be-
tween minute differences in any two retrieval times, they
allow for limits on the system’s ability to do this: if the
retrieval times of the two alternatives are within a just-
noticeable-difference of 100 ms, then the system cannot
distinguish its fluency for the alternatives and must guess
between them.

Schooler and Hertwig’s (2005) model of the fluency
heuristic is related to the notion of availability (Tversky
& Kahneman, 1973). In fact, we believe that Schooler
and Hertwig’s implementation of the fluency heuristic of-
fers a definition of availability that interprets the heuristic
as an ecologically rational strategy by rooting fluency in
the informational structure of the environment. This pre-
cise formulation transcends the criticism that availabil-
ity has been only vaguely sketched (e.g., Gigerenzer &
Goldstein, 1996). Furthermore, one could argue that the
notion of availability and the fluency heuristic incorpo-
rate the recognition heuristic as a special case. Namely,
if one object cannot be retrieved at all (is unrecognized),
this would represent an extreme case of influent repro-
cessing. However, we believe it to be useful to keep these
two heuristics separate because the productions that im-
plement them are different in psychologically important
ways. In the case of the recognition heuristic, one can
immediately decide for the recognized object, without
any further thinking: The recognition heuristic is rarely
in competition with knowledge-based strategies because
knowledge is usually not available for the unrecognized
object (but see Oppenheimer, 2003). In contrast, if both
objects are recognized one cannot immediately decide
between the two objects without taking another step. In
this case, one could bet on fluency. However, fluency is
most often in competition with knowledge-based strate-

Figure 2: A chunk’s activation determines its retrieval
time. (Reprinted with permission from Schooler & Her-
twig, 2005.)

gies which retrieve further information about the objects
and may be more successful in cases where fluency is not
predictive of the criterion. In what they call the cognitive
niche of the fluency heuristic, Marewski and Schooler
(2008) demonstrated that the fluency heuristic should and
is relied upon most when knowledge about the objects
(besides recognition) cannot be retrieved from memory.
When, however, additional knowledge about the objects
is available, then knowledge-based strategies are favored
over the fluency heuristic.

The performance of the fluency heuristic turns out to
be influenced by forgetting in much the same way as the
recognition heuristic, as shown by the upper line in Fig-
ure 1, which shows the combined performance of the
fluency and recognition heuristics. In the case of the
fluency heuristic, intermediate amounts of forgetting in-
crease the chances that differences in the retrieval times
of two chunks will be detected. The explanation for this
is illustrated in Figure 2, which shows the exponential
function that relates a chunk’s activation to its retrieval
time. Forgetting lowers the range of activations to levels
that correspond to retrieval times that can be more easily
discriminated. In other words, a difference in activation
at a lower range results in a larger, more easily detected
difference in retrieval time than an activation difference
of the same magnitude at a higher range.

Both the recognition and fluency heuristics can be
understood as means to indirectly tap the environmen-
tal frequency information locked in the activations of
chunks in ACT-R. These heuristics will be effective to
the extent that the chain of correlations—linking the cri-
terion values, environmental frequencies, activations and
responses—is strong. By modifying the rate of mem-
ory decay within ACT-R, Schooler and Hertwig (2005)

https://doi.org/10.1017/S1930297500002461 Published online by Cambridge University Press

https://doi.org/10.1017/S1930297500002461


Judgment and Decision Making, Vol. 3, No. 3, March 2008 An ecological perspective to cognitive limits 283

demonstrated the surprising finding that forgetting actu-
ally serves to improve the performance of these heuristics
by strengthening the chain of correlations on which they
rely. Future research will have to tell whether these sur-
prising benefits of forgetting also hold for other heuris-
tics, such as Take-The-Best (Gigerenzer & Goldstein,
1996), which relies on complexes of declarative knowl-
edge.

4 How too much thinking can hurt

The recognition and fluency heuristics are effective be-
cause recognition implicitly detects correlations in the
world. More generally, detecting correlations is funda-
mental to making predictions. Congruent with the as-
sumption that cognitive limits can serve important func-
tions, Kareev and colleagues have introduced the idea that
cognitive limits may actually be beneficial in the detec-
tion of correlations (Kareev, 1995a, 1995b, 2000, 2004;
Kareev, Lieberman, & Lev, 1997). The idea behind this
is as follows. Kareev (1995b) argued that people rely on
samples from the environment to assess correlations be-
tween, for example, two dimensions of a set of objects.
The size of these samples is supposed to be bounded by
short-term memory capacity. In a theoretical analysis,
Kareev concluded that the use of small sample sizes fa-
cilitates the early detection of correlations by amplifying
them. Specifically, both the median and the mode of the
sampling distribution of the Pearson correlation exceed
the population correlation, and the smaller the sample, the
more it does so. Building on the assumption that people’s
perception of correlation is the result of calculating the
correlation on the basis of a sample, Kareev assumed that
consideration of a small sample is more likely to result in
a more extreme perception of correlation. Because peo-
ple with a lower short-term memory capacity (low spans)
consider smaller samples than those with a higher short-
term memory capacity (high spans), the argument goes,
low spans should be more likely to perceive the correla-
tion as more extreme, and thereby detect it earlier.

Kareev and his colleagues provided experimental sup-
port for this theoretical argument by showing that low
spans indeed performed better on a correlation detection
task (Kareev et al., 1997). The task consisted of predict-
ing, trial-by-trial, which of two possible symbols (X or
O) an envelope (which could be either red or green) con-
tained. The number of Xs and Os within the envelopes
was varied to yield correlations ranging from Φ = –.60
to Φ = .60. A correlation here means that, for exam-
ple, there are more Xs in red envelopes and more Os
in green envelopes. Detecting this correlation helps peo-
ple to increase their predictive performance. We will re-
fer to this task as the envelope task. Based on the find-

ing that low spans outperformed high spans on this task,
Kareev et al. concluded that people with a lower short-
term memory capacity, and hence a smaller sample size
to consider, “perceived the correlation as more extreme
and were more accurate in their predictions” (p. 278). We
will call this Kareev’s small sample hypothesis of corre-
lation detection.

However, the small sample hypothesis has been criti-
cized because the advantage of small samples in corre-
lation detection does not seem to be as general as Ka-
reev and colleagues implied. Juslin and Olsson (2005)
pointed out that the adaptive value of different sample
sizes in detecting correlations is determined by the poste-
rior probability of a hit (i.e., correctly inferring that there
is a non-trivial population correlation based on a sample
correlation), and not by the hit rate (i.e., detecting a non-
trivial sample correlation given that there is a non-trivial
population correlation). Applying this method also takes
into account false alarms (i.e., believing that there is a
positive correlation when it is in fact zero or negative),
and demonstrates that the alleged benefits of small sam-
ples do not occur. At least the benefits are manifest only
when one makes the additional assumption that people
only decide that a correlation is present in the population
when the correlation they observe in the sample exceeds
a decision threshold and otherwise neglect it (R. B. An-
derson, Doherty, Berg & Friedrich, 2005). In response to
these criticisms, Kareev (2005) restricted the benefits of
small samples to the detection of large correlations. How-
ever, there also existed a low capacity advantage for small
correlations in Kareev et al. (1997), which then cannot
be explained by Kareev’s small sample hypothesis. Fur-
thermore, research on the estimation of correlations has
shown that estimates of correlations increase with sam-
ple size (e.g., Clément, Mercier, & Pasto, 2002; Shanks,
1985, 1987), which counters what would be expected by
the small sample hypothesis.

Thus, an account of the low capacity advantage in Ka-
reev et al.’s (1997) correlation detection task that follows
from the small sample hypothesis is not wholly satisfy-
ing, and so it may be profitable to consider alternatives.
Gaissmaier, Schooler and Rieskamp (2006) developed an
alternative explanation which was drawn from the prob-
ability learning literature. The probability learning lit-
erature is concerned with tasks that are basically identi-
cal to the task used by Kareev et al., despite being sim-
pler. In those tasks, people have to predict one of two
events that occur with different probabilities. For exam-
ple, event E1 could occur with a probability of p(E1) =
.75, while event E2 only occurs with p(E2) = 1 — p(E1)
= .25. Given that the successive events are conditionally
independent, the best that people could do is to always
predict the occurrence of the more more frequent event
E. This strategy, called maximizing, would yield an aver-

https://doi.org/10.1017/S1930297500002461 Published online by Cambridge University Press

https://doi.org/10.1017/S1930297500002461


Judgment and Decision Making, Vol. 3, No. 3, March 2008 An ecological perspective to cognitive limits 284

age accuracy of 75%. However, a strategy which is very
often observed is probability matching, that is, predicting
events in proportion to their probability of occurrence,
with an expected accuracy in this case of only 62.5% on
average (.75·.75 + .25·.25). Probability matching is typi-
cally considered a choice anomaly in that it is not the best
strategy, at least with respect to maximizing payoff. Al-
though it is possible to make probability matching largely
disappear, for example with high monetary incentives or
extensive training (Shanks, Tunney, & McCarthy, 2002),
it is altogether a rather robust phenomenon (for reviews,
see Myers, 1976; Vulkan, 2000). Even if overmatching
(i.e., predicting the more common event with a relative
frequency slightly higher than the actual event probabil-
ity) is often observed with monetary incentives and large
numbers of trials, it seems fair to say that humans are
rather slow to settle on a pure maximizing strategy.

Why do people fail to find the optimal solution in such
a simple task? It is often assumed that people are not
smart enough to understand the its structure. Support
for this view comes from tasks in which a hypotheti-
cal probability learning task was described to participants
and they had to specify, in advance, what they would do.
In this situation, people with higher SAT scores (West
& Stanovich, 2003) and older students (Gal & Baron,
1996) were more likely to deliberately opt for a maxi-
mizing strategy. Another common explanation of prob-
ability matching is that people would be bored by mak-
ing the same prediction over and over again, as the maxi-
mizing strategy requires (e.g., Gal & Baron, 1996; Siegel
& Goldstein, 1959), although it is a positive surprise to
guess the infrequent event correctly (e.g., Brackbill &
Bravos, 1962).

Although we find truth in all of these accounts, there
is also another, very different reason why people could
end up matching probabilities (which does not exclude
the other accounts): Probability matching could be the re-
sult of a more complex strategy, such as exploring the hy-
pothesis space that has the goal of improving the long run
performance at the expense of short term gains. One hy-
pothesis people typically hold in those tasks is that there
are patterns in the sequence, and any reasonable pattern
tends to match the probabilities (Wolford, Miller, & Gaz-
zaniga, 2000). That people indeed search for patterns in
those experiments has been nicely demonstrated by Yel-
lott (1969). In the last block of his experiment, partici-
pants always received feedback indicating that their pre-
dictions were correct, irrespective of what they predicted.
They continued to match probabilities as they did before,
and when they were asked for their impressions after-
wards, most responded that they finally found the pat-
tern in the sequence. Congruently, Unturbe and Coromi-
nas (2007) showed that participants who reported to have
found complex rules in a (random) sequence of binary

events were closer to probability matching behavior than
those who did not report such rules.

Because there are no patterns, searching for them is of
course counterproductive. One major reason why people
search for patterns seems to be that they do not accept
that the sequence is random, even if they are told so. Fos-
tering the belief in randomness increases the prevalence
of maximizing. This is, for example, the case if the task
resembled a ‘gambling’ task, compared to a structurally
identical task that appeared to be a ‘problem solving’ task
(Goodnow, 1955), or if the alternation rate was slightly
higher than expected by chance, which people perceive
to be more random although it is actually less random
(Wolford, Newman, Miller, & Wig, 2004).

This also leads to the seemingly counterintuitive find-
ing that distracting people, and thereby preventing the
search for patterns, can result in more maximizing behav-
ior, and thus in behavior that is considered more rational.
For example, Bauer (1972) reported that people who si-
multaneously were asked to estimate the relative frequen-
cies explicitly while making predictions maximized more
strongly (see also Neimark & Shuford, 1959, who ob-
tained similar results). Bauer speculated that this may be
due to the simplicity of the maximizing strategy which
“puts less cognitive strain on the subject” (p. 206), and
that this could be important when the task gets more com-
plicated (as may be the case with the simultaneous esti-
mation task). More direct and thereby more convincing
evidence comes from Wolford et al. (2004), who found
that a distracting secondary verbal working memory task
resulted in more maximizing behavior.

Thus, the low capacity advantage described by Ka-
reev et al. (1997) could be the same kind of phenomenon
as the less-is-more effect in probability learning. Peo-
ple with lower cognitive capacities make simpler predic-
tions, which are more successful in this task, while peo-
ple with higher cognitive capacities are more likely trying
to search for patterns resulting in probability matching.
Given the slow learning curves in the probability learn-
ing literature, people could still well be searching for pat-
terns (and thus matching probabilities) after several hun-
dred trials, which is the range of the number of trials in
the experiments by Kareev et al. and Gaissmaier et al.
(2006). Gaissmaier et al. proposed an alternative to the
small sample hypothesis, the predictive behavior hypoth-
esis, which states that people with lower capacities make
simpler predictions. They implemented both hypotheses
in ACT-R to test these hypotheses.

4.1 Modeling simple predictions vs. exag-
gerated perception in ACT-R

Gaissmaier et al.’s (2006) ACT-R model is based on Lo-
gan’s (1988) idea that people make predictions by retriev-
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Figure 3: Model predictions of (A) the decay and (B) the noise variant. The models were fitted to data on 4 blocks of
32 trials each, and then predictions were made for behavior after a shift in the environment (indicated by the vertical
line). (Reprinted with permission from Gaissmaier, Schooler, & Rieskamp, 2006.)

ing predictions from previous trials. Congruently, each
time an envelope is presented, the model attempts to re-
trieve one of the two responses associated with the enve-
lope’s color. For example, if there is a red envelope, the
model attempts to retrieve the chunks “red X” and “red
O.” These two chunks enter a retrieval competition since
only one of them can be retrieved at a time. The likeli-
hood of retrieving a chunk depends on its activation rela-
tive to other competing chunks. The activation of a chunk
is higher the more frequently and the more recently it has
been used. Depending on its activation level, a chunk is
probabilistically selected and determines the model’s re-
sponse. After the response, the model receives feedback
whether it was right or wrong, reinforcing the chunk rep-
resenting the correct answer.

Gaissmaier et al. (2006) focused on two parameters be-
cause they can be related to the two hypotheses (small
sample hypothesis vs. predictive behavior hypothesis).
One parameter, a decay parameter, affects the impact of
recency on the activation of chunks. Without decay, each
outcome would be weighed equally, irrespective of how
long ago it has been observed. A model with high decay
puts more weight on recent information and tends to dis-
regard old information. Thus, the decay parameter offers
a precise way to implement the small sample hypothesis
proposed by Kareev (1995b; Kareev et al., 1997) in ACT-
R. The higher the decay, the greater the impact of more
recent trials, which amounts to paying attention to a small
sample.

Another parameter, a noise parameter, affects how
likely it is that the more activated chunk will actually
be retrieved in competition with other chunks. Without
noise, the most activated chunk will always be retrieved

(given that it is above a retrieval threshold). Given that
the model assumes that the retrieval of a chunk deter-
mines the choice of a person (i.e., to choose X or O given
a red or a green envelope), zero noise would result in
perfect maximizing in the limit. A higher noise level al-
lows less activated chunks to be retrieved from time to
time. While such noise results in suboptimal behavior
under some conditions, it is also used to model explo-
ration (Taatgen, Lebiere, & Anderson, 2006). Thus, the
noise parameter provides a simple way to model facets of
predictive behavior, without developing a precise model
of how people go about searching for patterns. In this
regard, it is important not to interpret noise solely as er-
ror. Rather, higher levels of noise capture a proliferation
of hypotheses that a participant may entertain, yielding
behavior that looks like the model is searching for pat-
terns in the data. This searching results in probability
matching, whereas low levels of noise result in determin-
istic maximizing behavior. Gaissmaier et al. (2006) ar-
gued that the higher complexity of this behavior makes
the relation to short-term memory plausible, supporting
the interpretation that variation in this parameter nicely
captures the predictive behavior hypothesis.

Two variants of the model, a decay and a noise vari-
ant, were fitted to the relative frequency of maximizing
responses, that is, the average proportion choosing the
maximizing answer, in Kareev et al.’s (1997) data. This
was done separately for high and low spans as defined by
Kareev et al. To do so, only the respective parameter (i.e.,
decay or noise) was varied in each of the model variants
while keeping everything else constant.

To conclusively distinguish between the predictions
made by the two different models, Gaissmaier et al.
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(2006) used the models that were fitted to Kareev et al.’s
(1997) data to make predictions about how high and low
spans would adapt to a change in the correlational struc-
ture of the environment, henceforth called a shift. After
the shift, the correlations were reversed. That is, if before
the shift red was predictive of Xs and green was predic-
tive of Os, this was reversed after the shift.

Both models were able to capture the low capacity ad-
vantage in correlation detection in a stable environment.
As soon as the environment changed, however, a clear
difference between the models emerged. If lower capac-
ities result in simpler predictions (i.e., the predictive be-
havior hypothesis), then performance should be impaired
if the environment changes. If, however, lower cogni-
tive capacities indeed result in a more exaggerated per-
ception of correlation (i.e., the small sample hypothesis),
this should facilitate the detection of a change (Figure 3).

4.2 The low capacity advantage comes with
a price in an unstable environment

Congruent with differences in the way participants make
predictions, two experiments revealed a low capacity ad-
vantage before the environment changed, but a high ca-
pacity advantage afterwards. The low capacity advantage
in this task comes with a price in an unstable environ-
ment. Figure 4 exemplifies this result by showing data
from one of Gaissmaier et al.’s (2006) experiments1. This
result demonstrates how important it is to consider the
match between a strategy and the environment in which it
operates: The presumably simpler, less explorative strat-
egy by low spans allowed them to outperform high spans
as long as the environment was stable. However, as soon
as the environment changed, more explorative behavior
paid off.

This also means that probability matching (or the more
explorative behavior presumably underlying it) may not
be as irrational as it initially appears. More explorative
behavior could be a good habit to follow most of the time,
because the cost of missing a non-random sequence could
well be higher than the price of detecting patterns where
there are none (Lopes, 1982). But explorative behavior
fares poorly in stationary binary choice tasks. Choice
tasks with stationary, constant probabilities, are rarely
found outside of psychological laboratories and casinos
(Ayton & Fischer, 2004). Gaissmaier et al. (2006) used
random noise to model behavior they interpreted as sys-
tematic exploration. But even random noise can some-

1Note that another experiment revealed that this pattern of results
only holds for men, while digit span capacity does not explain any vari-
ance in the behavior of women. This surprising finding could also be
found in Kareev et al.’s (1997) data and is further discussed in Gaiss-
maier et al. (2006).
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Figure 4: Maximizing on all trials, Experiment 1, late
shift condition. Low and high digit spans were averaged
separately across trials within a moving window of 32 tri-
als. To prevent an overlap between trials before and after
the shift in this window, I started averaging again after the
shift, which is indicated by the two vertical lines at trials
240 and 272. That is, the last depicted data point before
the shift consists of the last 32 trials before the shift, and
the first depicted data point after the shift consists of the
first 32 trials after the shift. (Reprinted with permission
from Gaissmaier, Schooler, & Rieskamp, 2006.)

times be an effective way to escape local minima in opti-
mization problems in a process called simulated anneal-
ing (Kirkpatrick, Gelatt, & Vecchi, 1983). Again, such
a strategy is not good or bad per se, but only relative
to a particular environmental structure. Gaissmaier et al.
(2006) have shown how ACT-R can be used to make pre-
dictions about how cognitive limitations, decision behav-
ior, and the environment interact, and how those predic-
tions could then be used to disentangle different hypothe-
ses experimentally.

5 General discussion
We have started with the premise that the mind is well
adapted to the environment. In this regard, we are sympa-
thetic to the idea that humans possess a repertoire of cog-
nitive strategies, or heuristics, which can solve specific
problems, captured by the metaphor of an adaptive tool-
box (Gigerenzer et al., 1999). Those heuristics are called
ecologically rational if they nestle into both the structure
of the environment and the core capacities of the human
mind.

We have dealt with issues that constitute the very core
of ecological rationality: How exactly do the core capaci-
ties of the human mind on the one hand, and the structure
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of the task environment on the other, shape the success
of different cognitive strategies? More specifically, we
have focused on making predictions about how cognitive
limits affect decision making depending on the structure
of the environment. To do so, we have illustrated how
the adaptive toolbox approach could be combined with
a unified, integrated theory of cognition, ACT-R (J. R.
Anderson et al., 2004), by embedding different cognitive
strategies from the adaptive toolbox within ACT-R.

5.1 Psychological plausibility

We have reviewed work by Schooler and Hertwig (2005)
who showed that intermediate amounts of forgetting can
be beneficial because it allows certain heuristics (such as
the recognition and the fluency heuristic) to function well
even after an organism has learned a lot about the envi-
ronment. The forgetting parameter values they found to
be particularly successful are very close to the default pa-
rameter value of forgetting which has been successfully
used in a broad variety of tasks (see, e.g., J. R. Ander-
son & Lebiere, 1998). We have also reviewed work by
Gaissmaier et al. (2006) in which different ideas of how
cognitive limits could affect predictive behavior were im-
plemented in ACT-R, leading to testable predictions that
distinguish between the exploratory and small sample ac-
counts of why those with limited short-term memory per-
form well in many probability learning tasks. Gaissmaier
et al. found that simple predictions can be successful as
long as the environment is stable, but they risk failing to
detect changes in the environment. Similar to Schooler
and Hertwig, Gaissmaier et al.’s model was constrained
by the ACT-R architecture, and it also found parameter
values comfortably in range of what is commonly used
across many different tasks for the predictive behavior
model that was supported by the data. In contrast, the best
fitting parameters for the small sample hypothesis model
settled on more extreme and atypical parameter values,
signaling a problem with the model (see Gaissmaier et
al., for details).

To be able to model behavior successfully within the
constraints of the architecture is supportive of the psycho-
logical plausibility of the models developed by Schooler
and Hertwig (2005) and by Gaissmaier et al. (2006).
Psychological plausibility is an important dimension on
which to evaluate cognitive models and such evaluations
are facilitated by integrating cognitive strategies, such as
heuristics, into a cognitive framework. If one only con-
sidered models in isolation, it would be impossible to
judge the reasonableness of the parameter values or the
processes and representations that the model depends on.

5.2 Relations between ACT-R and other
models

As we have pointed out in the introduction, the appli-
cations of ACT-R presented here could have similarly
been handled by other memory models, such as REM
(Shiffrin & Steyvers, 1997), SAM (Gillund & Shiffrin,
1984; Raaijmakers & Shiffrin, 1981), or MINERVA-
DM (Dougherty, Gettys, & Ogden, 1999). For in-
stance, Schooler, Shiffrin & Raaijmakers (2001) devel-
oped REMI, a variant of REM designed to handle implicit
memory effects in perceptual identification. One of the
applications was to two alternative forced choices, where
the focus was on the way in which noisy perceptual in-
formation is integrated with mnemonic information. The
model was specified at such an abstract level that it could
just as well have been applied to the problem of integrat-
ing cue-knowledge in forced choice tasks, such as those
that the recognition heuristic is applicable to. Essen-
tially, there was some chance, p(w), that a particular word
would appear in the environment and this probability was
taken into account when making perceptual judgments.
Schooler et al. note that p(w) serves the same function in
REMI that base level activation does in ACT-R. Though
Schooler et al. only speculate that ACT-R could handle
the range of implicit memory effects covered by REMI,
Wagenmakers, Steyvers, Raaijmakers, Shiffrin, van Rijn
& Zeelenberg’s (2004) REM-LD modeled a challenging
pattern of lexical decision data, which was also modeled
in ACT-R by van Rijn & Anderson (2003). Given the ap-
parent isomorphism between REM and ACT-R it seems
likely that REM could well have been used to explore
how forgetting aids heuristic inference.

There are undoubtedly advantages in working with
simple models, such as REM. For instance, Schooler et
al. were able derive closed form equations that fully de-
scribed the behavior of the model, facilitating investi-
gation of how it worked. Yet, the very simplicity of
these models makes it difficult to know how to proceed
when the task unfolds over several seconds or even min-
utes. ACT-R’s model of memory is every bit as de-
tailed, worked out, and tested as that of SAM, REM, or
MINERVA-DM, but ACT-R’s memory module is tightly
integrated with theories of perception and motor control,
strategy selection, and action. With ACT-R one has the
choice of ignoring these complexities, as Schooler & Her-
twig (2005) chose to do, but one can readily entertain how
ACT-R’s individual modules could work in concert in the
service of more complex decision making activities. In
short, ACT-R provides a general framework to investi-
gate the relation between environment and mind, with the
potential to be extended to a broad variety of topics and
tasks, such as the issues of cognitive aging and strategy
selection, which we illustrate in the following section.
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5.3 Understanding the aging decision
maker

We have suggested that the success of different strate-
gies depends on both the structure of the environment and
core cognitive abilities. However, the mind’s core capac-
ities change across the life span. Aging is associated with
losses in working memory and the speed with which cog-
nitive operations take place (Baltes, Staudinger, & Lin-
denberger, 1999). What is the impact of age-related cog-
nitive decline on the adaptive toolbox? One promising
avenue of research which may contribute to answering
this question involves implementing strategies in ACT-R
and assessing the role of aging by systematically vary-
ing parameters potentially related to age-related cogni-
tive decline. For example, age-related decline in fluid
abilities is associated with the use of simple inference
strategies and may be related to strategy execution errors
(Mata, Schooler, & Rieskamp, 2007). This is congruent
with findings that people rely more on simple inference
strategies when working memory load is high (Bröder &
Gaissmaier, 2007). ACT-R parameters previously used to
model working memory abilities are therefore candidate
choices to model the increased reliance on simpler strate-
gies and strategy execution deficits of increased age.

ACT-R simulations evaluating the role of age-related
cognitive decline on strategy use in different environ-
ments could provide important insights into the condi-
tions that lead people to fail or succeed as a result of ag-
ing. These results could in turn provide support for our
ecological perspective on cognitive limitations. In par-
ticular, we believe the focus on mind-environment fit will
lead to the conclusion that older adults’ increased reliance
on less cognitively demanding strategies may not always
be a drawback, as these simpler strategies may fit well in
specific environments.

5.4 Strategy selection

We believe that integrating the adaptive toolbox into an
overarching framework such as ACT-R provides one pos-
sible answer to Alan Newell’s (1973) warning that the
only way to make progress in understanding human be-
havior can be made by developing unified theories of cog-
nition (cf. Todd & Schooler, 2007). Such unified theories
of cognition are not inconsistent with the metaphor of the
adaptive toolbox, as we have illustrated by implementing
various heuristics and decision strategies in ACT-R. Yet,
we appreciate that there is the risk of a proliferation of
tiny tools, one for each and every problem, which brings
to the fore the problem of how people select among those
tools (B. R. Newell, 2005). This will become increasingly
important as more tools in the toolbox are proposed.

Although the important issue of strategy selection was

not part of this paper, we believe that the ACT-R archi-
tecture would be a promising way to tackle it, and there
are already some examples of what the approach might
look like. Nellen (2003) implemented the Take-The-
Best heuristic from the adaptive toolbox (Gigerenzer &
Goldstein, 1996) in ACT-R. Via production learning, the
model was able to adaptively select either the Take-The-
Best heuristic or a competitor model (a weighted additive
model), depending on which strategy was more success-
ful in the environment (a similar approach, though not
in the ACT-R framework, has been taken by Rieskamp
& Otto, 2006; see also Rieskamp, this issue). Success-
ful ACT-R models of strategy selection in the Tower of
Hanoi (Fum & Del Missier, 2001) and an isomorph of the
Water Jugs task (Lovett, 1998) portend the use of ACT-R
to model the selection of heuristics from the adaptive tool
box more generally.

5.5 Conclusion

In sum, we believe that working on specific cognitive
strategies that are designed to solve particular problems,
such as the tools in the adaptive toolbox, and to simul-
taneously try to integrate them into a unified framework
such as ACT-R is not contradictory. To the contrary, we
hope this article has shown the promise of this research
strategy for the study of judgment and decision making.
Perhaps, had the creators of the six million dollar man
read our article, the preamble would have been. “Gentle-
men, we can rebuild him. We have the technology. We
have the capability to make the world’s first bionic man.
Steve Austin will be that man. The same as he was before.
Forgetful, simple, myopic. However, he would only work
well in some environments but not others.” But perhaps
such a nuanced story would not have glued the second
author to the TV in his youth.
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