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Cryo-Electron Microscopy
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I. INTRODUCTION

It is difficult nowadays to provide an introduction into cryo-
EM within the space of a book chapter, given the cur-
rent plethora of different methods, and the fact that there
are as yet no agreed-on standards in the field. In view of
this situation, the best course for the author is to provide
the reader with an illustrated introduction into important
concepts and strategies. However, at the same time, the
focus on the molecular machine invites an expansion of
scope in the most relevant section (Section IV), which
concerns itself with heterogeneity, and the challenge to
obtain an inventory of conformational states of a molecu-
lar machine in a single scoop.

I.1. Preliminaries: Cryo-EM as a Technique

of Visualization

The transmission electron microscope (TEM) produces
images that are projections of a three-dimensional object.
To be more precise, the projections are line integrals of the
three-dimensional Coulomb potential distribution repre-
senting the object. (For all practical purposes, especially in
the resolution range down to to ∼3 Å, the Coulomb poten-
tial distribution is identical to the electron density distri-
bution “seen” by X-rays). Visualizing a molecular machine
in three dimensions therefore entails the collection of mul-
tiple images showing the molecule in the same processing
state (and hence, identical structure) but in different views.
Thus the term “3D electron microscopy” is understood
as a combination of two-dimensional imaging, following a
particular data collection strategy, with three-dimensional
reconstruction.

In the electron microscope, a high vacuum must be
maintained that allows electrons to travel collision-free
over the distances (in the order of meters) required for
imaging. This requirement poses difficulties in imaging
biological molecules, as they are hydrated. An initial solu-
tion to this problem was the negative staining technique,
whereby heavy metal salt is added to the aqueous solution
in which the molecules are suspended, and the sample is
then air-dried on the grid so that each molecule is encased
in a layer of heavy-metal stain. Here the contrast is mainly

produced by stain exclusion, hence the finer details of the
structure are lost even though the molecule is to some
extent preserved in its three-dimensional aspects. Another
solution to this problem is the use of glucose as an embed-
ding medium (Unwin and Henderson, 1975), which, how-
ever, poses difficulties in its application to single molecules
because the density of the medium is closely matched
to the density of the protein. The third method, which
addresses the problem of vacuum incompatibility with-
out having the drawbacks of negative staining or glucose
embedment, is the frozen-hydrated specimen preparation
technique (Taylor and Glaeser, 1976; Dubochet et al.,
1982): Here molecules are embedded in a thin layer of ice
that is kept at a temperature where evaporation is negligi-
ble. In the following, we reserve the term “cryo-electron
microscopy” (cryo-EM) for this particular preparation and
imaging method.

I.2. Feasibility of Imaging Structure and Dynamics

of Molecular Machines

In discussing the imaging of molecular machines by three-
dimensional electron microscopy, we need to examine in
which way the technique lends itself to the study of dynam-
ics, or the different conformational states that either coexist
or follow one another as the machine performs its work.
In what has been termed four-dimensional imaging (e.g.,
Heymann et al., 2004) – the acquisition of a whole sequence
of three-dimensional data as the molecule changes dynami-
cally over time – one must keep in mind that, unlike the case
of imaging with light microscopy where live processes can
be analyzed relatively undisturbed, molecules are instantly
incapacitated by the hostile conditions of sample prepara-
tion and the impact of the electron beam, making it impos-
sible to collect data from the same dynamically changing
molecule more than once. Thus, the “fourth dimension”
must be introduced in a virtual manner, by collecting three-
dimensional images from separate ensembles of molecules
“frozen” at different states of processing and linking these
states into “time lines” using additional evidence from dif-
ferent kinds of experiments such as single-molecule FRET.
This kind of conjecture is by no means unambiguous,
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FIGURE 2.1: Data collection for molecules in single-particle form. The molecule exists in multi-

ple copies, all in different orientations in a matrix of vitreous (i.e., virtually amorphous) ice. The

electron beam produces a set of projections, from which the molecule can be reconstructed.

because two different states may be connected by multi-
ple pathways, as is well known in enzyme kinetics (Boehr
et al., 2006) and protein folding (Hartl and Hayer-Hartl,
2009).

Ideally we would wish to look at a molecular machine
in the context of the cell, “frozen” at different time points
in the act of performing its work. This type of imaging,
however, is difficult to achieve, for several important rea-
sons. One reason is that with a few exceptions, a cell’s
thickness exceeds the thickness that can be penetrated by
electrons in the 100–300 kV range (∼0.2 µm) by a large
factor, necessitating the use of complicated techniques for
high-pressure freezing of the cell and then sectioning the
frozen cell to the required thickness (Hsieh et al., 2002; Al-
Amoudi et al., 2004; see Koster and Barcena, 2006). Such
slices can then be imaged by performing a tilt experiment
using a series of small angular increments, collecting a set of
projections from which a three-dimensional image can be
reconstructed (a technique called “electron tomography” –
see Frank, 2006a). The combination of three delicate tech-
niques, especially the sectioning of the frozen specimen,
is fraught with difficulties, producing a success rate of just
a few percent. Another problem is that the molecule of
interest is surrounded by a crowded environment of other
structures, making it difficult to discern its boundaries. A
third is the accumulation of dose, as many tilt images must
be collected from the same area of the sample.

For all the reasons enumerated, imaging molecular
machines, with the purpose of obtaining dynamic infor-
mation, has to date been done almost exclusively using
cryo-EM of in vitro samples combined with single-particle
reconstruction. In vitro systems have been developed for
a variety of fundamental processes in the cell, such as
transcription, translation, protein degradation, and protein

folding. Such systems, typically dependent in their action
on ATP or GTP hydrolysis, may be trapped at key points
of their processing path by the use of non-hydrolyzable
analogs, or by small molecule inhibitors such as antibi-
otics – molecules that interfere with the dynamics of the
process through targeted binding to specific sites, such as
flexible hinge regions, which are required for mobility or
for a critical binding interaction.

I.3. Cryo-EM of Molecular Machines

in Single-Particle Form

Cryo-EM of molecules in single-particle form (as opposed
to molecules occurring in ordered aggregates, such as two-
dimensional crystals or helical bundles; Figure 2.1) is a tech-
nique of three-dimensional visualization developed over
the past three decades (for recent introductory articles or
reviews, see van Heel et al., 2000; Frank, 2006b; Wang and
Sigworth, 2006; chapter on cryo-EM in Glaeser et al., 2007;
Frank, 2009). It is suited for obtaining three-dimensional
images of molecular machines in their native state, in vitro,
captured in the process of performing their work.

The idea of data collection in such a case is to make use
of the fact that the molecule occurs in multiple copies with
(essentially) identical structure and that its orientation sam-
ples the entire angular range without leaving major gaps.
Thus, instead of having to tilt the grid on which the sample
is spread into multiple angles (as in electron tomography),
it is then possible to take snapshots of multiple fields and,
after suitable alignment, combine all projections into a den-
sity map depicting the molecule in three dimensions.

In comparison with X-ray crystallography, the absence
of intermolecular contacts in the crystal means that the
full range of native conformations and binding states can

https://doi.org/10.1017/CBO9781139003704.004 Published online by Cambridge University Press

https://doi.org/10.1017/CBO9781139003704.004


22 MOLECULAR MACHINES IN BIOLOGY

be observed. On the other hand, lack of a means for uni-
form fixation of all molecules in a definite conformation, as
happens in a crystal, also has the consequence that atomic
resolution is much more difficult to achieve, because nor-
mally none of the states is populated in sufficient num-
bers. Failure to reach atomic resolution, as we will see, is at
least partially mitigated by methods of approximate atomic
interpretation of the reconstructed 3D density map, mostly
by flexible fitting of atomic structures obtained by X-ray
crystallography.

By now, the combination of the two techniques – cryo-
EM and single-particle reconstruction – has yielded spec-
tacular results contributing insights on structure and func-
tion of many molecular machines, some of which are
featured in separate chapters of this book.

II. THE BASIC TECHNIQUE

II.1. Specimen Preparation: Principle

In the basic experimental technique of cryo-EM, developed
at the European Molecular Biology Laboratory (EMBL)
in the early 1980s (Dubochet et al., 1982; see Dubochet
et al., 1988) following the groundbreaking work by Ken-
neth Taylor and Robert Glaeser (1976; also see historical
perspective by Taylor and Glaeser, 2008), a freeze-plunger
(Figure 2.2) is employed to rapidly freeze the liquid aque-
ous sample, such that vitreous (amorphous) ice is formed.
In this simple apparatus, an EM grid (3 mm in diameter,
usually made of copper) is suspended at the tip of a pair of
tweezers, which is in turn fastened to a vertically mounted,
gravity-operated steel rod.

Of particular importance with regard to the imaging
of molecular machines is the question to what extent the
biological molecule is preserved in its native state. The
transition of liquid water to a glass-like “vitreous” state
induced by jet-freezing was first described by Brueggeler
and Mayer (1980). Subsequently, Dubochet and cowork-
ers demonstrated that this state could also be induced by
rapid flash-freezing (or freeze-plunging) of an EM grid on
which liquid sample has been deposited in a thin (∼100 nm)
layer, with the necessary thinning achieved by blotting off
excess sample prior to plunging (Dubochet et al., 1982).
The method by Dubochet et al. (1988) is now routinely
used in the cryo-EM community.

According to studies of the physics of flash-freezing on
small (several microns) protein crystals by Halle (2004),
however, cryo-structures do not represent the equilibrium
structure at the ambient temperature before the freezing,
but exhibit extra heterogeneity that affects different parts
of the structure differently. The author cites the example
of a protein structure determined at 100◦ K, which might
have exposed side chains sampling conformations related
to 200◦ K substates while the same global backbone fold
is maintained as at room temperature. These concerns, if

FIGURE 2.2: Preparation of the specimen: Schematic of a

freeze-plunger. A droplet of the buffer in which the molecules

are suspended is applied to the electron microscope grid, which

is held by tweezers. The tweezers are mounted on a gravity-

operated rod held by a guide collar. Release of the rod results in

the rapid immersion of the grid in the cryogen. The rapid plunge

in temperature has the result that the aqueous solvent is con-

verted into vitrified ice.

indeed valid for cryo-EM preparation, may not carry much
weight at resolutions at which side chains are not visible, but
they will have to be taken into account in the interpretation
as the field progresses.

The technique was originally developed for samples in
which the molecules are highly ordered, such as in thin
“two-dimensional” crystals or helical fibers, for which
specific grid preparation methods were designed (see
Glaeser et al., 2007). Indeed, ordered aggregates have two
advantages: (1) They provide identical environments for
the individual molecules, ensuring structural stability and
uniformity; and (2) the ordered arrangement lends itself to
the application of convenient Fourier processing methods.
Most importantly, the structural information in images of
two-dimensional crystals is concentrated in spots lying on
the reciprocal lattice, making the separation of signal and
noise straightforward. Similarly, in helical arrangements,
structural information is concentrated in layer lines from
where it can be retrieved following well-established rules.
In the following, however, we deal exclusively with the sam-
ple preparation for single-molecule imaging, predicated
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on the assumption that the liquid sample contains large
numbers of the same molecule in random orientations.

II.2. Specimen Preparation Protocol

A step-by-step protocol of the cryo-EM grid preparation
has been given by Grassucci et al. (2007). At the start, a
droplet of the liquid sample containing the molecules is
applied to the grid. Excess liquid is blotted off using normal
blotting paper, such that only a thin (ideally max. ∼100 nm)
liquid film remains. This step is critical, as increasing
thickness leads to an increasing proportion of deleterious
inelastic electron scattering and, eventually, to complete
electron-opaqueness. On the other hand, a thickness close
to, or smaller than, the size of the molecule will lead to
the formation of damaged, partially “freeze-dried” samples.
Critical parameters determining the thickness of the vitre-
ous ice layer are temperature and humidity, and the length
of time the sample is exposed to these conditions before
the fast plunge. Because of the critical importance of these
factors, manual operation is now increasingly replaced by
use of computer-operated robots with a climate-controlled
chamber (see Frederik and Storms, 2005).

Through the release of the rod (Figure 2.1), the EM
grid is plunged into liquid ethane that is kept slightly above
the temperature of liquid nitrogen (77.2◦ K) by means of
a small heating coil. From that point on, the grid is kept
at the liquid-nitrogen temperature, which serves to protect
biological molecules from radiation damage (see Glaeser
and Taylor, 1978). Essentially, the interpretation of the
radiation protection is that the cleavage of bonds and frag-
mentation of the structure may still occur, but the low
temperature “traps” or “cages” the fragments and prevents
them from diffusing away. The radiation protection factor
afforded by liquid nitrogen compared to room tempera-
ture is estimated as being in the range 5–10 (Glaeser et al.,
2007). An additional factor may apply when going from
the temperature of liquid nitrogen to that of liquid helium,
depending on the nature of the specimen (crystalline or
single-particle).

After the plunging, the grid is first stored in a storage
box, from which it is transferred to a cryo-specimen holder
or to a cartridge, depending on the type of electron micro-
scope. In all these transfers, the grid is always kept at the
temperature of liquid nitrogen. The specimen holder or
cartridge is finally inserted in the EM. A step-by-step pro-
tocol is available in Grassucci et al. (2008), albeit specifically
formulated for FEI (Portland, Oregon) instruments. This
protocol, however, can be easily translated into a protocol
for instruments of other manufacturers.

Imaging is done under low-dose conditions, again a
measure designed to reduce radiation damage without
compromising the image through excessive “shot noise,”
that is, noise due to the statistical variations of electron
flux. “Low dose” is a somewhat diffuse term as used in the

literature. Unwin and Henderson (1975), in their pio-
neering work on two-dimensional crystals of bacteri-
orhodopsin, used a dose of less than 1 e−/Å2, but at such a
dose, molecules are virtually invisible. However, their sam-
ple was embedded in glucose and imaged at room temper-
ature, without the radiation protection afforded by cooling
to liquid nitrogen temperature, now routinely used in cryo-
EM. Another factor is that higher electron voltages (200 to
300 kV versus 100 kV in Unwin and Henderson’s experi-
ment) lead to a reduced ratio of inelastic:elastic scattering
(see below), hence reduced radiation damage. For these rea-
sons, electron doses employed in the imaging of molecules
are much higher now, in the range of 10 to 20 e−/Å2,
enabling individual particles to be tracked down in the elec-
tron micrograph automatically by cross-correlation.

There has been a recent development in specimen
preparation techniques that has the potential of revolu-
tionizing cryo-EM imaging of molecular machines. If the
objective is to image a macromolecular complex that has
a particular ligand bound (for instance EF-G on the ribo-
some), the traditional way is to employ purification by affin-
ity methods using a column prior to the preparation of the
EM grid. The problem with this approach is that the ligand
might come off in the process of the transfer, often lead-
ing to a heterogeneous mixture on the grid that must then
be addressed by image classification (see Section IV.2 in
this chapter). Kelly et al. (2008a; 2008b; 2010) developed
a method of purification directly on the EM grid (“affin-
ity grid”), ensuring that only molecules with the desired
composition are recruited to the EM grid for imaging.
The technique uses functionalized nickel-nitrilotriacetic
acid (Ni-NTA) lipid monolayers deposited on the grid.

II.3. Imaging in the Electron Microscope

Electron micrographs are recorded either on film, for sub-
sequent scanning in a microdensitometer, or by means of
a charge-coupled device (CCD) camera for direct readout.
Current CCD cameras that are affordable in price have a
size of maximally 4,000 × 4,000 pixels, which gives a use-
ful resolution of merely 2,000 × 2,000 independent pixels
because of inter-pixel cross-talk – much less than the num-
ber of independent pixels on a film, estimated to be in the
range of 6,000 × 10,000. Studies aiming at the highest spa-
tial resolution are therefore still conducted by recording
the TEM images on film (see, for instance, Seidelt et al.,
2009). Electronic recording with comparable spatial resolu-
tion and high dynamic range awaits maturation and imple-
mentation of other technologies such as Complementary
Metal-Oxide-Semiconductor (CMOS; see Faruqi, 2009).

Voltages being used are normally in the range of 200 to
300 kV. Voltages lower than 200 kV are avoided because
of the increase in radiation damage, whereas voltages
higher than 300 kV lead to diminishing contrast and inef-
ficient electron recording. In the transmission electron

https://doi.org/10.1017/CBO9781139003704.004 Published online by Cambridge University Press

https://doi.org/10.1017/CBO9781139003704.004


24 MOLECULAR MACHINES IN BIOLOGY

a

b

FIGURE 2.3: Raw data collected on film with the FEI F30 electron microscope at 300 kV and a magnification of 59,000. (a) Micrograph

of a ribosome complex. (b) Gallery of selected images.

microscope, image formation is based on the scattering
interaction between the electron beam and the atoms of
the sample. Two types of interaction occur: elastic and
inelastic scattering. The former is without dissipation of
energy, such that a coherent relationship is maintained
between scattered and unscattered beam, which is the ori-
gin of productive, high-resolution image formation. The
latter, in contrast, is accompanied by energy loss, leading
to an incoherent relationship between scattered and unscat-
tered beams and making no productive contribution to the
image. Thus the preference for higher voltages – within
the limits set by the diminishing contrast – is based on the
fact that the ratio between (good) elastic and (bad) inelas-
tic scattering increases with voltage. However, going into
details of image formation exceeds the scope of this chap-
ter, and the interested reader is referred to authoritative
treatments in the works by Spence (2003), Glaeser et al.
(2007), and Reimer and Kohl (2008). A brief introduction
is also provided in Frank (2006b).

III. IMAGE PROCESSING

There are numerous steps of image processing that
bring us from the raw data to the finished product, the
three-dimensional image. Extensive software packages

have been written with specialization on electron micro-
scopy, among these EMAN (Ludtke et al., 1999), SPI-
DER (Frank et al., 1996), FREALIGN (Grigorieff, 2007),
IMAGIC (van Heel et al., 1996), MRC suite (Crowther
et al., 1996), and XMIPP (Sorzano et al., 2004). (The lat-
est special issue focused on EM-related software tools is
the January 2007 issue of the Journal of Structural Biology).
There is an increasing trend toward the use of multiple
platforms, mixing and matching the modules as they have
different strengths and weaknesses in the different areas of
methodology. For example, Appion (Lander et al., 2009) is
a pipeline designed to extend existing software applications
and procedures, and provides transparent interconversions
between the different file formats and angle conventions
used in the various packages.

III.1. Particle Picking

In the TEM micrograph, the molecule projections are vis-
ible as very noisy “blobs” with faint contrast (Figure 2.3a).
Candidate images (Figure 2.3b) are extracted from the
micrographs with the aid of automated search algorithms,
which normally, however, still require verification by
eye. The search typically involves two-dimensional cross-
correlation in some form. The cross-correlation signal is
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a b c

FIGURE 2.4: Principle of the random-conical data collection and reconstruction. A given 3D object (here: the hand) is

assumed to lie in a defined orientation on the grid, varying only in its azimuthal in-plane position. (a) When the grid is untilted,

the projections of the different copies of the object remain the same, except for their rotation within the image. (b) When the

grid is tilted, many different 3D projection views are realized. (c) In the coordination system of the object, the 3D projection

directions form a cone. The term “random-conical” refers to the fact that the azimuths of the object are normally random,

generating random placements in the conical projection geometry. Reproduced from (Frank, 1998) with permission.

proportional to the contrast and the size of the particle. As
a rule of thumb, molecules with molecular mass above 400
kD are easily recognized and processed even in the absence
of symmetries.

Increasingly sophisticated methods of automated “par-
ticle picking” have been developed to replace the tedious
manual selection and verification (recent example: Voss
et al., 2009; see also special January 2004 issue of the

FIGURE 2.5: Principle of the angular reconstitution technique. Two different two-dimensional (2D) projections of the

same 3D object always have a one-dimensional (1D) line projection in common. By determining these pairwise common

1D line projections for a set of three or more 2D projections, one is able to determine the relative orientations of all 2D

projections in a common reference system (van Heel, 1987). Adapted from (van Heel et al., 2000).
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Journal of Structural Biology 145, Issues 1–2, devoted to this
problem). Machine-learning algorithms are the latest addi-
tion to the tool set developed over time (Sorzano et al.,
2009a; Langlois et al., 2011). The resulting fully verified
data set may contain hundreds of thousands particles (i.e.,
projection images) ready to be processed (Figure 2.3b).
There are two main reasons why such large numbers of
images are needed: The low signal-to-noise ratio in the
images – a consequence of the need to keep the electron
dose low; and conformational heterogeneity, given that the
minimum statistically required number of particles must
be available for each conformation (see Section IV in this
chapter).

III.2. Determination of Projection Angles

for Ab Initio Reconstruction

Most of the work in single-particle reconstruction goes
into the determination of projection angles, which are not
a priori known. This problem can be compared to the
indexing of X-ray diffraction patterns, a task that also
places the data collected into a common three-dimensional
framework. We distinguish ab initio methods from those
that require a reference, or a preexisting model. When
the structure is unknown, the project has to start with
an ab initio reconstruction, then normally proceeds with
a reference-based angular refinement using the ab initio
reconstruction as reference. This will become clear in the
following.

Two ab initio methods of reconstruction were developed
in the 1980s: the random-conical reconstruction method
(Figure 2.4; Radermacher et al., 1987; Radermacher, 1988)
and the method of common lines (or “angular recon-
stitution”) (Figure 2.5; van Heel, 1987; van Heel et al.,
2000). The former uses a tilt pair to establish a coordinate
system for a sub-population of the molecules that happen
to lie in the same orientation on the grid, assigning a
set of three Eulerian angles to each molecule. The latter
ab initio technique uses intrinsic relationships among
2D projections of the same 3D structure – any two such
projections have a central line in Fourier space in common,
or, in an equivalent real-space formulation, they share a

←

common 1D projection. For details on the mathe-
matical principles and algorithms, the reader is referred to
the original literature cited earlier. For a recent step-by-
step protocol of the random-conical technique, see Shaikh
et al. (2008).

A note on classification is in order here because both ab
initio reconstruction techniques require classification of the
experimental images. In the random-conical reconstruc-
tion, particles in the micrograph from the untilted grid have
to be sorted into view classes, that is, groups of molecules
presenting the same view. Random-conical reconstruction
then proceeds separately for each view class. In the angu-
lar reconstruction technique, classification is required for
a different reason: Here it is needed to boost the signal-to-
noise ratio through the formation of class averages, because
raw images are much too noisy to allow the comparison of
common lines or 1D projections.

Classification of images is routinely done using a recipe
developed by van Heel and Frank (1981): given a set of N
windowed images, each containing M pixels. The images
are first aligned to one another; that is, they are repre-
sented in a common two-dimensional reference system,
then the whole array of N × M pixels is subjected to
correspondence analysis or principal component analysis
(van Heel and Frank, 1981; Lebart et al., 1984; Borland
and van Heel, 1990), and some automated classification
algorithms such as K-means or hierarchical ascendant clas-
sification are applied to the data represented in factor space
(Frank, 1990; van Heel et al., 2000).

III.3. Three-Dimensional Reconstruction

Once the angles have been assigned by using either one
of the ab initio methods, an initial coarse reconstruction
is obtained. This is not the place to describe the meth-
ods of 3D reconstruction from projections, which has
been covered in numerous articles and textbooks because
of the wide range of applications; what makes single-
particle reconstruction special in some way, affecting the
design of algorithms, is that it is a true three-dimensional
problem – unlike electron tomography with single-axis
tilting – and that the angles are randomly distributed.
Still, the best source specific to this subject are Michael

FIGURE 2.6: (continued) Reference-based angle assignment and angular refinement. (a) Flowchart. At the outset, a library of refer-

ence or template projections is created from a given 3D reference map (left) on an initially coarse angular grid (see Figure 2.7). Each

of the experimental projections is compared with all template projections by cross-correlation (denoted by the symbol X), yielding

a stack of cross-correlation functions (middle). Search for the highest cross-correlation peak in the stack yields the three Eulerian

angles and x,y shifts that best describe the placement of the projection in the 3D reference system. A reconstruction is performed

on the whole stack of experimental data to which these transformations have been applied (right). The resulting reconstruction is

the first estimate of the structure. The left-facing arrow at the top shows how this scheme is extended to form a closed loop, termed

angular refinement: The previous reconstruction is used as the 3D reference in the next cycle, and so on. In each cycle, the angular

spacing, initially 15 degrees, is narrowed so that finer and finer orientation-related features are captured. (b) Resolution, determined

by the Fourier shell correlation, as a function of angular refinement iteration. Resolution is defined by the spatial frequency at which

the Fourier shell correlation drops below 0.5. It is seen that resolution, so defined, increases steadily with each cycle, but the progress

slows down. Cycle 10 is close to convergence.

https://doi.org/10.1017/CBO9781139003704.004 Published online by Cambridge University Press

https://doi.org/10.1017/CBO9781139003704.004


28 MOLECULAR MACHINES IN BIOLOGY

FIGURE 2.7: Reference-based angle assignment in practice,

as illustrated by a ribosome project. The Eulerian angles are

ordered on a coarse angular grid (83 samples; 15◦ spacing) on a

half-sphere. (a) Orientation statistics: The area of each circle is

made proportional to the number of projection images assigned

Radermacher’s articles featuring weighted back-projection
as the primary approach (Radermacher, 1988; Rader-
macher, 1991), although new approaches such as a fast
gridding-based algorithm for arbitrary geometry (Penczek
et al., 2004) and wavelet-based methods (Sorzano et al.,
2004) have lately gained popularity.

The initial reconstruction from either ab initio method is
typically of low resolution and may exhibit artifacts. Angu-
lar refinement is a generic term for an iterative procedure
that, starting with an initial coarse reconstruction, seeks a
solution that is optimally consistent with the experimental
data (Penczek et al., 1994; Sorzano et al., 2009a) (Figure
2.6a). To this end, the given reconstruction is used as a 3D
reference to generate an indexed library of 2D reference
projections. Each experimental image is now matched with
each image of the whole library to determine the rotation
and shift giving maximum cross-correlation. This search
yields an assignment, to the experimental projection, of
three Eulerian angles and a 2D shift associated with the best
match. After all experimental images have been assigned
new angles, a new reconstruction can be computed, as
shown on the right in Figure 2.6a. This refinement cycle
is now repeated multiple times, with progressively decreas-
ing angular increment, until some criterion of convergence
has been fulfilled. A prime criterion for convergence is the
progress in resolution.

Resolution can be estimated as follows (see recent review
by Liao and Frank, 2010). In single-particle reconstruction,
the absence of repeats (and symmetries, apart from certain
classes of specimens such as viruses) means that the extent
of the region in Fourier space where signal is present is not
readily apparent – there are no diffraction spots to go by.
Instead, one measures the reproducibility, in Fourier space,
of reconstructions obtained from randomly drawn half-sets
of the data. In other words, one measures the extent of the
(usually spherical) region in Fourier space where significant
correlation can be detected between the transforms of two
reconstructions. The Fourier shell correlation curve is a plot
of correlation between Fourier coefficients of the two half-
set reconstructions averaged on a shell in Fourier space, as
a function of shell radius. Typically, the curve falls off from
the value 1 at low spatial frequencies to a value close to 0. As
the angular refinement proceeds, the falloff region of the
curve shifts toward higher spatial frequency (Figure 2.6b)
until saturation is achieved.

Another useful criterion in monitoring progress of
refinement looks at the number of particles switching angle

←

to it. Although there are orientational preferences, reflected by

regions with larger circles, there are no real gaps (i.e., regions

with circles of vanishing sizes). (b) Orientation class averages.

Class averages are pasted into their angular positions in dia-

gram (a). (c) Orientation class variances. Here two-dimensional

variance patterns associated with the computations of class

averages are pasted into diagram (a).
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FIGURE 2.8: Schematic diagram of the free-energy landscape for the elongation cycle of trans-

lation. The free-energy values correspond to rate constants obtained by smFRET; for details see

Frank and Gonzalez (2010). Reproduced from (Frank and Gonzalez) with permission by Annual

Reviews.

assignment from one iteration to the next. This number
typically stabilizes, indicating that the remaining particles
have features that render them “indecisive,” and that fur-
ther progress cannot be expected.

IV. CRYO-EM OF HETEROGENEOUS SAMPLES

AND DISCOVERY-BASED METHODS

IV.1. The Free-Energy Landscape and Inventory

of States

The absence of constraints in the sample preparation of sin-
gle molecules for cryo-EM implies that molecular machines
can adopt all conformations and binding states compat-
ible with the buffer conditions at the moment they are
freeze-plunged. To attain the highest resolution, and to
maximize the number of particles entering the reconstruc-
tion, one is interested in trapping as many molecules as
possible in a single state, and indeed this was the strat-
egy that was exclusively used in the beginning as the tech-
nique was being developed. However, as powerful clas-
sification methods have become available, opportunities
for a different strategy have now opened up: to look at a
sample of freely equilibrating molecules, with the idea to
isolate subpopulations in all the states being present, for
an exhaustive characterization of each of these subpopula-
tions by a separate reconstruction (Connell et al., 2007;
Fischer et al., 2010; Frank, 2010; Mulder et al., 2010).

This approach may be termed discovery-based because the
data themselves are rich in latent “scrambled” informa-
tion, which can be unscrambled by a complex process of
analysis.

For further explanation, particularly in view of recent
developments, it is helpful to make reference to a schematic
diagram of the free-energy landscape of a molecular
machine (Frank and Gonzalez, 2010), in this case the Bac-
terial ribosome, as inferred from smFRET (Figure 2.8).
Valleys in this free-energy landscape, which correspond
to our colloquial notion of “states,” are well-populated,
and molecules belonging to these sub-populations can
be characterized by separate 3D reconstructions from
the various projection classes – provided they can be
separated, and provided the number of projections in
each class is sufficient in statistical terms to support a
reconstruction.

Depending on the ambient temperature – that is,
depending on the amount of energy supplied by the thermal
environment – molecules may freely interconvert among
the different states, but any transient or short-lived inter-
mediate states are too poorly populated to be captured by
cryo-EM. Information on these transitions among differ-
ent states is available through a complementary technique,
single-molecule FRET (smFRET). Here fluorophores (a
donor-acceptor pair) are placed on components whose dis-
tance is expected to change dynamically, and smFRET sig-
nals report on their distance changes in real time. smFRET
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has been applied to a variety of molecular machines, as
described in separate chapters by Xinghua Shi and Takjep
Ha (Chapter 1) and MacDougall and coworkers (Chapter
7). These smFRET results show, for instance, that the pre-
translocational ribosome is constantly oscillating between
two conformational states, termed macrostate I and II (or
global state I and II in another terminology; see Fei et al.,
2008) (Cornish et al., 2008), and possibly additional states
intermediate between these conformations (Munro et al.,
2007). As this example of the ribosome shows, the coex-
istence of multiple states giving rise to multiple confor-
mations is a characteristic of molecular machines that are
driven by Brownian motion.

Another example is the general transcription factor IID
(TFIID), required for initiation of RNA polymerase II-
dependent transcription at many Eukaryotic promoters.
Here the binding by a protein (TATA-binding protein)
induces a massive conformational change of the factor.
Again, both binding states coexist in the sample, calling
for a method to sort out the two states by analysis of the
projection data (Elmlund et al., 2009).

IV.2. Classification: Disentangling Orientation and

Conformation of the Molecules in the Projection Data

The coexistence of multiple states greatly complicates the
reconstruction process in cryo-EM, because in addition to
the projection direction, the subpopulation or class the pro-
jection belongs to must be determined. Given that each
projection originates from a separate molecule, we are
faced with an extremely difficult problem: Variations due
to changes in orientation are intermingled with variations
due to conformation or binding state.

Initial approaches to this problem of heterogeneity used
supervised classification, that is, classification based on the
similarity to two or more 3D references (see Valle et al.,
2002). Sometimes, this scheme is hierarchically employed
(Connell et al., 2007; Fischer et al., 2010). Though success-
ful in many cases where the system is well characterized, the
approach is unsatisfactory because it not only lacks gen-
erality, but also may miss conformations not anticipated,
or come to incorrect conclusions if all of the references
are dissimilar to the structure the experimental projections
originated from. For the past few years, there has been an
investment in the development of methods for unsupervised
classification, which, by contrast, requires little or no prior
information.

A position in between supervised and unsupervised
methods holds those (Fu et al., 2007; Hall et al., 2007;
Elad et al., 2008) that treat the conformational variability
as a second-order problem, given that by far the largest
variability in the data originates with the changes in ori-
entation of the molecule. Hence, data are first sorted by
orientation, then, in a second step, each orientation class is
again classified into conformational classes. Finally, a third

1 it1 it 1 it 1 it

25 it

FIGURE 2.9: Maximum likelihood (ML3D) classification of

single-particle projections. A low-resolution “consensus” den-

sity map (top) is used as initial seed. The low resolution aims

to minimize model bias. The data set is split into K subsets if

K is the number of classes we are looking for. In the ribosome

example (Scheres et al., 2007), K = 4 was chosen. A single

iteration of ML3D refinement for each subset yields four density

maps with random differences (second row). These maps are

then used in a multi-reference ML3D refinement of the entire

dataset. Bottom row presents the structures obtained after

twenty-five iterations. Three of the maps prove to be virtually

identical, showing the tRNA in the A, P, and E positions, whereas

the fourth shows a single tRNA bound at the E site, as well as

EF-G bound at the A site. Reproduced from (Scheres, 2010) with

permission by Elsevier.

step is required, which interrelates conformational classes
from different orientations.

Entirely unsupervised methods fall in the following cate-
gories: maximum-likelihood classification (ML3D; Scheres
et al., 2005; 2007 – see Figure 2.9), the bootstrap method
(Penczek et al., 1996; Zhang et al., 2008; Hstau and Frank,
2010 – see Figure 2.10), and various methods based on mul-
tiple common lines comparisons (Herman and Kalinowski,
2007; Singer et al., 2009; Elmlund et al., 2010; Shatsky
et al., 2010).

An example for the recovery of multiple conformational
states from a single data set is provided in Figure 2.11.
Here maximum-likelihood classification was applied to a
set of 216,000 images of a pretranslocational ribosome
complex, and four different conformations were extracted,
three of which show the ribosome in different states of
translocation.
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FIGURE 2.10: Flowchart of classification based on bootstrap reconstructions. From the projection set containing N particle

images, M < N samples are drawn with replacement. After each draw, a “bootstrap” reconstruction is computed. The resulting

M reconstructions are analyzed by multivariate statistical analysis, resulting in a factorial representation of the bootstrap volumes

in which K-means classification is performed and classes of bootstrap volumes are identified. For each particle image, its class

association is finally determined.

IV.3. Time-Resolved Cryo-EM Imaging

As we have seen, the classification methods described earlier
open new avenues of research by which multi-state mixtures
can be studied. This technology offers the exciting oppor-
tunity to look at systems as they evolve over time; in other
words, time-resolved three-dimensional imaging of molec-
ular machines evolving from a non-equilibrium state. For
sufficiently slow processes, such as virus capsid maturation
(Heymann et al., 2003), ribosome biogenesis (Mulder et al.,
2010), and back-translocation in translation (Fischer et al.,
2010), the time for blotting and freeze-plunging the grid
(in the range of several seconds) is negligible compared
with the duration of the entire process, so time resolu-
tion is easily achievable by taking aliquots of the sample in
regular intervals after the starting reaction for EM imag-
ing. On the other hand, achieving time resolution on the
order of a few milliseconds, such as required for studying
decoding in translation (see Rodnina et al., 2002; Frank
and Gonzalez, 2010), requires a radical departure from the
established sample-preparation methods. Pioneering time-
resolved techniques developed by Berriman and Unwin
(1994) used the principle of spraying one reactant (in this
instance, acetylcholine) onto a grid covered with the sec-
ond reactant (acetylcholine receptor), so that the mixing

and reaction occurred on impact of the spray droplets
on the target. As discussed in Lu et al. (2009), however,
the unsharp definition of reaction time and possible inter-
ference of the grid with the target molecule are among
the drawbacks of this method when aiming at millisecond
resolution.

Specifically, the requirements may be formulated in the
following way: First of all, a “zero” time point needs to
be established, with little margin of error, denoting the
point when the components are brought together. This
calls for the design of an efficient mixer. Next, a provi-
sion needs to be made for the reaction in the fully mixed
sample to take place for a defined time and under con-
trolled conditions, in a suitable reaction chamber. Third,
the reacted sample must be rapidly sprayed onto the
grid, and the grid be plunged into the cryogen with a
minimum of delay. The monolithic microfluidic mixing-
spraying device developed by Lu et al. (2009), operated
in conjunction with a traditional gravity-operated freeze-
plunger, addresses these requirements successfully. Among
the first applications of this novel device has been the
dynamics of the association of ribosomal subunits into
the 70S ribosome (Barnard et al., 2009; Shaikh et al.,
2010).
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a b c d

FIGURE 2.11: Example for classification of a heterogeneous data set using maximum likelihood classification (ML3D). Specimen

was a pretranslocational ribosome complex in the absence of EF-G described in Agirrezabala et al. (2008). For display of the inter-

subunit space, the 70S ribosome was computationally separated into its two subunits, 30S (yellow) and 50S (blue). Supervised

classification with two references identified two classes, distinguished by tRNA positions and presence versus absence of inter-

subunit rotation. Number of classes specified was six. Of these, only five were found to be meaningful; the sixth class appeared

to have acted as a “garbage bin” for misfits. Of the five remaining classes, one (panel d) lacks the A-site tRNA and hence is not

a pretranslocational complex. Of the remaining four, two were found to be closely similar. We have therefore the result that three

highly populated subpopulations (panels a, b, and c) exist, in which the positions of the tRNAs and ribosome conformation are well

defined. Reproduced from (Frank, 2010, with permission by Wiley-VCH).

IV.4. High-Throughput Data Collection and Processing

Given the fact that tens of thousands of images are required
to obtain a sub-nanometer resolution reconstruction of a
molecule in a single state, the diversity of coexisting states
anticipated in the study of molecular machines means that
the data collection and processing has to be streamlined and
organized much more efficiently than currently practiced.
In the quest for solutions to this problem, pioneering con-
tributions have been made by the groups of Bridget Car-
ragher and Clint Potter at The Scripps Institute, centered
around two software tools, Leginon (Suloway et al., 2005)
and Appion (Lander et al., 2009), both linked to the same
database. Whereas Leginon is designed to collect data on
the electron microscope automatically, Appion is a mod-
ular Python-based pipeline with interoperability with all
major image-processing packages. A demonstration of effi-
cient data collection and processing using these tools has
been done by Stagg et al. (2006), who collected more than
200,000 images of GroEl and obtained a sub-nanometer
reconstruction of this molecular machine in a span of a day.

Efficient organization of data storage and accelerated
means of processing are obvious concerns in this context

that are addressed by a variety of recent developments.
Graphics Processor (GPU) implementations are now being
developed to accelerate the execution of key algorithms
such as projection matching significantly. All major EM-
specific image-processing packages routinely make use of
parallel processing, as many operations on stacks of images
are parallel by nature. These new developments, however,
are rapid and quite hardware-specific, precluding explicit
coverage in this chapter.

V. OBTAINING AN ATOMIC MODEL

The evident goal of cryo-EM applied to a molecular
machine is to obtain atomic models that show the machine
in different processing states. Only in rare cases, in the pres-
ence of symmetries, cryo-EM density maps are of sufficient
resolution to allow de novo tracing of the chains (Zhou,
2008; Lindert et al., 2009); such atomic models have been
obtained for viruses (Yu et al., 2008) and for GroEl (Ludtke
et al., 2008). The more typical situation is that atomic struc-
tures are available for the molecule and its functional lig-
ands, and that these are used as the “raw material” for the

https://doi.org/10.1017/CBO9781139003704.004 Published online by Cambridge University Press

https://doi.org/10.1017/CBO9781139003704.004


Chapter 2 ● Visualization of Molecular Machines by Cryo-Electron Microscopy 33

composition of a comprehensive atomic model showing the
conformation of the molecule and the binding interactions
of its ligands. Alternatively, if the structure of the whole
molecule has not been solved, at least structures of some
components may be available.

A number of techniques of increasing sophistication
have been developed over the years, parallel to the increase
in resolution and demands for increasing fidelity of the
fitting. Starting with the most straightforward approach,
available structures are fitted as rigid bodies, essentially
as an annotation of the (low-resolution) density map that
shows putative or confirmed placements of relevant parts,
giving an idea which parts of the cryo-EM density map
are accounted for (see the example of the spliceosome;
Stark and Lührmann, 2006). However, rigid-body dock-
ing will not do justice to the observed density map if
conformational changes are present, which become notice-
able with increasing resolution. Again the simplest solution
is piece-wise rigid-body fitting: to break the atomic struc-
ture apart at putative flex points and place the individual
pieces by eye into the EM map, to serve as an illustration for
the kinds of local movements that must be invoked to bring
the structure into agreement with the density. Quantitative
techniques incorporating this idea, in the next advance of
methodology, are SITUS (Wriggers and Chacón, 2001)
and real-space refinement (RSREF; Chapman, 1995): The
aim of the algorithms incorporated in these packages is to
readjust the placement of pieces optimally within the local
density by cross-correlation and mend their connections
such that the structure is again complete, without viola-
tions of the rules of stereochemistry. An example of piece-
wise flexible fitting using real-space refinement applied to
the ribosome is the work by Gao et al. (2003; Gao and
Frank, 2005). However, true flexible fitting methods go one
step further and deform the structure in its entirety. One
approach is normal-mode flexible fitting (NMFF; Tama
et al. 2004), in which the structure is approximated by
an elastic network of pseudoatoms and subjected to a
normal mode analysis. Another approach, closer to the
atomic nature of the structures to be fitted, is molec-
ular dynamics flexible fitting (MDFF; Trabuco et al.,
2008; see application in Villa et al., 2009; Grubisic et al.,
2010).

VI. CONCLUSIONS

Cryo-EM, making it possible to visualize molecules under
native conditions, is one of the most important tools for
the investigation of molecular machines. The field, as I
have demonstrated here, currently experiences a widening
of perspective, or a shift of paradigm: Instead of focusing
on a single state, trapped by some kind of intervention, we
now have the capability to make an entire inventory of all
those conformational states that are well populated under
the conditions of an experiment, and collect data that can

be used, in effect, to reconstruct the free-energy landscape
of the machine.

This capability invites a comparison with those of other
biophysical visualization methods, nuclear magnetic res-
onance (NMR) and X-ray crystallography. A wide range
of techniques in NMR spectroscopy allows characteriza-
tion of conformational heterogeneity of macromolecules,
depending critically on the timescales of inter-conversion
between conformations. However, atomic resolution
structure determination usually is limited to systems with
a small (≤3) number of states (Vallurupalli et al., 2008) or
to fitting of ensembles of conformations consistent with
experimental data (Lange et al., 2008). Efficient transverse
relaxation and spectral congestion normally limit the appli-
cation of NMR spectroscopy to large molecular machines;
however, TROSY techniques have enabled investigations
of conformational dynamics in GroEL/GroES (Horst
et al., 2005), SecA (Keramisanou et al., 2006), proteo-
some (Religa et al., 2010), and ribosome (Cabrita et al.,
2009).

In X-ray crystallography, the state in which the molecule
is visualized is defined by the energetics of crystal for-
mation; under normal circumstances, the molecule exists
in a single conformation. In some exceptional cases, two
or more copies of the molecules may coexist in the unit
cell in different conformations. For instance, Schuwirth et
al. (2005) obtained the structure of the E. coli ribosome
in two conformations, related by a change in small sub-
unit head orientation, which is known to be associated
with the translocation process. The same group also found
ribosomes paired up in the unit cell, which were in
different states of inter-subunit rotation (Zhang et al.,
2009).

As a relatively new technique, cryo-EM still lacks uni-
form standards, data formats, and procedures. As is usually
the case, such standards develop in the free marketplace
of ideas. In this sense, its present state can be compared
with the beginning years of protein X-ray crystallography.
However, efforts on both sides of the Atlantic should be
mentioned, which strive toward standardization in deposi-
tions of maps and an agreement on a common dictionary
of terms (Berman et al., 2006; Lawson, 2010; Lawson et al.,
2011; Velankar et al., 2010).
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