# AN EXTENSION OF THE GRÜNWALD-MARCINKIEWICZ INTERPOLATION THEOREM 

T.M. Mills and P. Vértesi

Just over 60 years ago, G. Grünwald and J. Marcinkiewicz discovered a divergence phenomenon pertaining to Lagrange interpolation polynomials based on the Chebyshev nodes of the first kind. The main result of the present paper is an extension of their now classical theorem. In particular, we shall show that this divergence phenomenon occurs for odd higher order Hermite-Fejér interpolation polynomials of which Lagrange interpolation polynomials form one special case.

## 1. The result of Grünwald and Marcinkiewicz

We begin by recalling the result of Grünwald and Marcinkiewicz. Let $\mathbf{Z}^{+}=$ $\{1,2,3, \ldots\}$. Consider the infinite, triangular array of points in $[-1,1]$ denoted by

$$
\begin{equation*}
T:=\left(x_{k, n}=\cos ((2 k-1) \pi /(2 n)): k=1,2, \ldots, n ; n \in \mathbf{Z}^{+}\right) . \tag{1}
\end{equation*}
$$

For each $n$, the points $\left\{x_{1, n}, x_{2, n}, \ldots, x_{n, n}\right\}$ are the distinct zeros of the Chebyshev polynomial of the first kind $T_{n}(x):=\cos n \theta$ where $x \in[-1,1], x=\cos \theta$, and $\theta \in[0, \pi]$.

Let $f:[-1,1] \rightarrow \mathbf{R}$. Then, for each $n \in \mathbf{Z}^{+}$, define the Lagrange interpolation polynomial $L_{n-1}(T, f)(x)=L_{n-1}(T, f, x)$ to be the unique polynomial of degree $n-1$ or less such that $L_{n-1}\left(T, f, x_{k, n}\right)=f\left(x_{k, n}\right) \quad(k=1,2, \ldots, n)$. The study of $L_{n-1}(T, f, x)$ as an approximation to $f(x)$ has a long and interesting history. (See Natanson [7], Rivlin [8], Szabados and Vértesi [12].) A classical negative result discovered by Géza Grünwald [4], [5] and Józef Marcinkiewicz [6], independently of each other, is the following. (See Natanson [7] for a proof, but only for the open interval ( $-1,1$ ).)

Theorem 1. (G. Grünwald, J. Marcinkiewicz) There exists a function $f \in$ $C[-1,1]$ such that, for all $x \in[-1,1]$, the sequence $\left\{L_{n-1}(T, f, x): n \in Z^{+}\right\}$diverges.
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Theorem 1 is important for two reasons.
First, it shows, dramatically, that Lagrange interpolation polynomials may be very poor approximating tools. While it is well known that, in general, Lagrange interpolation has its faults, it is widely accepted that Lagrange interpolation based on the Chebyshev nodes can be quite useful. Theorem 1 shows the limitations of Lagrange interpolation even on these nodes.

Second, it is well known that there are many similarities between the approximation properties of
(i) the partial sums of the Fourier-Chebyshev expansion of $f \in C[-1,1]$ and
(ii) the Lagrange interpolation polynomials $L_{n-1}(f, x)$.

These similarities can be used with great effect. For example, a result known for (i) will suggest an analogous result for (ii). However, the analogy is not perfect. A famous result of Carleson [2] implies that if $f \in C[-1,1]$ then the partial sums of the FourierChebyshev expansion of $f$ converge to $f$ almost everywhere in $[-1,1]$. On the other hand, Theorem 1 shows that this is certainly not the case for the interpolating polynomials. Thus, Theorem 1 adds to our understanding of the relationship between (i) and (ii).

The main result of this paper is a generalisation of Theorem 1. We shall show that the Grünwald-Marcinkiewicz divergence phenomenon occurs, not only for Lagrange interpolation, but for certain higher order Hermite-Fejér interpolation processes as well. In Section 2 we describe the setting for the main result and state this result. Section 3 defines some notation and Section 4 presents a sequence of technical lemmas. The proof of the main result is divided into two parts: the first part appears in Section 5 and the second part in Section 6.

## 2. Higher order Hermite-Fejér interpolation

In this section, we recall the basic concepts of higher order Hermite-Fejér interpolation polynomials and we state the main result of the paper.

Let $m \in \mathbf{Z}^{+}$and let $f:[-1, \mathbf{1}] \rightarrow \mathbf{R}$. Then, for each $n \in \mathbf{Z}^{+}$, there is a unique polynomial $H_{m, n}(T, f)(x)=H_{m, n}(T, f, x)$ of degree $m n-1$, or less, such that

$$
H_{m, n}\left(T, f, x_{k, n}\right)=f\left(x_{k, n}\right) \quad(k=1,2, \ldots, n)
$$

and

$$
H_{m, n}^{(j)}\left(T, f, x_{k, n}\right)=0 \quad(k=1,2, \ldots, n ; j=1,2, \ldots, m-1)
$$

where $H_{m, n}^{(j)}(T, f, x)$ denotes the $j$-th derivative of $H_{m, n}(T, f, x)$ with respect to $x$.
We refer to $H_{m, n}(T, f, x)$ as a higher order Hermite-Fejér interpolation polynomial (the order being $m-1$ ) corresponding to the function $f$ and the $n$-th row of the matrix
of nodes $T$. Recently there has been considerable interest in such polynomials for the following reason.

In the case $m=1$, the interpolation polynomials $H_{m, n}(T, f, x)$ are merely the Lagrange interpolation polynomials $L_{n-1}(T, f, x)$ discussed in Section 1. In the case $m=2$, the interpolation polynomials $H_{m, n}(T, f, x)$ become the well known Hermite-Fejér interpolation polynomials which behave quite differently from Lagrange interpolation polynomials. (See Natanson [7], Rivlin [8], or Szabados and Vértesi [12].) Thus, the interpolation polynomials $H_{m, n}(T, f, x)$ generalise these classical interpolation polynomials. For an excellent survey of these polynomials see Smith [10].

What happens when $m>2$ ? It appears that, in many ways, the behaviour of $H_{m, n}(T, f, x)$ is determined by the parity of $m$.

If $m$ is odd, we expect that $H_{m, n}(T, f, x)$ may behave like $H_{1, n}(T, f, x)=L_{n-1}(T, f, x)$. For example, Szabados [11, Theorem 2] has shown that the classical theorem of G. Faber concerning the divergence of Lagrange interpolation can be extended to a theorem for odd order Hermite-Fejér interpolation polynomials.

If $m$ is even, we expect that $H_{m, n}(T, f, x)$ may behave like $H_{2, n}(T, f, x)$. For example, Vértesi [13, (1.4), (1.5), Theorem 2.3] has shown that certain convergence theorems for Hermite-Fejér interpolation polynomials can be extended to theorems for even order Hermite-Fejér interpolation polynomials.

There is no general theorem to bear out this expectation - indeed, in some specific cases, our expectations are not realised! (For example, see Byrne et al. [1].) However, this theme has been the basis for many research investigations and so too it is in this paper.

The aim of this paper is to show that Theorem 1, which is concerned with the operator $L_{n-1}=H_{1, n}$, can be extended to a result for the operator $H_{m, n}$ where $m$ is any odd number. We shall prove the following result.

Theorem 2. Let $m \in\{1,3,5,7, \ldots\}$. Then, there exists a function $f \in C[-1,1]$ such that, for all $x \in[-1,1]$,

$$
\underset{n \rightarrow \infty}{\limsup }\left|H_{m, n}(T, f, x)\right|=+\infty
$$

## 3. Notation

Often we shall write $x_{k}$ for $x_{k, n}=\cos ((2 k-1) \pi /(2 n))$ and $\theta_{k}$ for $\theta_{k, n}=(2 k-1) \pi /(2 n)$ provided that no confusion arises. If $\psi \in C[-1,1]$ we define $\|\psi\|:=\sup \{|\psi(x)|:-1 \leqslant$ $x \leqslant 1\}$. We shall use $c$ or $c_{1}, c_{2}, \ldots$ to denote absolute positive constants; repeated use of the same symbol does not imply equal values of the corresponding constants.

It will be necessary to refer to the fundamental polynomials of higher order Hermite interpolation. The following technicalities and notation can be found in Szabados [11]. Suppose that $m, n$ are natural numbers and $\left\{t_{1}, t_{2}, \ldots, t_{n}\right\}$ are distinct points in $[-1,1]$.

Then there exist unique polynomials $\left\{A_{j k n}: 0 \leqslant j \leqslant m-1,1 \leqslant k \leqslant n\right\}$ such that the degree of $A_{j k n}(x)$ is at most $m n-1$, and

$$
\begin{equation*}
A_{j k n}^{(r)}\left(t_{s}\right)=\delta_{j r} \delta_{k s} \quad(j, r=0,1, \ldots, m-1 ; k, s=1,2, \ldots, n) \tag{2}
\end{equation*}
$$

These polynomials are the fundamental polynomials of Hermite interpolation. Of course, the polynomial $A_{j k n}$ also depends on $m$ and on the nodes $t_{1}, t_{2}, \ldots, t_{n}$. Our notation does not make this dependence explicit, but, throughout this paper, $m$ is a fixed positive, odd number and, in any situation, the corresponding nodes will be clear.

The fundamental polynomials are pertinent to our discussion for several reasons including the fact that we can write

$$
\begin{equation*}
H_{m, n}(T, f, x)=\sum_{k=1}^{n} f\left(x_{k, n}\right) A_{0 k n}(x) \tag{3}
\end{equation*}
$$

We shall usually write $H_{m, n}(f, x)$ for $H_{m, n}(T, f, x)$.

## 4. Lemmas

Our proof of Theorem 2 uses the general structure of the proof of Theorem 1 in Natanson [7] together with more recent results concerning higher order Hermite-Fejér interpolation polynomials.

Lemma 1.
(i) If $n \in Z^{+}$and $S_{n}=\left\{x_{k, n}=\cos ((2 k-1) \pi / 2 n): k=1,2, \ldots, n\right\}$ then $S_{n} \cap S_{n+1}=\emptyset$.
(ii) If $S$ is a finite subset of $(-1,1)$ then there exists arbitrarily large values of $n$ for which $S_{n} \cap S=\emptyset$ and $S_{n+1} \cap S=\emptyset$ or $\{0\}$.

Proof: See Natanson [7, p. 36].
Lemma 2. If $m \in\{1,3,5, \ldots\}$ then there exists a constant $c_{m}>0$ such that if $n \in Z^{+}$and $k \in\{1,2, \ldots, n\}$ then $\left\|A_{0 k n}\right\| \leqslant c_{m}$.

Proof: See Smith [9].
Lemma 3. Suppose that $m$ is a fixed element of $\{1,3,5,7, \ldots\}, n$ is a fixed element of $\boldsymbol{Z}^{+}$, and $\left\{t_{1}, t_{2}, \ldots, t_{n}\right\}$ are $n$ fixed, distinct nodes in $[-1,1]$. Let $\phi \in C^{m-1}[-1,1]$ be such that $\phi^{(j)}\left(t_{k}\right)=0(1 \leqslant k \leqslant n ; 1 \leqslant j \leqslant m-1)$ and $\varepsilon>0$. Then there exists a polynomial $R(x)$ such that $R\left(t_{k}\right)=\phi\left(t_{k}\right)(1 \leqslant k \leqslant n), R^{(j)}\left(t_{k}\right)=0(1 \leqslant k \leqslant n ; 1 \leqslant j \leqslant$ $m-1)$ and $\|R-\phi\| \leqslant \varepsilon$.

Proof: Let $A_{j k n}(x)(1 \leqslant k \leqslant n ; 0 \leqslant j \leqslant m-1)$ be the fundamental polynomials of higher order Hermite interpolation based on the nodes $\left\{t_{1}, \ldots, t_{n}\right\}$. Let $P(x)$ be a polynomial to be specified and define the polynomial $s(x)$ by

$$
s(x):=\sum_{k=1}^{n} A_{0 k n}(x)\left(\phi\left(t_{k}\right)-P\left(t_{k}\right)\right)+\sum_{j=1}^{m-1} \sum_{k=1}^{n} A_{j k n}(x)\left(\phi^{(j)}\left(t_{k}\right)-P^{(j)}\left(t_{k}\right)\right)
$$

In passing we note that if the degree of $P$ is sufficiently large then

$$
\sum_{k=1}^{n} A_{0 k n}(x) P\left(t_{k}\right)+\sum_{j=1}^{m-1} \sum_{k=1}^{n} P^{(j)}\left(t_{k}\right) A_{j k n}(x) \not \equiv P(x)
$$

## Define

$$
R(x):=s(x)+P(x)
$$

Then, by the properties of the fundamental functions $A_{j k n}(x)$ in (2) we have, for $1 \leqslant k \leqslant n$

$$
R\left(t_{k}\right)=s\left(t_{k}\right)+P\left(t_{k}\right)=\phi\left(t_{k}\right)-P\left(t_{k}\right)+P\left(t_{k}\right)=\phi\left(t_{k}\right)
$$

and, for $1 \leqslant k \leqslant n, 1 \leqslant j \leqslant m-1$, we have

$$
R^{(j)}\left(t_{k}\right)=s^{(j)}\left(t_{k}\right)+P^{(j)}\left(t_{k}\right)=\phi^{(j)}\left(t_{k}\right)-P^{(j)}\left(t_{k}\right)+P^{(j)}\left(t_{k}\right)=0
$$

Also, we have

$$
\begin{aligned}
|R(x)-\phi(x)| & =|s(x)+P(x)-\phi(x)| \\
& \leqslant \sum_{k=1}^{n}\left|A_{0 k n}(x)\right| \cdot\|\phi-P\|+\sum_{j=1}^{m-1} \sum_{k=1}^{n}\left|A_{j k n}(x)\right| \cdot\left\|\phi^{(j)}-P^{(j)}\right\|+\|P-\phi\|
\end{aligned}
$$

and so

$$
\|R-\phi\| \leqslant\|\phi-P\|\left(1+\sum_{k=1}^{n}\left\|A_{0 k n}\right\|\right)+\sum_{j=1}^{m-1}\left\|\phi^{(j)}-P^{(j)}\right\|\left(\sum_{k=1}^{n}\left\|A_{j k n}\right\|\right)
$$

Now remember that $m, n$ and the nodes $t_{1}, t_{2}, \ldots, t_{n}$ are all fixed. So we can appeal to Trigub's theorem on simultaneous approximation (see for example DeVore and Lorentz [3, Theorem 4.1, p. 245]) which guarantees that there is a polynomial $P$ such that

$$
\|\phi-P\|,\left\|\phi^{(1)}-P^{(1)}\right\|, \ldots,\left\|\phi^{(m-1)}-P^{(m-1)}\right\|
$$

can all be made arbitrarily small. Thus we can choose $P$ so that $\|R-\phi\| \leqslant \varepsilon$. This completes the proof of the Lemma.
Remark. We are not saying anything about the degree of $R$.
Lemma 4. If $n \geqslant 2$ and $1 \leqslant k \leqslant n-1$ then

$$
\frac{\sin \theta_{k, n}}{n\left|\cos \theta_{k, n}-\cos \theta_{k+1, n}\right|}>\frac{2}{3 \pi^{2}}
$$

Proof: We shall write $\theta_{k}=\theta_{k, n}=(2 k-1) \pi /(2 n)$. Thus

$$
\begin{aligned}
E & :=\frac{\sin \theta_{k}}{n\left|\cos \theta_{k}-\cos \theta_{k+1}\right|} \\
& =\frac{\sin \theta_{k}}{2 n \sin \left(\left(\theta_{k}+\theta_{k+1}\right) / 2\right) \sin \left(\left(\theta_{k+1}-\theta_{k}\right) / 2\right)} \\
& >\frac{\sin \theta_{k}}{n\left(\theta_{k+1}-\theta_{k}\right) \sin \left(\left(\theta_{k}+\theta_{k+1}\right) / 2\right)} \\
& =\frac{1}{\pi} \frac{\sin \theta_{k}}{\sin \left(\left(\theta_{k}+\theta_{k+1}\right) / 2\right)} .
\end{aligned}
$$

We now consider three cases.
Case 1. Suppose that $\pi / 2<\theta_{k}<\theta_{k+1} \leqslant \pi$. Then $\sin \left(\left(\theta_{k}+\theta_{k+1}\right) / 2\right)<\sin \theta_{k}$. So

$$
E>\frac{1}{\pi} \geqslant \frac{2}{3 \pi^{2}} .
$$

Case 2. Suppose that $0<\theta_{k}<\theta_{k+1} \leqslant \pi / 2$. Then $\sin \left(\left(\theta_{k}+\theta_{k+1}\right) / 2\right)<\sin \theta_{k+1}$. So

$$
E \geqslant \frac{1}{\pi} \frac{\sin \theta_{k}}{\sin \theta_{k+1}} \geqslant \frac{1}{\pi} \frac{2 \theta_{k}}{\pi \theta_{k+1}}=\frac{2(2 k-1)}{\pi^{2}(2 k+1)}=\frac{2}{\pi^{2}}\left(1-\frac{2}{2 k+1}\right) \geqslant \frac{2}{3 \pi^{2}}
$$

Case 3. Suppose that $\theta_{k}<\pi / 2<\theta_{k+1}$. Then $\left(\theta_{k}+\theta_{k+1}\right) / 2=\pi / 2$. So

$$
E \geqslant \frac{1}{\pi} \sin \theta_{k} \geqslant \frac{1}{\pi} \sin \pi / 4 \geqslant \frac{2}{3 \pi^{2}} .
$$

Thus, in any case, $E \geqslant 2 /\left(3 \pi^{2}\right)$.
Lemma 5. If $m \in\{1,3,5, \ldots\}$ and $p \in\{3,4,5, \ldots\}$, then there is a polynomial $R_{p}(x)\left(=R_{p, m}(x)\right)$ such that $\left\|R_{p}\right\| \leqslant 2$ and

$$
(\forall x \in[-\cos (\pi / p), \cos (\pi / p)])(\exists n>p)\left(\left|H_{m, n}\left(R_{p}, x\right)\right|>p\right)
$$

Proof: Let $q$ be a fixed natural number: during the course of proving this lemma, $q$ will be specified to be sufficiently large so that certain conditions are satisfied. To begin with, suppose that $q>p$.

We define the sets $S_{n}:=\left\{x_{1, n}, x_{2, n}, \ldots, x_{n, n}\right\}$, as in Lemma 1, and

$$
\begin{equation*}
S_{n}(a):=S_{n} \cap[-1, \cos a] \tag{4}
\end{equation*}
$$

By part (i) of Lemma $1, S_{n} \cap S_{n+1}=\emptyset$ (that is, consecutive rows of the matrix of nodes $T$ in (1) have no common elements).

Now we shall construct a sequence of $q-1$ indices

$$
q=n_{1}<n_{2}<\ldots<n_{q-1}
$$

and begin the construction of a function $\phi:[-1,1] \rightarrow[-1,1]$.
Let $n_{1}=q$. Define $\phi$ on $S_{n_{1}} \cup S_{n_{1}+1}$ by

$$
\phi\left(x_{k, n_{1}}\right)= \begin{cases}0 & \text { if } x_{k, n_{1}} \in S_{n_{1}} \backslash S_{n_{1}}(\pi / q) \\ (-1)^{k-1} & \text { if } x_{k, n_{1}} \in S_{n_{1}}(\pi / q)\end{cases}
$$

and

$$
\phi\left(x_{k, n_{1}+1}\right)= \begin{cases}0 & \text { if } x_{k, n_{1}+1} \in S_{n_{1}+1} \backslash S_{n_{1}+1}(\pi / q) \\ (-1)^{k-1} & \text { if } x_{k, n_{1}+1} \in S_{n_{1}+1}(\pi / q)\end{cases}
$$

We now find another pair of consecutive rows of the matrix $T$ which has almost nothing in common with the first pair of rows. To this end, let

$$
S=S_{n_{1}} \cup S_{n_{1}+1}
$$

and we apply part (ii) of Lemma 1 . Thus, there is $n_{2}>n_{1}$ such that

$$
S \cap\left(S_{n_{2}} \cup S_{n_{2}+1}\right)=\left(S \cap S_{n_{2}}\right) \cup\left(S \cap S_{n_{2}+1}\right)=\{0\} .
$$

We now define $\phi$ at all points of $S_{n_{2}} \cup S_{n_{2}+1}$ (with the possible exception of 0 in case it has been defined there already):

$$
\phi\left(x_{k, n_{2}}\right)= \begin{cases}0 & \text { if } x_{k, n_{2}} \in S_{n_{2}} \backslash S_{n_{2}}(2 \pi / q) \\ (-1)^{k-1} & \text { if } x_{k, n_{2}} \in S_{n_{2}}(2 \pi / q)\end{cases}
$$

and

$$
\phi\left(x_{k, n_{2}+1}\right)= \begin{cases}0 & \text { if } x_{k, n_{2}+1} \in S_{n_{2}+1} \backslash S_{n_{2}+1}(2 \pi / q) \\ (-1)^{k-1} & \text { if } x_{k, n_{2}+1} \in S_{n_{2}+1}(2 \pi / q)\end{cases}
$$

We have now defined the two indices $q=n_{1}<n_{2}$, and defined $\phi$ on

$$
\left(S_{n_{1}} \cup S_{n_{1}+1}\right) \cup\left(S_{n_{2}} \cup S_{n_{2}+1}\right)
$$

We continue this process and generate $n_{3}, n_{4}, \ldots, n_{q-1}$ as follows. Suppose that $i<q$ and that we have determined

$$
n_{1}, n_{2}, \ldots, n_{i-1}
$$

By virtue of part (ii) of Lemma 1, we can choose $n_{i}>n_{i-1}$ so that the set $S_{n,} \cup S_{n_{\mathrm{t}}+1}$ has no point (or at most the point $\{0\}$ ) in common with the set

$$
\bigcup_{k=1}^{i-1}\left(S_{n_{k}} \cup S_{n_{k}+1}\right)
$$

We now define $\phi$ on the set $S_{n_{i}} \cup S_{n_{i}+1}$ (except at 0 if it has been defined there already):

$$
\phi\left(x_{k, n_{i}}\right)= \begin{cases}0 & \text { if } x_{k, n_{i}} \in S_{n_{i}} \backslash S_{n_{i}}(i \pi / q) \\ (-1)^{k-1} & \text { if } x_{k, n_{i}} \in S_{n_{i}}(i \pi / q)\end{cases}
$$

and

$$
\phi\left(x_{k, n_{i}+1}\right)= \begin{cases}0 & \text { if } x_{k, n_{i}+1} \in S_{n_{i}+1} \backslash S_{n_{i}+1}(i \pi / q) \\ (-1)^{k-1} & \text { if } x_{k, n_{i}+1} \in S_{n_{i}+1}(i \pi / q)\end{cases}
$$

In this way, we generate $q-1$ indices $q=n_{1}<n_{2}<\ldots<n_{q-1}$ and define the function $\phi$ on all points of the set

$$
\begin{equation*}
\tau_{p}=\bigcup_{i=1}^{q-1}\left(S_{n_{i}} \cup S_{n_{i}+1}\right) \tag{5}
\end{equation*}
$$

This set obviously depends on $q$ : but we shall show at the very end of the proof that $q$ is a function of $p$ and hence we denote the set by $\tau_{p}$.

Finally we extend the domain of $\phi$ and define $\phi$ throughout the interval $[-1,1]$ by requiring that
(i) $\phi(+1)=\phi(-1)=0$,
(ii) once all the nodes in $\tau_{p}$ have been ordered, the function $\phi$ should be monotonic between consecutive nodes - but not necessarily strictly monotonic, and
(iii) $\phi \in C^{m-1}[-1,1]$ and $\left(\forall t \in \tau_{p}\right)\left(1 \leqslant j \leqslant m-1 \Rightarrow \phi^{(j)}(t)=0\right)$.

Thus, we have $\phi \in C^{(m-1)}[-1,1]$ and $\|\phi\| \leqslant 1$. By Lemma 3 , there exists a polynomial $R$ such that
(i) $\left(\forall t \in \tau_{p}\right)(R(t)=\phi(t))$,
(ii) $\left(\forall t \in \tau_{p}\right)\left(1 \leqslant j \leqslant m-1 \Rightarrow R^{(j)}(t)=0\right)$, and
(iii) $\|R-\phi\| \leqslant 1$ and hence $\|R\| \leqslant 2$.

Hence $R$ satisfies the first requirement in the statement of the lemma: it remains to show that $R$ satisfies the second requirement in the lemma.

Assume that $x$ is fixed and $x \in[-\cos (\pi / p), \cos (\pi / p)]$. If $x=\cos \theta$ and $0 \leqslant \theta \leqslant \pi$ then $\theta \in[\pi / p, \pi-\pi / p]$. Then, because $q>p$, we can choose an index $i \in\{2,3, \ldots, q-1\}$ so that

$$
\begin{equation*}
(i-1) \pi / q \leqslant \theta<i \pi / q . \tag{6}
\end{equation*}
$$

By virtue of (5), corresponding to the index $i$, is an index $n_{i}$. Clearly

$$
\begin{equation*}
p<q \leqslant n_{i} \leqslant n_{q-1}+1 . \tag{7}
\end{equation*}
$$

We shall now show that either $H_{m, n_{i}}(R, x)$ or $H_{m, n_{i}+1}(R, x)$ satisfies the second condition of the lemma. We consider these one at a time. $H_{m, n_{i}}(R, x)=\sum_{k=1}^{n_{i}} R\left(x_{k, n_{i}}\right) A_{0 k n_{i}}(x)=$ $\sum_{k=1}^{n_{i}} \phi\left(x_{k, n_{i}}\right) A_{0 k n_{i}}(x)$.

Define $r_{i}:=\min \left\{k: \theta_{k, n_{i}} \geqslant i \pi / q\right\}$, or equivalently,

$$
\begin{equation*}
k \geqslant r_{i} \Leftrightarrow x_{k, n_{i}} \in S_{n_{i}}(i \pi / q) \Leftrightarrow i \pi / q \leqslant \theta_{k, n_{i}} \leqslant \pi \tag{8}
\end{equation*}
$$

Therefore

$$
H_{m, n_{i}}(R, x)=\sum_{k=r_{i}}^{n_{i}} \phi\left(x_{k, n_{i}}\right) A_{0 k n_{i}}(x)
$$

There are two cases to consider arising from the possibility of $0 \in S_{n_{1}}$ and $\phi(0)$ having been defined earlier.

Case 1. If either $0 \notin S_{n_{i}}$ or $0 \in S_{n_{i}}$ and for all $1 \leqslant j<i, 0 \notin S_{n_{j}}$, then

$$
H_{m, n_{i}}(R, x)=\sum_{k=r_{i}}^{n_{i}}(-1)^{k-1} A_{0 k n_{i}}(x)
$$

Case 2. If $0 \in S_{n_{i}}$ and for $1 \leqslant j<i$ we had $0 \in S_{n_{j}}$ then $\phi(0)$ would have been defined to be 0,1 or -1 before considering $S_{n_{i}}$. So, for some index $u$ we have

$$
H_{m, n_{i}}(R, x)=\sum_{k=r_{i}}^{n_{i}}(-1)^{k-1} A_{0 k n_{i}}(x)-(-1)^{u-1} A_{0 u n_{i}}(x)+\phi(0) A_{0 u n_{i}}
$$

In either case, by Lemma 2, we have

$$
\begin{equation*}
H_{m, n_{i}}(R, x)=\sum_{k=r_{i}}^{n_{i}}(-1)^{k-1} A_{0 k n_{i}}(x)+O(1) \tag{9}
\end{equation*}
$$

where $O(1)$ depends only on $m$.
We now use some ideas from Szabados [11, pp.359-360]. Remember that, here, $x_{k}=x_{k, n_{i}}$ and $\theta_{k}=\theta_{k, n_{i}}$.

$$
\sum_{k=r_{i}}^{n_{i}}(-1)^{k-1} A_{0 k n_{i}}(x)=\frac{\left(\cos n_{i} \theta\right)^{m}}{n_{i}^{m}} \sum_{k=r_{i}}^{n_{i}} \frac{\sin ^{m} \theta_{k}}{\left(\cos \theta-\cos \theta_{k}\right)^{m}} B_{0 k n_{i}}(x)
$$

where

$$
B_{0 k n_{i}}(x) \geqslant c_{1}\left(\frac{x-x_{k}}{x_{k}-x_{k \pm 1}}\right)^{m-1}>0
$$

with only one of the signs in $k \pm 1$ applying in any term. Note that by (6), (8) $\theta<i \pi / q \leqslant$ $\theta_{k}$. So we have:

$$
\begin{align*}
& \left|\sum_{k=r_{i}}^{n_{i}}(-1)^{k-1} A_{0 k n_{i}}(x)\right| \\
& \quad \geqslant c_{1} \frac{\left|\cos n_{i} \theta\right|^{m}}{n_{i}} \sum_{k=r_{i}}^{n_{i}} \frac{\sin \theta_{k}}{\left(\cos \theta-\cos \theta_{k}\right)}\left(\frac{\sin \theta_{k}}{n_{i}\left(\cos \theta_{k}-\cos \theta_{k \pm 1}\right)}\right)^{m-1} \\
& \quad \geqslant c_{2} \frac{\left|\cos n_{i} \theta\right|^{m}}{n_{i}} \sum_{k=r_{i}}^{n_{i}} \frac{\sin \theta_{k}}{\left(\cos \theta-\cos \theta_{k}\right)} \tag{10}
\end{align*}
$$

the last step following from Lemma 4 and $0<\left(\cos \theta-\cos \theta_{k}\right)^{m-1}<2^{m-1}$.
At this point we can follow Natanson [7, pp. 41-43] exactly. For completeness we reproduce his calculations.

For fixed $\theta$, the function $(\sin t) /(\cos \theta-\cos t)$ is decreasing for $t \in(\theta, \pi)$ since its derivative is

$$
\frac{\cos \theta \cos t-1}{(\cos \theta-\cos t)^{2}}<0
$$

Remember that we write $\theta_{k}$ for $\theta_{k, n_{i}}$. For $\theta<\theta_{k}<t<\theta_{k+1}<\pi$ we have

$$
\frac{\sin \theta_{k}}{\cos \theta-\cos \theta_{k}}>\frac{\sin t}{\cos \theta-\cos t}
$$

For $k=r_{i}, r_{i}+1, \ldots, n_{i}-1$, we have $\theta<\theta_{k}<\theta_{k+1}<\pi$, and hence

$$
\frac{\pi}{n_{i}} \frac{\sin \theta_{k}}{\cos \theta-\cos \theta_{k}}>\int_{\theta_{k}}^{\theta_{k+1}} \frac{\sin t}{\cos \theta-\cos t} d t
$$

Also,

$$
\frac{\pi}{2 n_{i}} \frac{\sin \theta_{n_{i}}}{\cos \theta-\cos \theta_{n_{1}}}>\int_{\theta_{n_{1}}}^{\pi} \frac{\sin t}{\cos \theta-\cos t} d t
$$

Therefore,

$$
\begin{align*}
& \frac{\pi}{n_{i}} \sum_{k=r_{i}}^{n_{i}} \frac{\sin \theta_{k}}{\cos \theta-\cos \theta_{k}}>\int_{\theta_{r_{i}}}^{\pi} \frac{\sin t}{\cos \theta-\cos t} d t \\
& \frac{1}{n_{i}} \sum_{k=r_{i}}^{n_{i}} \frac{\sin \theta_{k}}{\cos \theta-\cos \theta_{k}}>\frac{1}{\pi} \ln \frac{1+\cos \theta}{\cos \theta-\cos \theta_{r_{i}}}>0 \tag{11}
\end{align*}
$$

Now recall that $\pi / p \leqslant \theta \leqslant \pi-\pi / p$. So

$$
\begin{equation*}
1+\cos \theta \geqslant 1-\cos \pi / p \tag{12}
\end{equation*}
$$

On the other hand,

$$
\begin{equation*}
0<\cos \theta-\cos \theta_{r_{i}} \leqslant \theta_{r_{i}}-\theta=\left(\frac{\left(2 r_{i}-1\right) \pi}{2 n_{i}}-\frac{i \pi}{q}\right)+\left(\frac{i \pi}{q}-\theta\right) \tag{13}
\end{equation*}
$$

Recall that

$$
r_{i}=\min \left\{k: 1 \leqslant k \leqslant n_{i}, \frac{i \pi}{q} \leqslant \frac{(2 k-1) \pi}{2 n_{i}}\right\} .
$$

So

$$
\begin{equation*}
0 \leqslant \frac{\left(2 r_{i}-1\right) \pi}{2 n_{i}}-\frac{i \pi}{q} \leqslant \frac{\pi}{n_{i}} \leqslant \frac{\pi}{q} . \tag{14}
\end{equation*}
$$

Also, by (6),

$$
\begin{equation*}
i \pi / q-\theta \leqslant \pi / q . \tag{15}
\end{equation*}
$$

Therefore, by (13), (14), (15),

$$
\begin{equation*}
0<\cos \theta-\cos \theta_{\tau_{i}} \leqslant \frac{2 \pi}{q} \tag{16}
\end{equation*}
$$

So, by (10), (11), (12) and (16),

$$
\left|\sum_{k=r_{i}}^{n_{i}}(-1)^{k-1} A_{0 k n_{i}}\right| \geqslant c_{3}\left|\cos n_{i} \theta\right|^{m} \ln \left(\frac{(1-\cos (\pi / p)) q}{2 \pi}\right) .
$$

Similarly we could have obtained

$$
\left|\sum_{k=r_{i}}^{n_{2}+1}(-1)^{k-1} A_{0 k\left(n_{i}+1\right)}\right| \geqslant c_{3}\left|\cos \left(n_{i}+1\right) \theta\right|^{m} \ln \left(\frac{(1-\cos (\pi / p)) q}{2 \pi}\right)
$$

Since $\pi / p \leqslant \theta \leqslant \pi-\pi / p$ and $p>2$ it follows that $\sin \theta \geqslant \sin (\pi / p) \geqslant 2 / p$. This, together with $\sin \theta=\sin (n+1) \theta \cos n \theta-\sin n \theta \cos (n+1) \theta$, leads to

$$
2 / p \leqslant \sin \theta \leqslant\left|\cos n_{i} \theta\right|+\left|\cos \left(n_{i}+1\right) \theta\right| .
$$

Thus, either $\left|\cos n_{i} \theta\right| \geqslant 1 / p$ (in which case define $n:=n_{i}$ ) or $\left|\cos \left(n_{i}+1\right) \theta\right| \geqslant 1 / p$ (in which case define $n:=n_{i}+1$ ). So, with the appropriate definition of $n$ we have

$$
\begin{equation*}
\left|\sum_{k=r_{i}}^{n}(-1)^{k-1} A_{0 k n}\right| \geqslant \frac{c_{5}}{p^{m}} \ln \left(\frac{(1-\cos (\pi / p)) q}{2 \pi}\right) \tag{17}
\end{equation*}
$$

Now $m$ and $p$ may be regarded as fixed. By (17) we can choose $q$ large enough so that

$$
\left|\sum_{k=r_{i}}^{n}(-1)^{k-1} A_{0 k n}\right|
$$

could be made arbitrarily large. Hence, by recalling (9) we can choose $q(>p)$ to be the smallest natural number such that $\left|H_{m, n}(R, x)\right|>p$ and this completes the proof of the Lemma.

Remark. The last sentence in the above proof ensures that $q$ is determined uniquely by $p$.

## 5. Proof of Theorem 2 in $(-1,1)$

In this section we prove Theorem 2 only for $x$ in the open interval $(-1,1)$.
Assume that the matrix of nodes is given by $T$ as in (1) and that $m \in\{1,3,5, \ldots\}$. By (3), we define the Lebesgue constant associated with the operator $H_{m, n}$ by

$$
\begin{equation*}
\lambda_{n}:=\max \left\{\sum_{k=1}^{n}\left|A_{0 k n}(x)\right|:-1 \leqslant x \leqslant 1\right\} . \tag{18}
\end{equation*}
$$

So, if $g \in C[-1,1], x \in[-1,1]$ and $n \in \mathbf{Z}^{+}$, then

$$
\begin{equation*}
\left|H_{m, n}(g, x)\right| \leqslant \lambda_{n}\|g\| \tag{19}
\end{equation*}
$$

We shall define a function $f$ which will prove to be the function mentioned in the statement of Theorem 2 (at least for $(-1,1)$ ). For each $p \in\{3,4,5, \ldots\}$, construct a polynomial $R_{p}$ in accordance with Lemma 5 and let $r(p):=$ degree $R_{p}$. For each $x \in$ $[-\cos (\pi / p), \cos (\pi / p)]$, let $n(x, p)>p$ be an index such that $\left|H_{m, n(x, p)}\left(R_{p}, x\right)\right|>p$. The existence of $n(x, p)$ is assured by Lemma 5. By (7)

$$
\begin{equation*}
p<n(x, p) \leqslant n_{q-1}+1=: N(p) \tag{20}
\end{equation*}
$$

(since $q$ is a function of $p$ ). Choose an infinite sequence $\left\{p_{1}, p_{2}, \ldots\right\}$ of natural numbers such that

$$
\left.\begin{array}{l}
p_{1}=3  \tag{21}\\
p_{k+1}>\max \left\{m r\left(p_{i}\right)^{2 m-1}: 1 \leqslant i \leqslant k\right\} \\
p_{k+1}>p_{k}^{2} \\
p_{k+1}>\max \left\{\lambda_{p_{k}}^{2}, \lambda_{p_{k}+1}^{2}, \ldots, \lambda_{N\left(p_{k}\right)}^{2}\right\}
\end{array}\right\}
$$

Finally, define $f:[-1,1] \rightarrow \mathbf{R}$ by

$$
\begin{equation*}
f(x):=\sum_{k=1}^{\infty} \frac{R_{p_{k}}(x)}{\sqrt{ } p_{k}} \tag{22}
\end{equation*}
$$

It remains to show that $f$ has the required properties.
It will be useful to define the quantity

$$
\begin{equation*}
S:=\sum_{k=1}^{\infty} \frac{2}{\sqrt{ } p_{k}} \tag{23}
\end{equation*}
$$

From the third condition in (21), it follows that $S$ is finite. Now observe that the series in (22) is absolutely convergent because, by Lemma 5 and (23)

$$
\sum_{k=1}^{\infty} \frac{\left|R_{p_{k}}(x)\right|}{\sqrt{ } p_{k}} \leqslant \sum_{k=1}^{\infty} \frac{2}{\sqrt{ } p_{k}}=S
$$

Thus $f$, as given by (22), is a well defined element of $C[-1,1]$.
Now let $x_{0} \in(-1,1)$ and $K>0$. We must find a number $n$ such that $\left|H_{m, n}\left(f, x_{0}\right)\right|$ $>K$.

Since $x_{0} \in(-1,1)$, we can choose $t$ to be so large that

$$
\begin{equation*}
-\cos \frac{\pi}{p_{t}} \leqslant x_{0} \leqslant \cos \frac{\pi}{p_{t}} \tag{24}
\end{equation*}
$$

Let $n=n\left(x_{0}, p_{t}\right)$. Then, by (22), we can write

$$
\begin{align*}
f(x) & =\sum_{k=1}^{t-1} \frac{R_{p_{k}}(x)}{\sqrt{p_{k}}}+\frac{R_{p_{t}}(x)}{\sqrt{ } p_{t}}+\sum_{k=t+1}^{\infty} \frac{R_{p_{k}}(x)}{\sqrt{ } p_{k}} \\
& =A(x)+\frac{R_{p_{t}}(x)}{\sqrt{ } p_{t}}+B(x), \text { say. } \tag{25}
\end{align*}
$$

To see the effect of the linear operator $H_{m, n}$ on $f$, we shall examine its effect on each of the three terms on the right hand side of (25) one at a time.

If we consider the third term in (25), then by (19), Lemma 5, (21) and (23) we obtain

$$
\begin{aligned}
\left|H_{m, n}(B, x)\right| & \leqslant \lambda_{n}\|B\| \\
& \leqslant \lambda_{n} \sum_{k=t+1}^{\infty} \frac{2}{\sqrt{ } p_{k}}=\lambda_{n} \sum_{k=1}^{\infty} \frac{2}{\sqrt{ } p_{t+k}} \\
& <\lambda_{n}\left(\frac{2}{\sqrt{ } p_{t+1}}+\sum_{k=2}^{\infty} \frac{2}{\sqrt{ }\left(p_{t+(k-1)}^{2}\right)}\right) \\
& <\lambda_{n}\left(\frac{2}{\sqrt{ } p_{t+1}}+\sum_{k=2}^{\infty} \frac{2}{\sqrt{ }\left(p_{t+(k-1)} p_{t+1}\right)}\right) \\
& \leqslant \frac{\lambda_{n}(2+S)}{\sqrt{ } p_{t+1}}
\end{aligned}
$$

So, by (20) and (21),

$$
\begin{equation*}
\left|H_{m, n}\left(B, x_{0}\right)\right|<2+S \tag{26}
\end{equation*}
$$

If we consider the first term in (25), we obtain

$$
\begin{equation*}
H_{m, n}(A, x)=\sum_{k=1}^{t-1} H_{m, n}\left(R_{p_{k}}, x\right) / \sqrt{ } p_{k} \tag{27}
\end{equation*}
$$

By (3)

$$
H_{m, n}\left(R_{p_{k}}, x\right)=\sum_{i=1}^{n} R_{p_{k}}\left(x_{i, n}\right) A_{0 i n}(x)
$$

Now (7) and (21) imply that

$$
n=n\left(x_{0}, p_{t}\right)>p_{t}>\max \left\{r\left(p_{1}\right), r\left(p_{2}\right), \ldots, r\left(p_{t-1}\right)\right\}
$$

and hence $m n-1>\max \left\{r\left(p_{1}\right), r\left(p_{2}\right), \ldots, r\left(p_{t-1}\right)\right\}$. So, for $1 \leqslant k \leqslant t-1$

$$
R_{p_{k}}(x) \equiv H_{m, n}\left(R_{p_{k}}, x\right)+\sum_{j=1}^{m-1} \sum_{i=1}^{n} R^{(j)}\left(x_{i, n}\right) A_{j i n}(x)
$$

and therefore

$$
H_{m, n}\left(R_{p_{k}}, x\right) \equiv R_{p_{k}}(x)-\sum_{j=1}^{m-1} \sum_{i=1}^{n} R^{(j)}\left(x_{i, n}\right) A_{j i n}(x)
$$

Using Markov's inequality, Szabados [11, Theorem 2], (21) and $\left\|R_{p_{k}}\right\| \leqslant 2$ we obtain, for $1 \leqslant k \leqslant t-1$,

$$
\begin{aligned}
\left|H_{m, n}\left(R_{p_{k}}, x\right)\right| & \leqslant\left\|R_{p_{k}}\right\|+\sum_{j=1}^{m-1} \sum_{i=1}^{n}\left\|R_{p_{k}}\right\| r\left(p_{k}\right)^{2 j}\left|A_{j i n}(x)\right| \\
& \leqslant\left\|R_{p_{k}}\right\|\left(1+\sum_{j=1}^{m-1} \sum_{i=1}^{n} r\left(p_{k}\right)^{2 j} \frac{\left|A_{j i n}(x)\right|}{\left(1-x_{i}^{2}\right)^{j / 2}}\right) \\
& \leqslant\left\|R_{p_{k}}\right\|\left(1+\sum_{j=1}^{m-1} r\left(p_{k}\right)^{2 j}\left(\left\|\sum_{i=1}^{n} \frac{\left|A_{j i n}(x)\right|}{\left(1-x_{i}^{2}\right)^{j / 2}}\right\|\right)\right) \\
& \leqslant\left\|R_{p_{k}}\right\|\left(1+\frac{m-1}{n} r\left(p_{k}\right)^{2 m-2}\right) \\
& \leqslant\left\|R_{p_{k}}\right\|\left(1+\frac{m r\left(p_{k}\right)^{2 m-1}}{n r\left(p_{k}\right)}\right) \\
& \leqslant\left\|R_{p_{k}}\right\|\left(1+\frac{p_{k+1}}{n r\left(p_{k}\right)}\right) \\
& \leqslant\left\|R_{p_{k}}\right\|\left(1+\frac{p_{t}}{n r\left(p_{k}\right)}\right) \leqslant 4 .
\end{aligned}
$$

This inequality, (27) and (23) imply that

$$
\begin{equation*}
\left|H_{m, n}\left(A, x_{0}\right)\right| \leqslant \sum_{k=1}^{t-1} 4 / \sqrt{ } p_{k} \leqslant 2 S \tag{28}
\end{equation*}
$$

Finally we consider the second term in (25) which, as we shall see, is the dominant term. By the definition of $n:=n\left(x_{0}, p_{t}\right)$,

$$
\begin{equation*}
\left|H_{m, n}\left(\frac{R_{p_{t}}}{\sqrt{ } p_{t}}, x_{0}\right)\right|=\frac{\left|H_{m, n}\left(R_{p_{t}}, x_{0}\right)\right|}{\sqrt{ } p_{t}}>\sqrt{ } p_{t} \tag{29}
\end{equation*}
$$

and, according to (24), we can make $p_{t}$ as large as we please if $x_{0}$ is in the open interval $(-1,1)$.

From (25), (26), (28) and (29), it follows that for any $K>0$ we can find $n$ such that $\left|H_{m, n}\left(f, x_{0}\right)\right|>K$. Therefore, we have shown that, for all $x \in(-1,1)$,

$$
\begin{equation*}
\underset{n \rightarrow \infty}{\limsup }\left|H_{m, n}(f, x)\right|=+\infty \tag{30}
\end{equation*}
$$

## 6. Proof of Theorem 2 in $[-1,1]$

In this section we shall complete the proof of Theorem 2. We employ the general approach suggested by Grünwald [5] and Marcinkiewicz [6] and supplement it with technical results from Szabados [11].

As before, we assume that $m \in\{1,3,5, \ldots\}$ is fixed.
In the previous section, we have shown that the function $f \in C([-1,1])$ as defined in (22) satisfies (30). There are four cases to be considered.
CASE 1: If (30) holds for all $x \in[-1,1]$ then we have proved Theorem 2 completely.
CASE 2: If (30) holds for all $x \in[-1,1)$ but not for $x=1$, then we proceed as follows. Construct a function $\psi$ such that, for all $x \in[-1,1)$ the sequence $\left\{H_{m, n}(\psi, x): n=\right.$ $1,2,3, \ldots\}$ is bounded, but the sequence $\left\{H_{m, n}(\psi,+1): n=1,2,3, \ldots\right\}$ is unbounded. Then the sequence $\left\{H_{m, n}(f+\psi, x): n=1,2,3, \ldots\right\}$ diverges for all $x \in[-1,1]$ and we have proved Theorem 2 completely.
CASE 3: If (30) holds for all $x \in(-1,1]$ but not for $x=-1$ then we proceed in a manner similar to that used in Case 2.
CASE 4: If (30) holds for all $x \in(-1,1)$ but not for $x= \pm 1$ then we combine the approaches in Case 2 and Case 3.

So it suffices to consider Case 2. To this end we shall construct a function $\psi \in$ $C([-1,1])$ such that

$$
\begin{equation*}
(\forall x \in[-1,1))\left(\left\{H_{m, n}(\psi, x): n=1,2,3, \ldots\right\} \text { is bounded }\right) \tag{31}
\end{equation*}
$$

and

$$
\begin{equation*}
\underset{n \rightarrow \infty}{\limsup }\left|H_{m, n}(\psi, 1)\right|=+\infty \tag{32}
\end{equation*}
$$

The following subsections are devoted to defining $\psi$ and proving that $\psi$ satisfies (31) and (32).

Step 1. Firstly, we construct the function $\psi$. We shall need an infinite sequence of natural numbers $n_{1}<n_{2}<n_{3}<\ldots$ which increase sufficiently rapidly for our purposes.

We shall require that if

$$
k_{i}:=\left[\frac{n_{i}^{3 / 4}}{\log n_{i}} \cdot \frac{2}{\pi}\right] \quad(i=1,2,3, \ldots)
$$

and

$$
K_{i}:=\left[n_{i}^{3 / 4} \cdot \frac{2}{\pi}\right] \quad(i=1,2,3, \ldots)
$$

then

$$
\begin{equation*}
x_{k_{i}, n_{i}}<x_{K_{i+1}, n_{i+1}} \quad(i=1,2,3, \ldots) . \tag{33}
\end{equation*}
$$

(To construct such a sequence, we could choose $n_{1}=10, k_{1}=1, K_{1}=3$. Once we have chosen $n_{1}, n_{2}, \ldots, n_{i}$ we can choose $n_{i+1}$ to ensure that (33) is satisfied.)

Note that if

$$
I_{i}=\left[x_{K_{i}, n_{i}}, x_{k_{i}, n_{i}}\right] \quad(i=1,2,3, \ldots)
$$

then $I_{i} \cap I_{j}=\emptyset$ whenever $i \neq j$.
Later we shall demand that the sequence $\left\{n_{1}, n_{2}, n_{3}, \ldots\right\}$ satisfies other conditions as well - but these will serve only to force the sequence to diverge more rapidly.

For each index $i \geqslant 1$, define the function $\psi_{i}:[-1,1] \rightarrow[-1,1]$ which satisfies the following four conditions. First,

$$
\psi_{i}\left(x_{k, n_{i}}\right):= \begin{cases}0 & \text { if } k \leqslant k_{i} \\ (-1)^{k-1} & \text { if } k_{i}+1 \leqslant k \leqslant K_{i}-1 \\ 0 & \text { if } k \geqslant K_{i} .\end{cases}
$$

Second,

$$
\begin{equation*}
x \notin I_{i} \Rightarrow \psi_{i}(x):=0 . \tag{34}
\end{equation*}
$$

Third, $\left\|\psi_{i}\right\| \leqslant 1$. Fourth, for some constant $M_{i}>0, \psi_{i}^{(m-1)} \in \operatorname{Lip}_{M_{i}} 1$.
Recall the definition of the Lebesgue constants $\lambda_{n}(n=1,2,3, \ldots)$ in (18). Define

$$
\rho_{i}:= \begin{cases}1 & \text { if } i=0  \tag{35}\\ \max \left\{\lambda_{n_{1}}, \lambda_{n_{2}}, \ldots, \lambda_{n_{i}}\right\} & \text { if } i \geqslant 1\end{cases}
$$

Now define the function $\psi:[-1,1] \rightarrow \mathbf{R}$ by

$$
\begin{equation*}
\psi(x):=\sum_{i=1}^{\infty} \frac{\psi_{i}(x)}{i^{2} \rho_{i-1}} . \tag{36}
\end{equation*}
$$

We know from Szabados [11, Theorems 1, 2] that $\lambda_{n} \sim \log n$ (as $n \rightarrow \infty$ ). So we can choose our sequence $n_{1}<n_{2}<n_{3}<\ldots$ to ensure that

$$
\sum_{i=1}^{\infty} \frac{1}{i^{2} \rho_{i-1}}<2
$$

Hence

$$
\|\psi\| \leqslant \sum_{i=1}^{\infty} \frac{\left\|\psi_{i}\right\|}{i^{2} \rho_{i-1}}<2
$$

STEP 2. Having defined the function $\psi$, our next step is to prove that $\psi$ satisfies (31).
Let $x_{0} \in[-1,1)$.
Define $J_{0}:=I_{0}=\left(-1, x_{K_{1}, n_{1}}\right)$ and, for $i \geqslant 1, J_{i}:=\left[x_{K_{i}, n_{i}}, x_{K_{i+1}, n_{i+1}}\right)$. From the construction of the intervals $I_{i}$ and this definition, it follows that $0 \leqslant i<j \Rightarrow J_{i} \cap J_{j}=\emptyset$ and that $[-1,1)=\bigcup_{i=0}^{\infty} J_{i}$. Thus the intervals $\left\{J_{0}, J_{1}, J_{2}, \ldots\right\}$ partition the interval $[-1,1)$.

Therefore, $(\exists!s \geqslant 0)\left(x_{0} \in J_{s}\right)$. Hence we write

$$
\begin{equation*}
\psi(x)=\sum_{i=1}^{\infty} \frac{\psi_{i}(x)}{i^{2} \rho_{i-1}}=\sum_{i=1}^{s} \frac{\psi_{i}(x)}{i^{2} \rho_{i-1}}+\sum_{i=s+1}^{\infty} \frac{\psi_{i}(x)}{i^{2} \rho_{i-1}}=\phi_{s}(x)+\tau_{s}(x), \quad \text { say } \tag{37}
\end{equation*}
$$

(If $s=0$ then $\phi_{s} \equiv 0$.)
Since $\psi_{i}^{(m-1)} \in \operatorname{Lip}_{M_{i}} 1(1 \leqslant i \leqslant s)$ we have $\phi_{s}^{(m-1)} \in \operatorname{Lip}_{M_{s}^{\prime}} 1$ for some positive constant $M_{s}^{\prime}$. Therefore by [3, Theorem 4.8, p. 251] there exists $c_{s} \geqslant 0$ such that for all $n \in \mathrm{~N}$ there is a polynomial $R_{n}=R_{n}\left(\phi_{s}\right)$ of degree at most $n$ such that for all $x=\cos \theta \in[-1,1]$ and for all $t \in\{0,1,2, \ldots, m-1\}$ we have

$$
\begin{equation*}
\left|\phi_{s}^{(t)}(x)-R_{n}^{(t)}(x)\right| \leqslant c_{s}\left(\frac{\sin \theta}{n}\right)^{m-t} \tag{38}
\end{equation*}
$$

Also

$$
\begin{equation*}
\left\|\phi_{s}\right\| \leqslant\|\psi\|<2 \tag{39}
\end{equation*}
$$

We now estimate $\left|H_{m, n}\left(\phi_{s}, x_{0}\right)-\phi_{s}\left(x_{0}\right)\right|$ using (38) and the fact that the higher order Hermite interpolation operator reproduces polynomials of the appropriate degree.

$$
\begin{aligned}
& H_{m, n}\left(\phi_{s}, x_{0}\right)-\phi_{s}\left(x_{0}\right) \\
& \quad=H_{m, n}\left(\phi_{s}, x_{0}\right)-R_{n-1}\left(x_{0}\right)+R_{n-1}\left(x_{0}\right)-\phi_{s}\left(x_{0}\right) \\
& \quad=H_{m, n}\left(\phi_{s}, x_{0}\right)-\left(H_{m, n}\left(R_{n-1}, x_{0}\right)+\sum_{t=1}^{m-1} \sum_{k=1}^{n} R_{n-1}^{(t)}\left(x_{k, n}\right) A_{t k n}\left(x_{0}\right)\right)+R_{n-1}\left(x_{0}\right)-\phi_{s}\left(x_{0}\right) \\
& \quad=H_{m, n}\left(\phi_{s}-R_{n-1}, x_{0}\right)-\sum_{t=1}^{m-1} \sum_{k=1}^{n} R_{n-1}^{(t)}\left(x_{k, n}\right) A_{t k n}\left(x_{0}\right)+R_{n-1}\left(x_{0}\right)-\phi_{s}\left(x_{0}\right) .
\end{aligned}
$$

Therefore

$$
\begin{align*}
& \left|H_{m, n}\left(\phi_{s}, x_{0}\right)-\phi_{s}\left(x_{0}\right)\right| \\
& \quad \leqslant\left|H_{m, n}\left(\phi_{s}-R_{n-1}, x_{0}\right)\right|+\sum_{t=1}^{m-1} \sum_{k=1}^{n}\left|R_{n-1}^{(t)}\left(x_{k, n}\right) A_{t k n}\left(x_{0}\right)\right|+\left|R_{n-1}\left(x_{0}\right)-\phi_{s}\left(x_{0}\right)\right| \\
& \quad=s_{1}\left(x_{0}\right)+s_{2}\left(x_{0}\right)+s_{3}\left(x_{0}\right) \text { say. } \tag{40}
\end{align*}
$$

We now estimate each of $s_{1}\left(x_{0}\right), s_{2}\left(x_{0}\right), s_{3}\left(x_{0}\right)$ in turn.

To estimate $s_{1}\left(x_{0}\right)$ we use (38) and [11, p. 367, (27), (28)]. In the calculation which follows, the $O(1)$ term may depend on $s$ and hence on $x_{0}$. Also, the index $j_{0}$ is defined by

$$
\begin{align*}
&\left|x_{0}-x_{j_{0}, n}\right|=\min \left\{\left|x_{0}-x_{k, n}\right|: k=1,2, \ldots, n\right\} . \\
& s_{1}\left(x_{0}\right)=\left|\sum_{k=1}^{n}\left(\phi_{s}\left(x_{k, n}\right)-R_{n-1}\left(x_{k, n}\right)\right) A_{0 k n}\left(x_{0}\right)\right| \\
& \leqslant \sum_{k=1}^{n}\left|\phi_{s}\left(x_{k, n}\right)-R_{n-1}\left(x_{k, n}\right)\right| \cdot\left|A_{0 k n}\left(x_{0}\right)\right| \\
&=O(1) \sum_{k=1}^{n}\left(\frac{\sin \theta_{k, n}}{n-1}\right)^{m} \cdot\left|A_{0 k n}\left(x_{0}\right)\right| \\
&=O(1) \sum_{k=1}^{n}\left(\frac{\sin \theta_{k, n}}{n-1}\right)^{m} \cdot \frac{1}{\left|j_{0}-k\right|+1} \\
&=O(1) n^{-m} \log n \quad \text { as } n \rightarrow \infty \tag{41}
\end{align*}
$$

To estimate $s_{2}\left(x_{0}\right)$ we again call on $[11, \mathrm{p} .367,(27),(28)]$ and use the fact that if $1 \leqslant t \leqslant m-1$ then

$$
\left|R_{n-1}^{(t)}(x)\right| \leqslant\left|R_{n-1}^{(t)}(x)-\phi_{s}^{(t)}(x)\right|+\left|\phi_{s}^{(t)}(x)\right|=O(1)\left(\left(\frac{\sin \theta}{n-1}\right)^{m-t}+1\right)=O(1)
$$

where $O(1)$ may depend on $s$ and hence $x_{0}$. Therefore

$$
\begin{align*}
& s_{2}\left(x_{0}\right)= \sum_{\substack{t=1 \\
t \text { odd }}}^{m-1} \sum_{k=1}^{n}\left|R_{n-1}^{(t)}\left(x_{k, n}\right)\right| \cdot\left|A_{t k n}\left(x_{0}\right)\right|+\sum_{\substack{t=1 \\
t \text { even }}}^{m-1} \sum_{k=1}^{n}\left|R_{n-1}^{(t)}\left(x_{k, n}\right)\right| \cdot\left|A_{t k n}\left(x_{0}\right)\right| \\
&= O(1) \sum_{\substack{t=1 \\
t \text { odd } \\
m-1}}^{n}\left|A_{t k n}\left(x_{0}\right)\right|+O(1) \sum_{\substack{t=1 \\
t \text { odd }}}^{m-1} \sum_{k=1}^{n}\left|A_{t k n}\left(x_{0}\right)\right| \\
&= O(1) \sum_{\substack{t=1 \\
t \text { odd }}}^{m-1} \sum_{k=1}^{n}\left(\frac{\sin \theta_{k, n}}{n}\right)^{t} \cdot \frac{1}{1+\left|k-j_{0}\right|^{2}} \\
&+O(1) \sum_{\substack{t=1 \\
t \text { even }}}^{m-1} \sum_{k=1}^{n}\left(\frac{\sin \theta_{k, n}}{n}\right)^{t} \cdot \frac{1}{1+\left|k-j_{0}\right|} \\
&=O(1) n^{-1}+O(1) n^{-2} \log n \\
&= O(1) n^{-1} \quad \text { as } n \rightarrow \infty . \tag{42}
\end{align*}
$$

To estimate $s_{3}\left(x_{0}\right)$ we use (38) to obtain

$$
\begin{equation*}
s_{3}\left(x_{0}\right)=\left|R_{n-1}\left(x_{0}\right)-\phi_{s}\left(x_{0}\right)\right|=O(1) n^{-m} \quad \text { as } n \rightarrow \infty \tag{43}
\end{equation*}
$$

Remembering that $x_{0}, s$ are fixed and (39), and using (41), (42), (43) in (40), we obtain

$$
\begin{align*}
\left|H_{m, n}\left(\phi_{s}, x_{0}\right)\right| & \leqslant\left|\phi_{s}\left(x_{0}\right)\right|+\left|H_{m, n}\left(\phi_{s}, x_{0}\right)-\phi_{s}\left(x_{0}\right)\right| \\
& \leqslant 2+O(1)\left(n^{-m} \log n+n^{-1}+n^{-m}\right) \\
& \leqslant 3 \quad \text { if } n \text { is sufficiently large } . \tag{44}
\end{align*}
$$

Next we estimate $H_{m, n}\left(\tau_{s}, x_{0}\right)$ where $\tau_{s}$ is defined in (37). Obviously $H_{m, n}\left(\tau_{s}, x_{0}\right)=$ $\sum_{k=1}^{n} \tau_{s}\left(x_{k, n}\right) A_{0 k n}\left(x_{0}\right)$; hence, to calculate $H_{m, n}\left(\tau_{s}, x_{0}\right)$ requires $\tau_{s}\left(x_{k, n}\right)$ which, in turn, requires $\psi_{i}\left(x_{k, n}\right)(i \geqslant s+1)$ by (37).

Notice that, by (34), $\left(\psi_{i}\left(x_{k, n}\right) \neq 0\right) \Rightarrow\left(x \in I_{i}\right)$. Therefore, if for some $i \geqslant s+1$ we have $\psi_{i}\left(x_{k, n}\right) \neq 0$ then $x_{k, n} \in I_{i}$; that is $x_{K_{i}, n_{i}} \leqslant x_{k, n} \leqslant x_{k_{i}, n_{i}}$ and hence $x_{k, n}-x_{0} \geqslant$ $x_{K_{s+1}, n_{s+1}}-x_{0}:=\delta\left(x_{0}\right)>0$. Define $y_{s}:=x_{K_{s+1}, n_{s+1}}$. Then we have shown that

$$
\left(x_{k, n}<y_{s}\right) \Rightarrow\left((\forall i \geqslant s+1)\left(\psi_{i}\left(x_{k, n}\right)=0\right) \Rightarrow\left(\tau_{s}\left(x_{k, n}\right)=0\right) .\right.
$$

This allows us to write $\left|H_{m, n}\left(\tau_{s}, x_{0}\right)\right| \leqslant 2 \sum_{x_{k, n} \geqslant y_{s}}\left|A_{0 k n}\left(x_{0}\right)\right|$. We use Szabados [11, p. 367, (27)].

$$
\begin{align*}
\left|H_{m, n}\left(\tau_{s}, x_{0}\right)\right| & \leqslant 2 \sum_{x_{k, n} \geqslant y_{s}}\left|A_{0 k n}\left(x_{0}\right)\right| \\
& =O(1) \sum_{x_{k, n} \geqslant y_{s}}\left(\frac{\sin \theta_{k}}{n\left(x_{k, n}-x_{0}\right)}\right)^{m} \sum_{i=0}^{m}\left(\frac{n}{\sin \theta_{k}}\right)^{i} \cdot\left(x_{k}-x_{0}\right)^{i} \\
& =O(1) \sum_{x_{k, n} \geqslant y_{s}} \frac{1}{n\left(x_{k, n}-x_{0}\right)^{m}} \\
& =O(1) \delta\left(x_{0}\right)^{-m} \\
& =O(1) \quad \text { where, again, } O(1) \text { depends on } x_{0} . \tag{45}
\end{align*}
$$

Recalling (37), (44) and (45), we get, as $n \rightarrow \infty$,

$$
\left|H_{m, n}\left(\psi, x_{0}\right)\right|=\left|H_{m, n}\left(\phi_{s}, x_{0}\right)+H_{m, n}\left(\tau_{s}, x_{0}\right)\right| \leqslant\left|H_{m, n}\left(\phi_{s}, x_{0}\right)\right|+\left|H_{m, n}\left(\tau_{s}, x_{0}\right)\right|=O(1)
$$

Hence $\psi$ satisfies (31).
Step 3. The final step is to prove that $\psi$ satisfies (32). We prove that the sequence $\left\{H_{m, n_{j}}(\psi,+1): j \in \mathrm{Z}^{+}\right\}$is unbounded.

Let $j \geqslant 1$. Then

$$
\psi(x)=\sum_{i=1}^{j-1} \frac{\psi_{i}(x)}{i^{2} \rho_{i-1}}+\frac{\psi_{j}(x)}{j^{2} \rho_{j-1}}+\sum_{i=j+1}^{\infty} \frac{\psi_{i}(x)}{i^{2} \rho_{i-1}}
$$

and hence

$$
\begin{align*}
& H_{m, n_{j}}(\psi, 1) \\
& \quad=H_{m, n_{j}}\left(\sum_{i=1}^{j-1} \frac{\psi_{i}(\cdot)}{i^{2} \rho_{i-1}}, 1\right)+H_{m, n_{j}}\left(\frac{\psi_{j}(\cdot)}{j^{2} \rho_{j-1}}, 1\right)+H_{m, n_{j}}\left(\sum_{i=j+1}^{\infty} \frac{\psi_{i}(\cdot)}{i^{2} \rho_{i-1}}, 1\right) \\
& \quad=t_{1}+t_{2}+t_{3} \text { say. } \tag{46}
\end{align*}
$$

We proceed to estimate each of $t_{1}, t_{2}$ and $t_{3}$.
First we estimate $t_{1}$. If we use precisely the same argument which led to (44) then we would obtain

$$
\begin{equation*}
\left|t_{1}\right| \leqslant 3 \text { if } j \text { were sufficiently large. } \tag{47}
\end{equation*}
$$

Next we estimate $t_{3}$. From (35) we know that $\rho_{j} \leqslant \rho_{j+1} \leqslant \rho_{j+2} \leqslant \ldots$, and $\lambda_{n_{j}} \leqslant$ $\rho_{j}$. Therefore

$$
\begin{equation*}
\left|t_{3}\right|=\left|H_{m, n_{j}}\left(\sum_{i=j+1}^{\infty} \frac{\psi_{i}(\cdot)}{i^{2} \rho_{i-1}}, 1\right)\right| \leqslant \lambda_{n_{j}}\left\|\sum_{i=j+1}^{\infty} \frac{\psi_{i}(\cdot)}{i^{2} \rho_{i-1}}\right\| \leqslant \frac{\lambda_{n_{j}}}{\rho_{j}} \sum_{i=1}^{\infty} i^{-2} \leqslant \frac{\pi^{2}}{6} . \tag{48}
\end{equation*}
$$

Finally we estimate $t_{2}$ which will turn out to be the dominant term in (46). Observe that, from Szabados [11, (7), (12)] it follows that, for $1 \leqslant k \leqslant n, \operatorname{sgn} A_{0 k n}(1)=(-1)^{k-1}$. Therefore, using Szabados [11, Corollary on p. 363] and letting $c$ denote various positive constants independent of $k, n$, we find that for $1 \leqslant k \leqslant n$,

$$
\begin{aligned}
(-1)^{k-1} A_{0 k n} & =\left|A_{0 k n}(1)\right| \\
& \geqslant c\left(\frac{\sqrt{1-x_{k}^{2}}}{n}\right)^{m} \cdot \frac{1}{\left(1-x_{k}\right)\left|x_{k}-x_{k \pm 1}\right|^{m-1}} \\
& \geqslant \frac{c}{n} \cdot \frac{\sin \theta_{k}}{1-x_{k}} \quad\left(x_{k}=\cos \theta_{k}\right) \\
& =\frac{c}{n} \cdot \sqrt{\frac{1+\cos \theta_{k}}{1-\cos \theta_{k}}} \\
& =c n^{-1} \sqrt{1+\cos \theta_{k}} .
\end{aligned}
$$

We now apply this observation to estimating $t_{2}$.

$$
\begin{aligned}
t_{2} & =H_{m, n_{j}}\left(\psi_{j}, 1\right) /\left(j^{2} \rho_{j-1}\right) \\
& =\sum_{k=1}^{n_{j}} \psi_{j}\left(x_{k, n_{j}}\right) A_{0 k n_{j}}(1) /\left(j^{2} \rho_{j-1}\right) \\
& =\sum_{k=k_{j}+1}^{K_{j}-1}(-1)^{k-1} A_{0 k n_{j}}(1) /\left(j^{2} \rho_{j-1}\right)
\end{aligned}
$$

$$
\begin{aligned}
& >\frac{c}{j^{2} \rho_{j-1}} \sum_{k=k_{j}+1}^{k_{j}-1} \frac{\sqrt{1+\cos \theta_{k}}}{k} \\
& >\frac{c}{j^{2} \rho_{j-1}} \sum_{k=k_{j}+1}^{K_{j}-1} k^{-1} \text { for } j \text { sufficiently large } \\
& >\frac{c}{j^{2} \rho_{j-1}} \log \left(\frac{K_{j}}{k_{j}+1}\right)>\frac{c \log \log n_{j}}{j^{2} \log n_{j-1}}:=D_{j} \quad \text { say. }
\end{aligned}
$$

Now assume that the sequence $\left\{n_{1}, n_{2}, n_{3}, \ldots\right\}$ is diverging sufficiently quickly to ensure that $\lim _{j \rightarrow \infty} D_{j}=\infty$. Therefore we have

$$
\begin{equation*}
t_{2} \geqslant D_{j} \quad \text { and } \quad \lim _{j \rightarrow \infty} D_{j}=\infty \tag{49}
\end{equation*}
$$

If we apply the estimates (47), (49) and (48) to (46) we obtain

$$
\left|H_{m, n}(\psi, 1)\right| \geqslant D_{j}-3-\pi^{2} / 6 \text { if } j \text { were sufficiently large. }
$$

Therefore $\limsup _{n \rightarrow \infty}\left|H_{m, n_{j}}(\psi, 1)\right|=+\infty$ and we have proved that equation (32) is satisfied. This completes the proof of Theorem 2.
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