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Abstract
This paper reviews the literature on risk management practices and methods in product design and development. Based on an expert workshop by the Risk Management Processes and Methods in Design Special Interest Group within the Design Society and literature review, three key areas are discussed: risk identification, assessment, and mitigation. In each area, researchers have described practices that are used in product development organizations, proposed new methods to support risk management processes and decision-making, and generated evidence to evaluate the effectiveness of these activities.

Keywords: design management, product development, risk management, uncertainty, literature review

1. Introduction
An organization that develops a new product invests its time and resources under uncertainty about whether the product will generate sufficient return on their investment. The financial outcome depends upon development cost and time, product unit cost, and sales, which in turn depend upon product performance and customer preferences, among other factors (Reinertsen, 1997). Every factor is uncertain due to potential delays, cost overruns, mistakes, higher or lower customer demand than expected, etc. Even though product development can be considered a structural way to reduce uncertainty, product development processes often do not emphasize the reduction of uncertainty, but rather focus on increasing the efficiency of the product design system (Oehmen and Seering, 2011). Thus, in the terms of Kaplan and Miles (2012), product development organizations face preventable risks and strategy risks, and they need to develop and employ sound risk management processes to mitigate and respond to these risks and increase the likelihood of a successful, profitable product.

In general, risk management involves the following key steps (Herrmann, 2015): (i) risk framing; (ii) risk identification; (iii) risk analysis; (iv) risk evaluation; (v) risk treatment; (vi) risk monitoring and review; and (vii) risk communication. The international standard ISO 31000 (“Risk Management – Guidelines”) places risk management in the context of a risk management framework, which is the decision-making system that will perform risk management in an organization. The steps listed above follow the steps in the ISO 31000 framework. Purdy (2010) described the key elements of ISO 31000,
which defines “risk” as “the effect of uncertainty on objectives”. The effect could be undesirable or desirable, for uncertainty brings both threats and opportunities. However, multiple frameworks exist. Oehmen et al. (2014) compared the risk management process steps under the following frameworks: ISO 31000, the Software Engineering Institute (SEI) risk management paradigm, the INCOSE risk management standard, the U.S. Department of Defense’s risk management guide, NASA’s Risk-Informed Decision-Making Handbook, and the PMI Project Management Body of Knowledge. They concluded that the steps in all six frameworks are similar. Oehmen et al. (2010) evaluated, for each step in the ISO 31000 framework, how well the methods discussed in the literature addressed the recommendations of the ISO 31000 framework.

This paper contributes to the understanding of product development risk management by discussing three key risk management activities, i.e. risk identification, assessment, and mitigation, and identifying techniques that can be used to perform those activities in product development projects. Through the discussion and overview of findings and techniques, this paper provides knowledge relevant for tailoring the risk management process (Oehmen et al., 2014; Škec et al., 2014; ISO, 2018; Grubisic et al., 2011). Further, the empirical basis for the evaluation of the effectiveness of risk management practices is reviewed and discussed, since it is a critical issue in the field. It is solely studies of risk management in product development that are included in this review, i.e. studies of risk management in other functions such as supply chain management or at the enterprise level are outside the scope of this paper.

2. Research method

Based on the purpose of providing a review of the most relevant publications on risk management in product development, this research started with an expert workshop organized by the Risk Management Processes and Methods in Design Special Interest Group (SIG) at the 21st International Conference on Engineering Design (ICED) in Vancouver, Canada, 2017. The three-hour workshop gathered experts from industry and academia to discuss the state of the art in risk management in product development. In particular, the workshop participants discussed some previous work and identified key topics in three areas: risk identification, risk assessment, and risk mitigation. In the next step, the workshop participants individually created reference lists of what they considered to be the most relevant work in these three areas. After compiling these initial lists of references, forward and backward snowballing was applied to identify additional articles (Wohlin, 2014). This resulted in a total of 61 articles (Table 1), which were reviewed for their contribution to risk management in product development. The content of the articles was analyzed and structured based in an iterative process between some of the workshop participants (the authors of this paper) based on (i) relevance of the article for risk management in product development; (ii) which step(s) of the risk management process that is addressed (e.g. risk identification, risk assessment, etc.); and (iii) the applied research method (e.g. literature review, case study, etc.).

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of papers</td>
<td>3</td>
<td>3</td>
<td>16</td>
<td>39</td>
</tr>
</tbody>
</table>

3. Results

3.1. Risk identification

During risk identification, a risk manager must determine the potential threats and opportunities that could occur. Three aspects are central to identifying a potential event: who (the affected stakeholders), when (at what point in the product life-cycle), and what (its impact) (Oehmen et al., 2014, NASA 2011, Akram and Pilbeam, 2015). Considering stakeholder interests during risk identification is a best practice (NASA, 2011; ISO, 2009; de Bakker, 2011; Lehtiranta, 2014; Willumsen et al., 2017). Willumsen et al. (2017) argued that risk identification should be based on the value perceptions of the
relevant stakeholders, which determine the relevant impact categories. There are multiple, interrelated perspectives and levels to risk management in a product development organization. Potential risks include technical risks at the operational level, project risks, portfolio risks, and enterprise risks. A risk at one level may cause risks at another level, so it is important to identify the connections between these (Schulte and Hallstedt, 2018). The consequences all eventually affect fundamental objectives such as profitability, market share, reputation, and legal liability.

Oehmen et al. (2006) identified nine types of interdependencies between risks in product development portfolios: technology, budget, objectives and requirements, infrastructure and equipment, skillset and human resources, process and schedule, supplier, legal and regulatory, and finally market and customer. Risks often result from uncertainties about critical events or factors that affect the performance of a product development project. Uncertainties can be known or unknown (Oehmen and Seering, 2011). Sicotte and Bourgault (2008) identified four relevant types of uncertainty: technical and project uncertainty, market uncertainty, fuzziness, and complexity. Tegeltija et al. (2016) classified the (potential) problems in product development into two categories: (1) “tame problems” that are caused by aleatory uncertainty (such as daily disturbances), and (2) “wicked problems” that are caused by epistemic uncertainty (such as unclear requirements).

Keizer et al. (2005) identified 12 categories of risks: (1) commercial viability risks; (2) competitor risks; (3) consumer acceptance and marketing risks; (4) public acceptance risks; (5) intellectual property risks; (6) manufacturing technology risks; (7) organization and project management risks; (8) product family and brand positioning risks; (9) product technology risks; (10) screening and appraisal risks; (11) supply chain and sourcing risks; and (12) trade customer risks. Their list of 142 risks includes metrics that could improve or deteriorate; desired conditions that could be achieved or not; objects that could succeed or fail; and other potential problems. Persson et al. (2009) considered the risks in geographically distributed software projects and identified risk areas based on the risk factors discussed in previous studies. They also matched the risk areas to the elements of the organization model presented by Leavitt (1964): task, structure, actors, and technology. The eight risk areas are the following: (1) task distribution; (2) knowledge management; (3) geographical distribution; (4) collaboration structure; (5) cultural distribution; (6) stakeholder relations; (7) communication infrastructure; and (8) technology setup. Wiggins and Hall (2016) identified 218 common risks in program management, which they grouped into six categories: (1) technical; (2) organizational; (3) operational; (4) enterprise; (5) management; and (6) external.

MacAdams and Pinto (2005) concluded in a literature review of risk management in software development projects that few deal with risk identification specific to software development and that risk management in software engineering has not received sufficient attention and development.

Analysing the problems that have occurred in past development projects can help a risk manager identify potential problems that could occur in future projects. For instance, Denning (2013) reviewed the problems that occurred during the development of the Boeing 787 Dreamliner (which suffered from overheating batteries) and identified the following categories of product development risks: coordination, innovation, outsourcing, partially implementing the Toyota model, offshoring, communication by computer, and labor relations. Stosic et al. (2017) and Šcek et al. (2012) identified product development risks and when they may emerge using the risk breakdown structure (Hillson, 2002), which places risk events into three categories (management risk, technology risk, and market risk) and nine subcategories. This structure can be used with a work breakdown structure (WBS) to create a risk breakdown matrix that shows the risks associated with each task in the WBS. Table 2 lists categories of risks as internal risks and external risks using the proposed classification of Hillson (2002). A common issue in the literature described above is that lists of risks and categories of risk apply a mixed (and explicitly not articulated) categorization using both “categories of sources of uncertainty” (such as: changing customer demands) as well as “categories of impact areas” (such as: missed sales targets). For Table 2, we chose to use the three fundamental categories of sources of uncertainties that were present in the literature: management (e.g. risks arising from organization and processes), technology (e.g. risks arising from technology maturity), and market (e.g. risks arising from changing customer expectations).
Table 2. Categories of risks identified in literature, by sources of uncertainty.

<table>
<thead>
<tr>
<th>Category</th>
<th>Internal</th>
<th>External</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Management risk</td>
<td>Coordination, communication by computer, labor relations</td>
<td>Outsourcing, offshoring</td>
<td>Denning (2013)</td>
</tr>
<tr>
<td></td>
<td>Team (expertise, role division, conflicts)</td>
<td></td>
<td>Jiang and Klein (2000)</td>
</tr>
<tr>
<td>Geographical</td>
<td></td>
<td>Stakeholder relation, cultural distribution</td>
<td>Persson et al. (2009)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Supply chain and sourcing risks, and trade customer risks</td>
<td>Keizer et al. (2005)</td>
</tr>
<tr>
<td>Budget, objectives</td>
<td>Budget, objectives and requirements, infrastructure and equipment, skillset and human resources,</td>
<td>Supplier, legal and regulatory</td>
<td>Oehmen et al. (2006)</td>
</tr>
<tr>
<td>Other risks</td>
<td>Technology complexity, product technology</td>
<td>Manufacturing technology risks, Commercial viability risks, competitor risks, consumer acceptance and marketing risks, public acceptance risks, intellectual property risks</td>
<td>Keizer et al. (2005)</td>
</tr>
<tr>
<td>Other risks</td>
<td>Implementation</td>
<td>Lack of user expertise, lack of customer support</td>
<td>Jiang and Klein (2000)</td>
</tr>
<tr>
<td>Other risks</td>
<td>Product family and brand positioning risks</td>
<td></td>
<td>Keizer et al. (2005)</td>
</tr>
<tr>
<td>Other risks</td>
<td></td>
<td>Market and customer</td>
<td>Oehmen et al. (2006)</td>
</tr>
<tr>
<td>Other risks</td>
<td>Political risks, sustainability risk</td>
<td></td>
<td>Aven (2016); Schulte and Hallstedt (2018)</td>
</tr>
</tbody>
</table>

3.2. Risk assessment

Given a possibly very long list of risks, risk managers need to classify and prioritize them in order to understand which ones need attention and to allocate resources. This is based on risk assessment, which determines the likelihood and consequences of each risk. Hubbard (2009) identified the following categories of assessment also described by ISO 31010: expert intuition, expert audit, simple stratification methods (such as red-yellow-green “scoring” methods), weighted scores, traditional financial analysis (without probabilities), a calculus of preferences (e.g. multi criteria decision making), and probabilistic methods (based on subjective input, historical data, and empirical data). Hubbard described the potential issues and pitfalls with the various approaches, particularly the widespread usage of simple scoring methods and their need for calibration. Although intuitive approaches for estimating the likelihood and consequences are common, researchers have described systematic techniques for assessing the likelihood and consequences of risks in design. Keizer et al. (2002) presented a risk management approach that includes listing the risks (stated in a neutral way) and asking subject matter experts to assess the following items for each risk statement: “What is the level of certainty that the statement will be true?” “What is the team’s ability to influence the course of action?” and “What is the relative importance of the statement for obtaining project success?” The expert’s answer for each question is a value on a five-point ordinal scale from “very low” to “very high.”
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To assess the risks in the development of a new coffee product, Stosic et al. (2017) listed the tasks and risks in a risk breakdown matrix; assessed the risk associated with each task by considering each subcategory of risk, determining its probability of occurrence, and its impact (on a scale from 0 to 1); and calculated the total risk for each task (the sum of the expected impacts). They also determined the total risk for each subcategory by adding the expected impacts of the tasks. Motivated by the need to assess the risks associated with including customers into the product development process, Song et al. (2013) presented a risk assessment approach based on the Analytic Hierarchy Process for quantifying the subjective, qualitative aspects of these risks. In their review of uncertainty quantification, Tegeltija et al. (2016) discussed methods for quantifying epistemic uncertainty, including imprecise probabilities, the Dempster-Shafer theory of evidence, and the NUSAP scheme, which provides additional information about the data used to generate a value and assess its uncertainty (Funtowicz and Ravetz, 1990). Risk managers in product development projects could use these techniques for risky situations in which epistemic uncertainty (not aleatory uncertainty) dominates.

To assess consequences, one can use a model of the product development project. Project management tools such as the critical path method or PERT could be used to evaluate the impact of a task taking more time than it was allotted. Browning and Eppinger (2002) introduced using a design structure matrix (DSM) and simulation to evaluate the impact of iteration on cost and schedule. Browning et al. (2002) proposed an approach for measuring and tracking the expected disutility if the system design is unable to meet requirements. Several emerging types of risks, e.g. political risks and sustainability risks, that can profoundly affect product development organizations, are characterized by “deep uncertainty”, i.e. both their likelihood and consequences are difficult to assess with any reasonable precision (Aven, 2016; Schulte and Hallstedt, 2018).

3.3. Risk mitigation

After determining which potential risks are critical, the risk manager must decide which risk mitigation actions to pursue in order to treat the risk. Although mitigation strategies have been categorized as transfer, reduce, and avoid, this view has been criticized (Hubbard, 2009) because a multitude of implicit and explicit mitigation strategies exists. These include preventive, reactive, responsive and adaptive, decision-making strategies, resilience strategies, and product design strategies, such as modular design. The choice of development process itself can also serve as a risk reducing strategy, since different types of product development processes reduce different types of risks. Bassler et al. (2011) analyzed the extent to which four product development approaches address risk, i.e. the waterfall model, spiral development, design for six sigma, and lean product development. To this end, they studied how those approaches include the four principles of risk-driven design, which are (i) identifying and quantifying risks; (ii) making risk-based decisions; (iii) reducing risks; and (iv) creating resilient product development systems. Cooper and More (1979) described the benefits of dividing a product development process into modules; in particular, they claimed that a modular approach reduces risk by spending money and resources incrementally and by resolving key uncertainties before beginning the next module. Within a product development process, set-based design pursues multiple concepts and delays concept selection until better information about each concept’s performance is available (Sobek et al., 1999; Camarda et al., 2019). Pich et al. (2002) described the process of “vicarious selection” as “the process of introducing multiple new products into an unknown market and seeing which ones succeed.” Lenfle (2011) identified two common strategies for dealing with risk in development projects with high uncertainty: learning through trial and error and parallel development. She concluded that parallel development involves cross-project learnings and combinations and iteration of the solution space. Learning through trial and error or prototyping is a common risk reduction technique in product development projects. Risk reduction through prototyping usually considers technical feasibility, desirability and functional testing (Den Ouden, 2012).

Beyond the selection of product development process, there are several techniques for mitigation: Persson et al. (2009) identified 35 risk resolution techniques and classified them into four areas based on the software risk management framework presented by McFarlan (1981): planning, control (track progress and manage discrepancies), social integration (connect participants and manage cultural differences), and technical integration (increase connectivity and technical compatibility). Hsiao et al. (2016) developed a risk mitigation taxonomy with eight categories of purposes and four categories of
embodiments. Tang and Zimmerman (2009) described the Boeing 787 supply chain, the actions that Boeing took in response to problems, and the preventive actions that they could have used to avoid or reduce risks. Kayis et al. (2007) formulated the risk mitigation decision as an optimization problem that determines which risks should be mitigated subject to a budget constraint. A minimum cost-to-risk ratio first rule generated the best solutions in their experiments. Goswami and Tiwari (2014) formulated the problem of concept design selection as a risk mitigation decision that affects the likelihood of meeting targets for cost-effectiveness, reliability, and delivery time. Shah et al. (2012) used risk (expected costs due to failures) and value (performance) as criteria in a multi-attribute decision-making approach for selecting a manufacturing process during product development. Aven (2013) suggested robust decision making and adaptive risk analysis as strategies to manage risks with deep uncertainty (mentioned in Section 3). Cox (2012) reviewed ten decision-making tools that support risk mitigation under deep uncertainty and discussed how to use multiple models to make robust risk management decisions.

The selection of mitigation strategy as described above, must be balanced. Oehmen and Rebentisch (2010) identified the challenges of balancing the “cost of risks” and the “costs of risk mitigation” and deciding on an acceptable ratio of risk to return. In some cases, there may be insufficient time, money, personnel, or other resources to mitigate all of the important risks. In some cases, there may be multiple risk mitigation alternatives with different costs and impact; some may prevent a potential problem, and others may put in place resources and plans needed for contingency actions (which may never be used). Risk management in product development can benefit from tailoring the mitigation according to the contextual factors, type of innovation, type of uncertainty faced and the appropriate mitigation strategies (Oehmen et al., 2014; Škec et al., 2012; ISO, 2018; Grubisic et al., 2011).

4. Discussion of empirical basis in literature

One of the key challenges with risk management in product development is the difficulty in assessing the effectiveness of risk management processes and practices, such as risk identification, assessment, and mitigation. This is due to the fact that the true probabilities and potential consequences remain unknown. As a result, some product development teams may invest too much into risk management and mitigation activities, while others invest too little. Previous work on risk management in product development has identified a host of risk management practices and generated evidence that some methods are effective. The methods for identifying practices and generating evidence include surveys of practitioners, case studies, and empirical studies, except for Kayis et al. (2007), who used modelling and conducted computational experiments to evaluate approaches for making risk mitigation decisions.

4.1. Surveys

Škec et al. (2012) conducted a survey in which respondents identified the types of product development risks that they faced and the risk management methods that they used. Sicotte and Bourgault (2008) conducted a survey, receiving responses from 154 companies, to determine which types of uncertainty affect product development project performance. Olechowski et al. (2012) compared risk management practices of high performing product development projects with the practices of low performing ones. Based on the results of a survey, Oehmen et al. (2014) further identified six types of risk management practices as being most effective: (1) developing risk management skills and resources; (2) tailoring risk management to and integrate it with new product development; (3) quantifying impacts of risks on the organization’s main objectives; (4) supporting all critical decisions with risk management results; (5) monitoring and reviewing risks, risk mitigation actions, and risk management process; and (6) creating transparency regarding new product development risks. They concluded that using risk management practices improves product development decision making, program stability, and problem solving. Jiang and Klein (2000) used the results of a survey of project managers to determine which risks have the most impact on software and information system development project effectiveness. The results suggest which risk mitigations are most important and should be effective. Persson et al. (2009) developed an online risk management tool that was evaluated by software developers and project managers from five IT companies in multiple cycles of refinement and evaluation. The evaluators found that the tool was useful for increasing awareness of the risks associated with geographically distributed software projects. de Bakker (2011)
interviewed 19 stakeholders from seven ERP implementation projects; these stakeholders claimed that, among all risk management activities, risk identification was most critical to project success. Stosic et al. (2017) conducted a survey of organizations in Serbia; only 13% to 15% of the respondents stated that they identified risks, defined mitigation procedures, and developed contingency plans. Mu et al. (2009) conducted a survey of 217 companies and an in-depth study of risk management in new product development. The researchers found project performance to be associated with managing risk, particularly regarding market, technical and organizational sources of risk.

4.2. Case studies

Keizer et al. (2002) described how Unilever conducted pilot studies that tested a formal risk management process and generated positive feedback from those who participated (documented in surveys of Unilever staff). Based on these results, Unilever adopted the process for its most important product development projects. Lenfle (2011) described how the managers of the Manhattan Project strategically managed resources and options as they modified their original parallel development approach by combining technical solutions within a modular framework to achieve their goals in the presence of significant technical risks. Stosic et al. (2017) analysed 822 risk mitigation actions from a large engineering design organization. Camarda et al. (2019) discussed set-based design in a Finnish R&D organization. Tang and Zimmerman (2009) and Denning (2013) both discussed a negative example by describing how Boeing's failure to manage risk appropriately during the development of the 787 led to excessive costs and delays. Bowers and Khorakian (2014) studied risk management practices at five manufacturing companies by interviewing 40 product development staff from multiple functions. They found that, although the companies did not use formal risk analysis methods, some interviewees recognized the need for explicit risk management, especially after the creative front end.

4.3. Empirical studies

de Bakker (2011) conducted an experiment in which 53 project groups completed the same project with different types of risk identification, which led to statistically different levels of project performance. Oehmen et al. (2014) reviewed earlier empirical studies that considered how risk management affects the success of product development processes. Thamhain (2013) conducted a field study of risk management in 35 product development projects. The researcher found that risks affect projects differently. The study points to the critical importance of dealing with risks early, aligning the strategic objectives and using multi-disciplinary teams in the management of risk. In other cases, researchers have documented practices that product development organizations use (Schulte and Hallstedt, 2017). Although this does not provide objective evidence that such practices are effective, their use suggests that these organizations consider them effective. However, there is growing evidence that risk management is sometimes ineffective despite the existence of risk management methods and tools (Kutsch et al., 2014). According to Akram and Pilbeam (2015) this ineffectiveness can be attributed to the fact that methods and tools should be supported by critical success factors such as integration of stakeholders into the risk management activities. Willumsen et al. (2019) conducted an empirical study of the perceptions of risk management practices. The results showed that stakeholder perceptions influence the perceived effectiveness of risk management practices. Integrating stakeholders is especially important during risk identification, as discussed in Section 3.1. De Carvalho et al. (2015) reviewed the empirical studies on effectiveness of risk management in projects and found that they produce conflicting results. The researchers concluded that this might be due to organizational culture, climate and demographics and individual aspects such as expectations, intuition, judgement, bias, power conflicts, trust and learning.

5. Summary and conclusions

This paper has reviewed literature on risk management practices and methods in product design and development. The review divided the literature into three key areas: risk identification, risk assessment, and risk mitigation. In each area, researchers have both described practices that are used in product development organizations and proposed new methods to support risk management processes and decision-making. This paper has also discussed the types of evidence used to evaluate the effectiveness
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of risk management activities. The variety inherent in product design and development makes it nonsensical to prescribe a specific set of risk management practices for every product development organization. This review, however, should be useful to practitioners and researchers, since it provides a framework for understanding and navigating previous literature, which also can help organizations to tailor their risk management practices, as recommended by ISO 31010 and Oehmen et al. (2014).

Effective and efficient risk management must be chosen for a particular product development case and different risk management techniques fit different contexts as have been described in the previous sections. There is a wide range of options when it comes to risk management and knowledge about the various methods and techniques in both theory and practice as presented in this paper is relevant for tailoring risk management in product development. However, more research is needed and opportunities for additional research were identified as the following: risk mitigation decision-support tools that account for multiple uncertainties and multiple objectives (including cost, time, and profitability); implementing, testing, and refining proposed methods; collecting additional evidence for the effectiveness of risk management practices; and developing conceptual models of product development that can be used to understand why certain design processes and methods effectively manage risk.
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