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1. Introduction. Pandey and Chaudhary [13] recently developed the theory of Hilbert transform of Schwartz distribution space $\left(D_{L^{p}}\right)^{\prime}, p>1$ in one dimension using Parseval's types of relations for one dimensional Hilbert transform [17] and noted that their theory coincides with the corresponding theory for the Hilbert transform developed by Schwartz [16] by using the technique of convolution in one dimension.

The corresponding theory for the Hilbert transform in $n$-dimension is considerably harder and will be successfully accomplished in this paper. We also develop the $n$-dimensional theory of the Hilbert transform to $D^{\prime}\left(\mathbf{R}^{n}\right)$ by using a method analogous to that used by Ehrenpreis [4] to extend the theory of Fourier transform to $D^{\prime}$. Further we exploit the result proved in Theorem 10.1 to give the intrinsic definition of the space $H\left(D\left(\mathbf{R}^{n}\right)\right)$ and its topology. Some applications of our results to solve singular integral equations will be discussed. A related boundary value problem and its solutions will also be discussed.
2. The $n$-dimensional Hilbert transform. If $f \in L^{p}\left(\mathbf{R}^{n}\right), p>1$ then it is well known that its Hilbert transform $(H f)(x)$ defined by

$$
\begin{equation*}
(H f)(x)=\frac{1}{\pi^{n}} \lim \max _{i} \epsilon_{i} \rightarrow 0^{+} \int_{\substack{\left|t_{i}-x_{i}\right|>\epsilon_{i} \\ i=1,2,3, \ldots, n}} \frac{f(t) d t}{\left(x_{1}-t_{1}\right)\left(x_{2}-t_{2}\right) \cdots\left(x_{n}-t_{n}\right)} \tag{2.1}
\end{equation*}
$$

exists a.e. and $(H f)(x) \in L^{p}\left(\mathbf{R}^{n}\right)$.
It is also known that there exists a constant $C_{p}>0$ independent of $f$ satisfying

$$
\begin{equation*}
\|(H f)(x)\|_{p} \leqq C_{p}\|f\|_{p} . \tag{2.2}
\end{equation*}
$$

The existence of the integral in (2.1) and its boundedness property as stated in (2.2) was proved by Riesz and Titchmarsh [17] for $n=1$, and for $n>1$ the results were proved by several authors such as Kokilashvile [9] and others. Riesz and Titchmarsh also obtained the following inversion formula

$$
\begin{equation*}
\left(H^{2} f\right)(x)=-f(x) \text { a.e. } \tag{2.3}
\end{equation*}
$$

for the one dimensional Hilbert transform.
In this paper we generalize the above inversion formula for $n>1$ to the space $L^{p}\left(\mathbf{R}^{n}\right), p>1$ and then to Schwartz distribution spaces $D_{L^{p}}^{\prime}\left(\mathbf{R}^{n}\right)$ and $D^{\prime}\left(\mathbf{R}^{n}\right)$.

[^0]3. Schwartz testing functions space $D\left(\mathbf{R}^{n}\right)$. The space $D\left(\mathbf{R}^{n}\right), n \geqq 1$ is the Schwartz testing function space consisting of $C^{\infty}$ functions defined on $\mathbf{R}^{n}$ having compact support and the $C^{\infty}$ functions defined on $\mathbf{R}$ with compact support will be denoted by $D$ or $D(\mathbf{R})$. The topology of $D\left(\mathbf{R}^{n}\right)$ is that defined by Schwartz [16]. Accordingly a sequence $\left\{\varphi_{m}\right\}_{m=1}^{\infty}$ in $D\left(\mathbf{R}^{n}\right)$ converges to zero in $D\left(\mathbf{R}^{n}\right)$ if and only if
(i) $\varphi_{1}, \varphi_{2}, \varphi_{3}, \ldots$ have their support contained in a compact set $K$
(ii) $\varphi_{m}^{(k)}(x) \rightarrow 0$ as $m \rightarrow \infty$ uniformly for each $|k|=0,1,2, \ldots$ on arbitrary compact subset of $\mathbf{R}^{n}$.

The space $X\left(\mathbf{R}^{n}\right)$ is defined to be the collection of $\varphi \in D\left(\mathbf{R}^{n}\right)$ which are finite sums of the form

$$
\begin{equation*}
\varphi(x)=\sum \varphi_{m_{1}}\left(x_{1}\right) \varphi_{m_{2}}\left(x_{2}\right) \cdots \varphi_{m_{n}}\left(x_{n}\right) \tag{3.1}
\end{equation*}
$$

where $\varphi_{m_{j}} \in D, \forall j=1,2, \ldots, n$. Then we have the following well-known result:
Lemma 3.1. The space $X\left(\mathbf{R}^{n}\right)$ is dense in the space $L^{p}\left(\mathbf{R}^{n}\right), p>1$ with respect to the norm topology of $L^{p}\left(\mathbf{R}^{n}\right)$ [18, p. 71].
4. The inversion formula. Note that if $\varphi \in X\left(\mathbf{R}^{n}\right)$ and $\varphi$ has the representation (3.1) then

$$
\begin{equation*}
(H \varphi)(x)=\sum \prod_{i=1}^{n}\left(H_{i} \varphi_{m_{i}}\right)\left(x_{i}\right) \tag{4.1}
\end{equation*}
$$

where $H_{i}\left(\varphi_{m_{i}}\right) \triangleq \hat{\varphi}_{m_{i}}$, the classical one dimensional Hilbert transform of $\varphi_{m_{i}}$ defined by

$$
\left(H_{i} \varphi_{m_{i}}\right)\left(x_{i}\right)=\frac{1}{\pi} P \int_{\mathbf{R}} \frac{\varphi_{m_{i}}\left(t_{i}\right) d t_{i}}{\left(x_{i}-t_{i}\right)}=\hat{\varphi}_{m_{i}}\left(x_{i}\right) .
$$

We are now ready to prove our Inversion Theorem.
Theorem 4.1. Let $H$ be the operator of the classical Hilbert transform as defined by (2.1) in n-dimensions. Then $\forall f \in L^{p}\left(\mathbf{R}^{n}\right)$

$$
\begin{equation*}
\left(H^{2} f\right)(x)=(-1)^{n} f(x) \quad \text { a.e. } \tag{4.2}
\end{equation*}
$$

Proof. Equations (4.1) and (2.3) imply that the inversion formula (4.2) is valid for the subspace $X\left(\mathbf{R}^{n}\right)$ of $L^{p}\left(\mathbf{R}^{n}\right)$. To prove it on $L^{p}\left(\mathbf{R}^{n}\right)$ let us assume that $f \in L^{p}\left(\mathbf{R}^{n}\right)$ and $\left\{\varphi_{j}\right\}_{j=1}^{\infty}$ is a sequence in $X\left(\mathbf{R}^{n}\right)$ tending to $f$ in $L^{p}\left(\mathbf{R}^{n}\right)$ as $j \rightarrow \infty$. Such a sequence exists by Lemma 3.1. Then

$$
\begin{align*}
\left\|H^{2} f-(-1)^{n} f\right\|_{p} & =\left\|H^{2} f-(-1)^{n} f-\left(H^{2} \varphi_{j}-(-1)^{n} \varphi_{j}\right)\right\|_{p}  \tag{4.3}\\
& =\left\|H^{2}\left(f-\varphi_{j}\right)-(-1)^{n}\left(f-\varphi_{j}\right)\right\|_{p} .
\end{align*}
$$

Now $H: L^{p}\left(\mathbf{R}^{n}\right) \rightarrow L^{p}\left(\mathbf{R}^{n}\right)$ is a bounded linear operator [9], therefore $H^{2}$ is also a bounded linear operator from $L^{p}\left(\mathbf{R}^{n}\right)$ into itself. Therefore by (4.3)

$$
\left\|H^{2} f-(-1)^{n} f\right\|_{p} \leqq K_{p}\left\|f-\varphi_{j}\right\|_{p} \rightarrow 0 \quad \text { as } j \rightarrow \infty
$$

Hence
(4.4) $\quad H^{2} f=(-1)^{n} f$
in the $L^{p}\left(\mathbf{R}^{n}\right)$ sense and so a.e. as well.
5. The testing function space $D_{L^{p}}\left(\mathbf{R}^{n}\right)$. A complex valued function defined on $\mathbf{R}^{n}$ belongs to the space $D_{L^{p}}\left(\mathbf{R}^{n}\right), p>1$ if and only if

$$
\begin{equation*}
\varphi \in C^{\infty}\left(\mathbf{R}^{n}\right) \tag{i}
\end{equation*}
$$

$$
\begin{equation*}
\varphi^{(k)}(t) \in L^{p}\left(\mathbf{R}^{n}\right), \quad \forall|k| \in \mathbf{N}, \tag{ii}
\end{equation*}
$$

where

$$
\begin{aligned}
\varphi^{(k)}(t) & =D^{k} \varphi(t) \\
& =D_{t_{1}}^{k_{1}} d_{t_{2}}^{k_{2}} \cdots D_{t_{n}}^{k_{n}} \varphi(t) \\
D_{t_{i}} \varphi & =\frac{\partial \varphi}{\partial t_{i}} ; \quad i=1,2, \ldots, n . \\
k & =\left(k_{1}, k_{2}, \ldots, k_{n}\right)
\end{aligned}
$$

and

$$
|k|=\sum_{i=1}^{n} k_{i}, \quad k_{i} \in \mathbf{N}, \quad i=1,2, \ldots, n .
$$

The topology on the space $D_{L^{p}}\left(\mathbf{R}^{n}\right)$. The topology over $D_{L^{r}}\left(\mathbf{R}^{n}\right)$ is generated by the separating collection of seminorms $\left\{\gamma_{(k)}\right\}|k| \in \mathbf{N}$ where
(5.1) $\quad \gamma_{(k)}(\varphi)=\left(\int_{\mathbf{R}^{u}}\left|\varphi^{(k)}(t)\right|^{p} d t\right)^{1 / p} \quad[\mathbf{2 0}]$.

Therefore, a sequence $\varphi_{j}$ converges to $\varphi$ in $D_{L^{p}}\left(\mathbf{R}^{n}\right)$ as $j \rightarrow \infty$ if and only if

$$
\gamma_{(k)}\left(\varphi_{j}-\varphi\right) \rightarrow 0 \quad \text { as } j \rightarrow \infty, \forall|k| \in \mathbf{N} .
$$

A sequence $\varphi_{j}$ is said to be a Cauchy sequence in $D_{L^{p}}\left(\mathbf{R}^{N}\right)$ if and only if $\forall|k| \in \mathbf{N}$

$$
\gamma_{(k)}\left(\varphi_{m}-\varphi_{n}\right) \rightarrow 0 \quad \text { as } m, n \rightarrow \infty
$$

independently of each other.
The space $D_{L^{p}}\left(\mathbf{R}^{n}\right)(1<p<\infty)$ is sequentially complete, locally convex Hausdorff topological vector space [20].

Note (1). If $\varphi \in D_{L^{p}}\left(\mathbf{R}^{n}\right)$ then $\varphi^{(k)}(x) \longrightarrow 0$ as $|x| \rightarrow \infty$ for each $|k| \in \mathbf{N}[\mathbf{1 6}]$.
(2) If $\phi_{j}$ is a sequence tending to zero in $D_{L^{p}}\left(\mathbf{R}^{n}\right)$ as $j \rightarrow \infty$ then for each $|k| \in \mathbf{N}$

$$
\varphi_{j}^{(k)}(x) \rightarrow 0 \quad \text { uniformly on } \mathbf{R}^{n} \text { as } j \rightarrow \infty
$$

This result is well known $[5,16]$.
Theorem 5.1. The operator $H$ of $n$-dimensional Hilbert transform as defined by (2.1) is a homemorphism from $D_{L^{p}}\left(\mathbf{R}^{n}\right)$ onto itself.

Proof. The result is well known for $n=1$, see $[13,16]$ and we use this fact to prove the result for $n>1$. For $\varphi(t)$ in $D_{L^{p}}\left(\mathbf{R}^{n}\right), p>1$, let us define

$$
\begin{align*}
& \left(H_{i} \varphi\right)\left(t_{1}, t_{2}, \ldots, t_{i-1}, x_{i}, t_{i+1}, \ldots, t_{n}\right)  \tag{5.2}\\
& =\frac{1}{\pi} P \int_{\mathbf{R}} \frac{\phi\left(t_{1}, t_{2}, \ldots, t_{i-1}, y_{i}, t_{i+1}, \ldots, t_{n}\right)}{x_{i}-y_{i}} d y_{i} \\
& =\bar{\varphi}\left(t_{1}, t_{2}, \ldots, t_{i-1}, x_{i}, t_{i+1}, \ldots, t_{n}\right)
\end{align*}
$$

It is easy to see that if $f \in L^{p}\left(\mathbf{R}^{n}\right)$ then

$$
\begin{aligned}
(H f)(x) & =\left(H_{1} H_{2} \cdots H_{i-1} H_{i} H_{i+1} \cdots H_{n} f\right)(x) \\
& =\left(H_{i}\left(H_{1} H_{2} \cdots H_{i-1} H_{i+1} \cdots H_{n}\right) f\right)(x)
\end{aligned}
$$

(operators $H_{1}, H_{2}, H_{3}, \ldots$ are commutative).
Therefore, for $\varphi \in D_{L^{p}}\left(\mathbf{R}^{n}\right), p>1$, we have

$$
\left(H(\varphi)(x)=H_{i}\left(\bar{\varphi}\left(x_{1}, x_{2}, \ldots, x_{i-1}, t_{i}, x_{i+1}, \ldots, x_{n}\right)\right)\right.
$$

where

$$
\begin{aligned}
& \bar{\varphi}\left(x_{1}, x_{2}, \ldots, x_{i-1}, t_{i}, x_{i+1}, \ldots, x_{n}\right) \\
& =\frac{1}{(\pi)^{n-1}}\left[P \int_{\mathbf{R}^{n-1}} \frac{\varphi\left(y_{1}, y_{2}, \ldots, y_{i-1}, t_{i}, y_{i+1}, \ldots, y_{n}\right)}{\prod_{\substack{j=1 \\
j \neq i}}^{n}\left(x_{j}-y_{j}\right)}\right. \\
& \left.\times d y_{1} \cdots d y_{i-1} d y_{i+1} \cdots d y_{n}\right]
\end{aligned}
$$

By successive application of Theorem 5.1 for $n=1$, it follows that

$$
\bar{\varphi}\left(x_{1}, x_{2}, \ldots, x_{i-1}, t_{i}, x_{i+1}, \ldots, x_{n}\right) \in D_{L^{p}}\left(\mathbf{R}^{n}\right)
$$

When $x_{1}, x_{2}, \ldots, x_{i-1}, x_{i+1}, \ldots, x_{n}$ are kept fixed then it follows that

$$
\begin{align*}
\frac{\partial}{\partial x_{i}}(H \varphi)(x) & =H_{i} \frac{\partial}{\partial t_{i}} \bar{\varphi}\left(x_{1}, x_{2}, \ldots, x_{i-1}, t_{i}, x_{i+1}, \ldots, x_{n}\right)  \tag{5.3}\\
& =H_{i} H_{1} H_{2}, \ldots, H_{i-1} H_{i+1} \cdots H_{n} \frac{\partial}{\partial t_{i}} \varphi\left(t_{1}, \ldots, t_{n}\right) \\
& =H\left(\frac{\partial \varphi}{\partial t_{i}}\right), \quad i=1,2, \ldots, n .
\end{align*}
$$

By successive application of this result it can be shown that

$$
\begin{equation*}
D^{k}(H \varphi)(x)=H\left(D^{k} \varphi\right)(x) . \tag{5.4}
\end{equation*}
$$

Therefore, using (2.2) we have

$$
\left\|D^{k}(H \varphi)(x)\right\|_{p}=\left\|H\left(D^{k} \varphi\right)(x)\right\|_{p} \leqq C_{p}\left\|D^{k} \varphi\right\|_{p} .
$$

Hence,

$$
\begin{equation*}
\varphi \in D_{L^{p}}\left(\mathbf{R}^{n}\right) \Rightarrow H \varphi \in D_{L^{p}}\left(\mathbf{R}^{n}\right) \tag{5.5}
\end{equation*}
$$

In view of the inversion formula (4.2), we have

$$
\begin{equation*}
H \varphi=0 \Rightarrow \varphi=0 \tag{5.6}
\end{equation*}
$$

i.e., $H$ is one to one.

The fact that $H$ is onto follows by the same inversion formula. For if $\varphi \in$ $D_{L^{p}}\left(\mathbf{R}^{n}\right)$, we have

$$
\begin{equation*}
H\left[(H \varphi)(-1)^{n}\right]=\varphi, \tag{5.7}
\end{equation*}
$$

and note that $(-1)^{n} H \varphi \in D_{L^{p}}\left(\mathbf{R}^{n}\right)$. Therefore $H^{-1}$ exists, and using (4.2) we have

$$
\begin{equation*}
H^{-1}=(-1)^{n} H \tag{5.8}
\end{equation*}
$$

Since $H$ is linear and continuous, in view of (5.8) $H^{-1}$ is also linear and continuous; thus proving the theorem.
6. The $n$-dimensional distributional Hilbert transform. For $p>1$, assume that $f \in L^{p}\left(\mathbf{R}^{n}\right)$ and $g \in L^{q}\left(\mathbf{R}^{n}\right)$ where $\frac{1}{p}+\frac{1}{q}=1$. Then it is easy to show that

$$
\begin{equation*}
\int_{\mathbf{R}^{n}}(H f)(x) g(x) d x=\int_{\mathbf{R}^{n}} f(x)(-1)^{n}(H g)(x) d x \tag{6.1}
\end{equation*}
$$

In the adjoint notation (6.1) can be written as

$$
\begin{equation*}
\langle H f, g\rangle=\left\langle f,(-1)^{n} H g\right\rangle \tag{6.2}
\end{equation*}
$$

We are motivated by the equation (6.2) to define the Hilbert transform of distributions in $n$-dimension.

In conformity with the notation used by Laurent Schwartz we will denote $D_{L^{p}}^{\prime}\left(\mathbf{R}^{n}\right), p>1$ or some time abbreviated as $D_{L^{p}}^{\prime}$ as the dual space of $D_{L^{q}}\left(\mathbf{R}^{n}\right)$ where

$$
\frac{1}{p}+\frac{1}{q}=1
$$

Definition. For $f \in D_{L^{p}}^{\prime}\left(\mathbf{R}^{n}\right)$, we define the $n$-dimensional Hilbert transform $H f$ of $f$ as an element of $D_{L^{p}}^{\prime}\left(\mathbf{R}^{n}\right)$ satisfying

$$
\begin{equation*}
\langle H f, \varphi\rangle=\left\langle f,(-1)^{n} H \varphi\right\rangle, \quad \forall \varphi \in D_{L^{4}}\left(\mathbf{R}^{n}\right) \tag{6.3}
\end{equation*}
$$

$H \varphi$ in (6.3) stands for the classical $n$-dimensional Hilbert transform of $\varphi$.
It can be easily shown that the functional $H f$ defined by (6.3) is linear and continuous on $D_{L^{q}}\left(\mathbf{R}^{n}\right)$.

Example 1. Find $H \delta$ where $\delta \in D_{L^{p}}^{\prime}\left(\mathbf{R}^{n}\right)$.
From the definition (6.3), we have

$$
\begin{aligned}
\langle H \delta, \varphi\rangle & =\left\langle\delta,(-1)^{n} H \varphi\right\rangle \\
& =\left\langle\delta,(-1)^{n} \frac{1}{\pi^{n}} P \int_{\mathbf{R}^{n}} \frac{\varphi(t) d t}{\left(x_{1}-t_{1}\right) \cdots\left(x_{n}-t_{n}\right)}\right\rangle \\
& =\frac{(-1)^{n}}{(-\pi)^{n}} P \int_{\mathbf{R}^{n}} \frac{\varphi(t) d t}{t_{1} t_{2} \cdots, t_{n}} \\
& =\left\langle\frac{1}{\pi^{n}} p \cdot v \cdot\left(\frac{1}{t_{1} t_{2} \cdots t_{n}}\right), \varphi\right\rangle, \quad \forall \varphi \in D_{L^{q}}\left(\mathbf{R}^{n}\right) .
\end{aligned}
$$

Therefore

$$
\begin{equation*}
H \delta=\frac{1}{\pi^{n}} p \cdot v \cdot\left(\frac{1}{t_{1} t_{2} \cdots t_{n}}\right) \triangleq \frac{1}{\pi^{n}} p \cdot v \cdot\left[\frac{1}{t}\right] . \tag{6.4}
\end{equation*}
$$

Example 2. Find

$$
H\left(p . v \cdot\left[\frac{1}{t}\right]\right) .
$$

Operating both sides of (6.4) by $H$ we get

$$
H^{2} \delta=\frac{1}{\pi^{n}} H\left(p . v \cdot\left[\frac{1}{t}\right]\right)
$$

Hence

$$
H\left(p . v .\left[\frac{1}{t}\right]\right)=(-\pi)^{n} \delta .
$$

Since the operators $H_{1}, H_{2}, \ldots H_{n}$ as defined in Section 5 are commutative, we can see that

$$
\text { p.v. }\left(\frac{1}{t_{1} t_{2} \cdots t_{n}}\right)=\text { p.v. }\left(\frac{1}{t_{i_{1} t_{2}} \cdots t_{i_{n}}}\right)
$$

where $i_{1}, i_{2}, i_{3}, \ldots, i_{n}$ is a permutation of $1,2, \ldots, n$.
7. Calculus on $D_{L^{p}}^{\prime}\left(\mathbf{R}^{n}\right)$. Let $f \in D_{L^{p}}^{\prime}\left(\mathbf{R}^{n}\right)$. Then the distributional differentiation on $D_{L^{p}}^{\prime}\left(\mathbf{R}^{n}\right)$ is defined as follows

$$
\begin{equation*}
\left\langle D^{k} f, \varphi\right\rangle=\left\langle f,(-1)^{|k|} D^{k} \varphi\right\rangle, \forall \varphi \in D_{L^{q}}\left(\mathbf{R}^{n}\right), q=\frac{p}{p-1}, p>1 \tag{7.1}
\end{equation*}
$$

Now we prove the following
Theorem 7.1. Let $f \in D_{L^{p}}^{\prime}{ }^{p}\left(\mathbf{R}^{n}\right)$ then

$$
D^{k} H f=H D^{k} f
$$

Proof.

$$
\begin{aligned}
\left\langle D^{k} H f, \varphi\right\rangle & =\left\langle H f,(-1)^{|k|} D^{k} \varphi\right\rangle, \forall \varphi \in D_{L^{q}}\left(\mathbf{R}^{n}\right) \\
& =\left\langle f,(-1)^{n} H(-1)^{|k|} D^{k} \varphi\right\rangle \\
& =\left\langle D^{k} f,(-1)^{n} H \varphi\right\rangle \\
& =\left\langle H D^{k} f, \varphi\right\rangle .
\end{aligned}
$$

Hence the Theorem 7.1 is established.
Example 3. Solve in $D_{L^{p}}^{\prime}\left(\mathbf{R}^{n}\right)$ the operator equation

$$
\begin{equation*}
y=H y+f, \tag{7.2}
\end{equation*}
$$

where $f \in D_{L^{p}}^{\prime}\left(\mathbf{R}^{n}\right), n>1$.
Solution. Operating both sides of (7.2) by $H$ and applying the inversion Theorem 4.1 and using (7.3) we get

$$
\begin{equation*}
y\left[1-(-1)^{n}\right]=f+H f \tag{7.3}
\end{equation*}
$$

Case (i): $n$ is odd
(7.4) $\quad(7.3) \Rightarrow y=\frac{H f+f}{2}$.

Case (ii): $n$ is even

$$
\begin{equation*}
(7.3) \Rightarrow H f=-f \tag{7.5}
\end{equation*}
$$

Therefore solution to (7.2) does not exist if
(7.6) $\quad H f \neq-f$.

If $H f=-f$ is satisfied then there exists infinitely many solutions and in this case

$$
y=\frac{f}{2} \text { is a solution to (7.2). }
$$

If $g_{i}$ 's are such that they satisfy
(7.7) $\quad H y=y$
then

$$
\begin{equation*}
y=\frac{f}{2}+\sum_{i=1}^{m} C_{i} g_{i} \tag{7.8}
\end{equation*}
$$

where $C_{i}$ 's are arbitrary constants, satisfies (7.2).
The fact that there exists non-zero solutions to $H y=y$ ( $n$ even) follows easily; for

$$
\begin{aligned}
& y=\varphi_{1}\left(y_{1}\right) \varphi_{2}\left(y_{2}\right) \cdots \varphi_{n}\left(y_{n}\right) \\
& +\left(H_{1} \varphi_{1}\right)\left(y_{1}\right)\left(H_{2} \varphi_{2}\right)\left(y_{2}\right) \cdots\left(H_{n} \varphi_{n}\right)\left(y_{n}\right)
\end{aligned}
$$

where $\varphi_{i} \in D$, satisfies $H y=y$ when $n$ is even, and

$$
y=\left(H_{1} \varphi_{1}\right)\left(y_{1}\right) \cdots\left(H_{n} \varphi_{n}\right)\left(y_{n}\right)-\varphi_{1}\left(y_{1}\right) \cdots \varphi_{n}\left(y_{n}\right)
$$

satisfies

$$
H y=-y .
$$

There do exist non-zero $y$ 's not satisfying

$$
H y=-y,
$$

when $n$ is even.
As an example if we choose

$$
y=\prod_{i=1}^{n}\left(H_{i} \varphi_{i}\right)\left(y_{i}\right)+\prod_{i=1}^{n} \varphi_{i}\left(y_{i}\right)
$$

where $\varphi_{i} \in D$ such that $y \not \equiv 0$, then it does not satisfy $H y=-y$, when $n$ is even. It is still an open problem to determine the whole class of solutions to

$$
y=H y+f
$$

when $H f=-f$ is satisfied for $n$ even.
8. The testing function space $H\left(D\left(\mathbf{R}^{\prime \prime}\right)\right)$. A complex valued $C^{\infty}$ function $\varphi$ defined on $\mathbf{R}^{n}$ belongs to the space $H\left(D\left(\mathbf{R}^{n}\right)\right)$ if and only if $\varphi(x)$ is the $n$ dimensional Hilbert transform of some $\psi(t)$ in $D\left(\mathbf{R}^{n}\right)$. Hence $\varphi \in H\left(D\left(\mathbf{R}^{n}\right)\right) \Leftrightarrow$ there exists $\psi(t)$ in $D\left(\mathbf{R}^{n}\right)$ such that

$$
\begin{equation*}
\varphi(x)=\frac{1}{\pi^{n}} P \int_{\mathbf{R}^{n}} \frac{\psi(t)}{x-t} d t=H \psi \tag{8.1}
\end{equation*}
$$

where the integral is being taken in the Cauchy principal value sense and $(x-t)$ in (8.1) is interpreted as

$$
\prod_{i=1}^{n}\left(x_{i}-t_{i}\right)
$$

The topology of $H\left(D\left(\mathbf{R}^{n}\right)\right)$ is the same as that transported from the space $D\left(\mathbf{R}^{n}\right)$ to $H\left(D\left(\mathbf{R}^{n}\right)\right)$ by means of the Hilbert transform $H$. Therefore a sequence $\varphi_{n}$ in $H\left(D\left(\mathbf{R}^{n}\right)\right)$ converges to zero in $H\left(D\left(\mathbf{R}^{n}\right)\right)$ if and only if its associated sequence $\psi_{n}$ converges to zero in $D\left(\mathbf{R}^{n}\right)$, where $H \psi_{n}=\varphi_{n}, \forall n \in \mathbf{N}$.

Theorem 8.1. Let $H\left(D\left(\mathbf{R}^{n}\right)\right)$ and $D_{L^{\prime}}\left(\mathbf{R}^{n}\right)$ be the spaces defined as before. Then
(i) $H\left(D\left(\mathbf{R}^{n}\right)\right) \subset D_{L^{p}}\left(\mathbf{R}^{n}\right)$ and $H\left(D\left(\mathbf{R}^{n}\right)\right)$ is dense in $D_{L^{p}}\left(\mathbf{R}^{\prime \prime}\right)$.
(ii) Convergence of a sequence in $H\left(D\left(\mathbf{R}^{n}\right)\right)$ implies its convergence in $D_{L^{p}}\left(\mathbf{R}^{n}\right)$.

Hence the restriction of any $f \in D_{L^{p}}^{\prime}\left(\mathbf{R}^{n}\right)$ to $H\left(D\left(\mathbf{R}^{n}\right)\right)$ is in $H^{\prime}\left(D\left(\mathbf{R}^{n}\right)\right)$. Therefore

$$
H^{\prime}\left(D\left(\mathbf{R}^{n}\right)\right) \supset D_{L^{p}}^{\prime}\left(\mathbf{R}^{n}\right)
$$

Proof. (i) Since $D\left(\mathbf{R}^{n}\right)$ is dense in $D_{L^{p}}\left(\mathbf{R}^{n}\right)$ and

$$
H: D_{L^{p}}\left(\mathbf{R}^{n}\right) \xrightarrow{\text { onto }} D_{L^{p}}\left(\mathbf{R}^{n}\right)
$$

is homemorphism, we conclude that $H\left(D\left(\mathbf{R}^{n}\right)\right)$ is dense in $D_{L^{p}}\left(\mathbf{R}^{n}\right)$. [See also 14.]
(ii) Let $\varphi_{j} \rightarrow 0$ in $H\left(D\left(\mathbf{R}^{n}\right)\right)$. Then there exists a sequence $\psi_{j} \rightarrow 0$ in $D\left(\mathbf{R}^{n}\right)$ as $j \rightarrow \infty$ such that $H \psi_{j}=\varphi_{j}$. Now using equation (2.2) and (5.4), we have

$$
\left\|\varphi_{j}^{(k)}\right\|_{p} \leqq C_{p}\left\|\psi_{j}^{(k)}\right\|_{p} \rightarrow 0 \quad \text { as } j \rightarrow \infty .
$$

Remark. In view of the Inversion Theorem 4.1,

$$
H: H\left(D\left(\mathbf{R}^{n}\right)\right) \rightarrow D\left(\mathbf{R}^{n}\right)
$$

is linear and continuous.
9. The $n$-dimensional generalized Hilbert transform. The generalized Hilbert transform $H f$ of $f \in D^{\prime}\left(\mathbf{R}^{n}\right)$ is defined to be an ultradistribution $H f \in H^{\prime}\left(D\left(\mathbf{R}^{n}\right)\right)$ such that

$$
\begin{equation*}
\langle H f, \varphi\rangle=\left\langle f,(-1)^{n} H \varphi\right\rangle, \quad \forall \varphi \in H\left(D\left(\mathbf{R}^{n}\right)\right) \tag{9.1}
\end{equation*}
$$

where $H \varphi$ is the classical Hilbert transform defined by (8.1). If $g \in H^{\prime}\left(D\left(\mathbf{R}^{n}\right)\right)$, its Hilbert transform Hg is defined to be a Schwartz distribution by the relation

$$
\begin{equation*}
\langle H g, \varphi\rangle=\left\langle g,(-1)^{n} H \varphi\right\rangle, \quad \forall \varphi \in D\left(\mathbf{R}^{n}\right) \tag{9.2}
\end{equation*}
$$

Let $g=H f$, for some $f \in D^{\prime}\left(\mathbf{R}^{n}\right)$. Then

$$
\begin{align*}
\left\langle H^{2} f, \varphi\right\rangle & =\left\langle H f,(-1)^{n} H \varphi\right\rangle  \tag{9.3}\\
& =\left\langle f, H^{2} \varphi\right\rangle \\
& =\left\langle f,(-1)^{n} \varphi\right\rangle \\
\Rightarrow H^{2} & =(-1)^{n} I \text { on } D^{\prime}\left(\mathbf{R}^{n}\right) .
\end{align*}
$$

Definition 9.1. The derivative $D^{k} g$ of an ultra distribution $g \in H^{\prime}\left(D\left(\mathbf{R}^{n}\right)\right)$ is defined as follows:

$$
\begin{equation*}
\left\langle D^{k} g, \varphi\right\rangle=\left\langle g,(-1)^{|k|} D^{k} \varphi\right\rangle, \tag{9.4}
\end{equation*}
$$

for every $\varphi \in H\left(D\left(\mathbf{R}^{n}\right)\right)$.
Theorem 9.2. Let $f \in D^{\prime}\left(\mathbf{R}^{n}\right)$, then

$$
\begin{equation*}
(H f)^{(k)}=H\left(f^{(k)}\right) . \tag{9.5}
\end{equation*}
$$

Proof.

$$
\begin{aligned}
\left\langle D^{k} H f, \varphi\right\rangle & =\left\langle H f,(-1)^{|k|} D^{k} \varphi\right\rangle, \quad \forall \varphi \in H\left(D\left(\mathbf{R}^{n}\right)\right) \\
& =\left\langle f,(-1)^{|k|+n} H D^{k} \varphi\right\rangle \\
& =\left\langle f,(-1)^{|k|+n} D^{k} H \varphi\right\rangle \quad(\text { from (5.4)) } \\
& =\left\langle D^{k} f,(-1)^{n} H \varphi\right\rangle \\
& =\left\langle H D^{k} f, \varphi\right\rangle .
\end{aligned}
$$

Example. Solve in $D^{\prime}\left(\mathbf{R}^{n}\right)$

$$
\frac{\partial y}{\partial x_{1}}+H \frac{\partial f}{\partial x_{1}}=\delta(x) .
$$

We rewrite the equation in the form

$$
\frac{\partial}{\partial x_{1}}[y+H f]=\delta(x)=\delta\left(x_{1}\right) * \delta\left(x_{2}\right) * \cdots * \delta\left(x_{n}\right) .
$$

Then

$$
\begin{aligned}
& y+H f=h\left(x_{1}\right) * \delta\left(x_{2}\right) * \cdots * \delta\left(x_{n}\right) \\
& +C\left(x_{2}, x_{3}, \ldots, x_{n}\right) .
\end{aligned}
$$

10. An intrinsic definition of the space $H\left(D\left(\mathbf{R}^{n}\right)\right)$ and its topology. In this section we will give an intrinsic definition of the space $H\left(D\left(\mathbf{R}^{n}\right)\right)$ and its topology. We also now give some lemmas to be used in the sequel.

Lemma 10.1. Let $\left\{\varphi_{\nu}\right\}_{\nu=1}^{\infty}$ be a sequence of functions tending to zero in $D_{L^{p}}\left(\mathbf{R}^{n}\right)$ as $\nu \rightarrow \infty$ i.e.,

$$
\gamma_{(k)}\left(\varphi_{\nu}\right) \rightarrow 0 \quad \text { as } \nu \rightarrow \infty \forall|k| \in \mathbf{N},
$$

then for each $|k|=0,1,2, \ldots$

$$
\varphi_{\nu}^{(k)} \rightarrow 0 \quad \text { as } \nu \rightarrow \infty \text { uniformly } \forall x \in \mathbf{R}^{n}
$$

Proof. The lemma is well known $[\mathbf{5}, \mathbf{1 6}]$, but a very simple proof can be given as follows:

$$
\begin{equation*}
\varphi^{(k)}(x)=\left\langle\delta(t), \varphi^{(k)}(x-t)\right\rangle, \quad \forall \varphi \in D_{L^{p}}\left(\mathbf{R}^{n}\right) . \tag{10.1}
\end{equation*}
$$

In view of the boundedness property of generalized functions [20] there exists a constant $c>0$ and an $r=\left(r_{1}, r_{2}, \ldots, r_{n}\right)$ and $|r|=r_{1}+r_{2}+\cdots+r_{n}$ such that

$$
\begin{aligned}
\left|\varphi^{(k)}(x)\right| & \leqq C \gamma_{|r|}^{\prime}\left(\varphi^{(k)}(x-t)\right) \quad \text { [20, p. 8-19] } \\
& \leqq C \gamma_{|r|}^{\prime}\left(\varphi^{(k)}(t)\right)
\end{aligned}
$$

where

$$
\gamma_{|0|}^{\prime}=\gamma_{|0|} \quad \text { and } \quad \gamma_{|r|}^{\prime}=\max _{|j| \leq|r|} \gamma_{(j)} .
$$

Therefore

$$
\left|\varphi_{\nu}^{(k)}(x)\right| \leqq C \gamma_{|r|}^{\prime}\left(\varphi_{\nu}^{(k)}(t)\right) \rightarrow 0 \quad \text { as } \nu \rightarrow \infty
$$

independently of $x$. This completes the proof of the lemma.
Lemma 10.2. Let $\varphi(t) \in D\left(\mathbf{R}^{n}\right)$ then as $y \rightarrow 0^{+}$i.e., $y_{i} \rightarrow 0^{+} \forall i=1,2$, $3, \ldots n$
(i)
(10.2) $\frac{1}{\pi^{n}} \int_{\mathbf{R}^{n}} \varphi(t) \frac{y_{1}}{\left(t_{1}-x_{1}\right)^{2}+y_{1}^{2}} \frac{y_{2}}{\left(t_{2}-x_{2}\right)^{2}+y_{2}^{2}}$
$\cdots \frac{y_{n}}{\left(t_{n}-x_{n}\right)^{2}+y_{n}^{2}} d t \rightarrow \varphi(x)$ in $D_{L^{p}}\left(\mathbf{R}^{n}\right), p>1$.
(ii)

$$
\begin{align*}
& \int_{\mathbf{R}^{n}} \varphi(t) \prod_{i=1}^{n}\left[\frac{\left(t_{i}-x_{i}\right)}{\left(t_{i}-x_{i}\right)^{2}+y_{i}^{2}}\right] d t  \tag{10.3}\\
& \rightarrow P \int_{\mathbf{R}^{n}} \frac{\varphi(t)}{\prod_{i=1}^{n}\left(t_{i}-x_{i}\right)} d t \text { in } D_{L^{p}}\left(\mathbf{R}^{n}\right), p>1 .
\end{align*}
$$

(iii)
(10.4) $\frac{1}{\pi^{n-m}} \int_{\mathbf{R}^{n}} \varphi(t) \prod_{i=1}^{m}\left[\frac{\left(t_{i}-x_{i}\right)}{\left(t_{i}-x_{i}\right)^{2}+y_{i}^{2}}\right]$

$$
\begin{aligned}
& \times \prod_{i=m+1}^{n}\left[\frac{y_{i}}{\left(t_{i}-x_{i}\right)^{2}+y_{i}^{2}}\right] d t \\
& \rightarrow\left(H_{m} \cdots H_{3} H_{2} H_{1} \varphi\right)\left(x_{1}, x_{2}, \ldots, x_{m}, x_{m+1}, \ldots, x_{n}\right) \\
& \text { in } D_{L^{p}}\left(\mathbf{R}^{n}\right), \quad m=1,2, \ldots, n,(p>1) .
\end{aligned}
$$

(iv)
(10.5)

$$
\begin{aligned}
& \frac{1}{\pi^{n-m}} \int_{\mathbf{R}^{n}} \varphi(t) \prod_{i=1}^{m}\left[\frac{\left(t_{l_{i}}-x_{l_{i}}\right)}{\left(t_{l_{i}}-x_{l_{i}}\right)^{2}+y_{l_{i}}^{2}}\right] \\
& \times \prod_{i=m+1}^{n}\left[\frac{y_{l_{i}}}{\left(t_{l_{i}}-x_{l_{i}}\right)^{2}+y_{l_{i}^{2}}^{2}}\right] d t \rightarrow \\
& \left(H_{l_{m}} H_{l_{m-1}} \cdots H_{l_{1}} \varphi\right)\left(\cdots x_{l_{1}} \cdots x_{l_{2}} \cdots x_{l_{m}} \cdots\right) \\
& \text { in } D_{L^{n}}\left(\mathbf{R}^{n}\right), p>1, \quad m=1,2,3, \ldots, n .
\end{aligned}
$$

Proof. (i) For the proof see [7, p. 400].
(ii) Denoting the L.H.S. expression in (10.3) by $\pi^{n} F(x)$, we see that

$$
F^{(k)}(x)=\frac{1}{\pi^{n}} \int_{\mathbf{R}^{n}} \varphi^{(k)}(t) \prod_{i=1}^{n} \frac{\left(t_{i}-x_{i}\right)}{\left(t_{i}-x_{i}\right)^{2}+y_{i}^{2}} d t .
$$

By successive application of Fubini's Theorem and [17, Theorem 101, p. 132], it follows that

$$
\left\|F^{(k)}(x)\right\|_{p} \leqq C_{p}^{n}\left\|\varphi^{(k)}(x)\right\|_{p},
$$

where $C_{p}$ is a constant independent of $\varphi$ and $y_{i}, y_{2}, \ldots, y_{n}$.
Since the space $X\left(\mathbf{R}^{n}\right)$ is dense in $D_{L^{p}}\left(\mathbf{R}^{n}\right), p>1$, it is easy to show that

$$
\begin{equation*}
\left\|F^{(k)}(x)-H \varphi^{(k)}(x)\right\|_{p} \rightarrow 0 \quad \text { as } y_{1}, y_{2}, \ldots, y_{n} \rightarrow 0 \tag{10.6}
\end{equation*}
$$

A much more general result is proved in [15, Theorem 3.2].
(iii) follows as a result of (i) and (ii) and (iv) is only an elementary variation of (iii) and can be proved similarly.

Lemma 10.3. Let $z_{j} \in \mathbf{C}$ for $j=1,2,3, \ldots, n$ where $z_{j}=x_{j}+i y_{j}$ and $x_{j}, y_{j} \in \mathbf{R}$. For $\varphi(t) \in D\left(\mathbf{R}^{n}\right)$, define a function $F$ as a mapping from $\mathbf{C}^{n}$ to $\mathbf{C}$ by
(10.7) $\quad F(z)=\int_{\mathbf{R}^{n}} \frac{\varphi(t)}{\prod_{i=1}^{n}\left(t_{i}-z_{i}\right)} d t$,
if $y_{i} \neq 0 \forall i=1,2, \ldots, n$; and

$$
\begin{align*}
& F\left(z_{1}, z_{2}, \ldots, z_{i-1}, x_{i}, z_{i+1}, \ldots, z_{n}\right)  \tag{10.8}\\
& =\frac{1}{2}\left[F\left(z_{1}, \ldots, z_{i-1}, x_{i}^{+}, z_{i+1}, \ldots, z_{n}\right)\right. \\
& \left.+F\left(z_{1}, \ldots, z_{i-1}, x_{i}^{-}, z_{i+1}, \ldots, z_{n}\right)\right]
\end{align*}
$$

if $y_{i}=0$, for some $i, 1 \leqq i \leqq n$.
Then $\lim _{y \rightarrow 0^{+}} F(z)$ converges uniformly to

$$
\sum(i \pi)^{n-l} H_{j_{1}} H_{j_{2}} \cdots H_{j_{l}} \varphi, \quad \forall x \in \mathbf{R}^{n}
$$

Proof. Since $z_{j}=x_{j}+i y_{j}, \forall j=1,2, \ldots, n$;

$$
F(z)=\int_{\mathbf{R}^{n}} \varphi(t) \prod_{j=1}^{n}\left[\frac{\left(t_{j}-x_{j}\right)+i y_{j}}{\left(t_{j}-x_{j}\right)^{2}+y_{j}^{2}}\right] d t
$$

as $y \rightarrow 0^{+}$, (in view of Lemma 2 (ii)),

$$
\begin{aligned}
F(z) & =\sum \int_{\mathbf{R}^{\prime \prime}} \varphi(t)\left[\prod_{m=1}^{l} \frac{\left(t_{j_{m}}-x_{j_{m}}\right)}{\left(t_{j_{m}}-x_{j_{m}}\right)^{2}+y_{j_{m}}^{2}}\right] \\
& \times\left[\prod_{m=1}^{n-1} \frac{i^{n-l} y_{j_{m}^{\prime \prime}}}{\left(t_{j_{m^{\prime}}}-x_{j_{m}^{\prime}}^{2}+y_{j_{m}^{\prime}}^{2}\right.}\right] d t
\end{aligned}
$$

and the result follows in view of Lemma 2 (iv). Now we come to our central problem of defining the space $H\left(D\left(\mathbf{R}^{n}\right)\right)$ intrinsically and we need the following

Definition 10.1. A holomorphic function $\psi(z)$ defined on the complex $n$-space $\mathbf{C}^{n}$ belongs to the space $\Psi$ if and only if the following properties hold:
$\left(\mathrm{P}_{1}\right): \psi(z)$ is holomorphic outside the intervals $a_{i} \leqq x_{i} \leqq b_{i}, i=1,2,3, \ldots, n$ (the interval depending upon $\psi(z)$ ).

$$
\left(\mathrm{P}_{2}\right): \quad \psi^{(k)}(z)=O\left(\frac{1}{\left|z_{1}\right|\left|z_{2}\right| \cdots\left|z_{n}\right|}\right)
$$

as $\left|z_{i}\right| \rightarrow \infty, \forall i$, for each fixed $k$ satisfying $|k|=0,1,2,3, \ldots$
$\left(\mathrm{P}_{3}\right)$ : (a) For each fixed $|k|=0,1,2,3, \ldots, \psi^{(k)}(z)$ converges uniformly $\forall x \in$ $\mathbf{R}^{n}$ as $y \rightarrow 0^{+}$.
(b) For each fixed $|k|=0,1,2, \ldots, \psi^{(k)}(z)$ converges uniformly $\forall x \in \mathbf{R}^{n}$ as $y \rightarrow 0^{-}$.

$$
\begin{aligned}
\left(\mathrm{P}_{4}\right): & \psi\left(z_{1}, z_{2}, \ldots, z_{i-1}, x_{i}, z_{i+1}, \ldots, z_{n}\right) \\
& =\frac{1}{2}\left[\psi\left(z_{1}, z_{2}, \ldots, z_{i-1}, x_{i}^{+}, z_{i+1}, \ldots, z_{n}\right)\right. \\
& \left.+\psi\left(z_{1}, z_{2}, \ldots, z_{i-1}, x_{i}^{-}, z_{i+1}, \ldots, z_{n}\right)\right], \quad i=1,2,3, \ldots, n ;
\end{aligned}
$$

where

$$
\begin{aligned}
& \psi\left(z_{1}, z_{2}, \ldots, z_{i-1}, x_{i}^{ \pm}, z_{i+1}, \ldots, z_{n}\right) . \\
& =\lim _{y_{i} \rightarrow 0^{+}} \psi\left(z_{i}, z_{2}, \ldots, z_{i}, \ldots, z_{n}\right) .
\end{aligned}
$$

Theorem 10.1. A necessary and sufficient condition that a function $\psi(z)$ defined on the complex $n$-space $\mathbf{C}^{n}$ belongs to the space $\Psi$ is that there exists a $\varphi(t) \in D\left(\mathbf{R}^{n}\right)$ satisfying

$$
\begin{align*}
\psi(z) & =\int_{\mathbf{R}^{n}} \frac{\varphi(t)}{\prod_{i=1}^{n}\left(t_{i}-z_{i}\right)} d t, \quad \operatorname{Im} z_{i} \neq 0, \forall i=1,2,3, \ldots, n,  \tag{10.9}\\
& =p v \int_{\mathbf{R}^{n}} \frac{\varphi(t)}{\left(t_{1}-z_{1}\right) \cdots\left(t_{i}-x_{i}\right) \cdots\left(t_{n}-z_{n}\right)} d t, \tag{10.10}
\end{align*}
$$

when $\operatorname{Im} z_{i}=0$ for some $i, 1 \leqq i \leqq n$.
Proof. Necessity: If $\psi(z) \in \Psi$ then in view of the properties $\left(\mathrm{P}_{1}\right), \psi(z)$ as a function of $x \in \mathbf{R}^{n}$ is a member of $D_{L^{p}}\left(\mathbf{R}^{n}\right)$ for a fixed $y \neq 0$ (i.e., for each component of $y \in \mathbf{R}^{n}$ non-zero). Now from ( $\mathrm{P}_{1}$ ) and ( $\mathrm{P}_{2}$ ) it follows that if $\left\{y_{m}\right\}_{m=1}^{\infty}$ is an arbitrary sequence in $\mathbf{R}^{n}$ such that $\left\|y_{m}\right\| \rightarrow 0$ as $m \rightarrow \infty$ then

$$
\left\|\psi^{(k)}\left(x+i y_{m}\right)-\psi^{(k)}\left(x+i y_{l}\right)\right\|_{p} \rightarrow 0
$$

as $l, m \rightarrow \infty$ independently of each other. Therefore $\left\{\psi\left(x+i y_{m}\right)\right\}_{m=1}^{\infty}$ is a Cauchy sequence in $D_{L^{p}}\left(\mathbf{R}^{n}\right), p>1$. Since $D_{L^{p}}\left(\mathbf{R}^{n}\right)$ is sequentially complete there exists a function $\psi_{+}(x)$ in $D_{L^{n}}\left(\mathbf{R}^{n}\right)$ such that

$$
\lim _{m \rightarrow \infty} \psi\left(x+i y_{m}\right)=\psi_{+}(x) \quad \text { in } D_{L^{\prime}}\left(\mathbf{R}^{\prime \prime}\right), p>1 .
$$

Since $\left\{y_{m}\right\}$ is an arbitrary sequence in $\mathbf{R}^{n}$ tending absolutely to zero it follows that
(10.11) $\lim _{y \rightarrow 0^{+}} \psi(x+i y)=\psi_{+}(x)$ in $D_{L^{p}}\left(\mathbf{R}^{\prime \prime}\right)$.

Similar arguments show the existence of a function $\psi_{-}(x)$ in $D_{L^{n}}\left(\mathbf{R}^{n}\right)$ satisfying
(10.12) $\lim _{y \rightarrow 0^{-}} \psi(x+i y)=\psi_{-}(x) \quad$ in $D_{L^{p}}\left(\mathbf{R}^{n}\right), p>1$
and hence is the uniform limit (from Lemma 10.1) with respect to every $x \in \mathbf{R}^{n}$.
In quite a similar way it can be shown that

$$
\psi\left(z_{1}, z_{2}, \ldots, z_{i-1}, x_{i}^{ \pm}, z_{i+1}, \ldots, z_{n}\right) \in D_{L^{p}}\left(\mathbf{R}^{n}\right)
$$

for each fixed $z_{j} \in \mathbf{C}, 1 \leqq j \leqq n$ and $j \neq i$. Therefore
(10.13) $\psi\left(z_{1}, z_{2}, \ldots, z_{i-1}, x_{i}, z_{i+1}, \ldots, z_{n}\right)$

$$
=\frac{1}{2}\left[\psi\left(z_{1}, z_{2}, \ldots, x_{i}^{+}, \ldots, z_{n}\right)+\psi\left(z_{1}, z_{2}, \ldots, x_{i}^{-}, \ldots, z_{n}\right)\right]
$$

belongs to $D_{L^{p}}\left(\mathbf{R}^{n}\right), p>1$ for fixed $y_{1}, y_{2}, \ldots, y_{i-1}, y_{i+1}, \ldots, y_{n} \neq 0$, where $y_{j}=\operatorname{Im} z_{j}, 1 \leqq j \leqq n, j \neq i$. Since $\psi(z)$ is analytic outside the interval $\left[a_{i}, b_{i}\right]$ on the $X_{i}$-axis, hence

$$
\psi\left(z_{1}, z_{2}, \ldots, x_{i}^{+}, \ldots, z_{n}\right)-\psi\left(z_{1}, z_{2}, \ldots, x_{i}^{-}, \ldots, z_{n}\right)=0
$$

outside $\left[a_{i}, b_{i}\right]$ on the $X_{i}$ real line, $\forall i=1,2, \ldots, n$. Using Cauchy's integral theorem it can be shown that

$$
\begin{align*}
& \frac{1}{2 \pi i} \int_{-\infty}^{\infty} \frac{1}{t_{j}-z_{j}}\left[\psi\left(z_{1}, z_{2}, \ldots, z_{j-1},\left(t_{j}+i \epsilon_{j}\right), z_{j+1}, \ldots, z_{n}\right)\right] d t_{j}  \tag{10.14}\\
& =\psi\left(z_{1}, z_{2}, \ldots, z_{j-1}, z_{j}+i \epsilon_{j}, \ldots, z_{n}\right), \operatorname{Im} z_{j}>0 \\
& =0 \quad \operatorname{Im} z_{j}<0 .
\end{align*}
$$

Letting $\epsilon_{j} \rightarrow 0^{+}$in (10.14), we have

$$
\begin{aligned}
\text { (10.15) } & \frac{1}{2 \pi i} \int_{-\infty}^{\infty} \frac{1}{t_{j}-z_{j}} \psi\left(z_{1}, \ldots, z_{j-1}, t_{j}^{+}, z_{j+1}, \ldots, z_{n}\right) d t_{j} \\
& =\psi\left(z_{1}, z_{2}, \ldots, z_{j}, \ldots, z_{n}\right), \quad \operatorname{Im} z_{j}>0 \\
& =0, \quad \operatorname{Im} z_{j}<0
\end{aligned}
$$

Similarly we can show that

$$
\text { (10.16) } \begin{aligned}
& \frac{1}{2 \pi i} \int_{-\infty}^{\infty} \frac{1}{t_{j}-z_{j}} \psi\left(z_{1}, z_{2}, \ldots, z_{j-1}, t_{j}^{-}, z_{j+1}, \ldots, z_{n}\right) d t_{j} \\
& =-\psi\left(z_{1}, z_{2}, \ldots, z_{j}, \ldots, z_{n}\right), \quad \operatorname{Im} z_{j}<0 \\
& =0, \quad \operatorname{Im} z_{j}>0
\end{aligned}
$$

Therefore, combining (10.15) and (10.16) we get

$$
\text { (10.17) } \begin{aligned}
& \frac{1}{2 \pi i} \int_{-\infty}^{\infty} \frac{1}{t_{j}-z_{j}}\left[\psi\left(z_{1}, z_{2}, \ldots, z_{j-1}, t_{j}^{+}, z_{j+1}, \ldots, z_{n}\right)\right. \\
& \left.-\psi\left(z_{1}, z_{2}, \ldots, z_{j-1}, t_{j}^{-}, z_{j+1}, \ldots, z_{n}\right)\right] d t_{j} \\
& =\psi\left(z_{1}, z_{2}, \ldots, z_{n}\right), \quad \operatorname{Im} z_{j} \neq 0 ; \quad 1 \leqq j \leqq n
\end{aligned}
$$

In view of Lemmas 2 and 3 and $\left(P_{4}\right)$ it follows that
(10.18) $\psi\left(z_{1}, z_{2}, \ldots, z_{j-1}, x_{j}, z_{j+1}, \ldots, z_{n}\right)$

$$
\begin{aligned}
& =\frac{1}{2 \pi i} P \int_{-\infty}^{\infty} \frac{1}{t_{j}-x_{j}}\left[\psi \left(z_{1}, z_{2}, \ldots, z_{j-1}, t_{j}^{+}\right.\right. \\
& \left.\left.z_{j+1}, \ldots, z_{n}\right)-\psi\left(z_{1}, z_{2}, \ldots, z_{j-1}, t_{j}^{-}, z_{j+1}, \ldots, z_{n}\right)\right] d t_{j}
\end{aligned}
$$

(10.19) $=$ p.v. $\int_{-\infty}^{\infty} \frac{\theta\left(z_{1}, z_{2}, \ldots, z_{j-1}, t_{j}, z_{j+1}, \ldots, z_{n}\right)}{x_{j}-t_{j}} d t_{j}$,
where
(10.20) $-2 \pi i \theta\left(z_{1}, z_{2}, \ldots, t_{j}, \ldots, z_{n}\right)$

$$
=\psi\left(z_{1}, z_{2}, \ldots, t_{j}^{+}, \ldots, z_{n}\right)-\psi\left(z_{1}, \ldots, t_{j}^{-}, \ldots, z_{n}\right)
$$

Clearly $\theta\left(z_{1}, \ldots, t_{j}, \ldots, z_{n}\right)=0$ when $t_{j} \notin\left[a_{j}, b_{j}\right]$. Exploiting the Lemmas 2, 3 and $\left(\mathrm{P}_{4}\right)$ once again it can be proved that
(10.21) $\psi\left(z_{1}, z_{2}, \ldots, z_{j-1}, x_{j}, z_{j+1}, \ldots, z_{l-1}, x_{l}, z_{l+1}, \ldots, z_{n}\right)$

$$
=p . v . \int_{-\infty}^{\infty} \int_{-\infty}^{\infty}\left[\frac{\eta\left(z_{1}, z_{2}, \ldots, z_{i-1}, t_{j}, z_{j+1}, \ldots, z_{l-1}, t_{l}, z_{l+1}, \ldots, z_{n}\right)}{\left(x_{j}-t_{j}\right)\left(x_{l}-t_{l}\right)} d t_{j} d t_{l}\right],
$$

for a suitable $\eta\left(z_{1}, z_{2}, \ldots, t_{j}, \ldots, t_{l}, \ldots, z_{n}\right)$ vanishing whenever $t_{j} \notin\left[a_{j}, b_{j}\right]$ and $t_{l} \notin\left[a_{l}, b_{l}\right]$. Carrying similar arguments one can show that there exists $\varphi(t) \in$ $D\left(\mathbf{R}^{n}\right)$ with support contained in $a_{i} \leqq t_{i} \leqq b_{i} \forall i=1,2, \ldots, n$; such that
(10.22) $\psi\left(x_{1}, x_{2}, \ldots, x_{n}\right)=p . v . \int_{\mathbf{R}^{n}} \frac{\varphi(t)}{\prod_{i=1}^{n}\left(x_{i}-t_{i}\right)} d t$.

Now using (10.17) and repeating the technique of contour integration etc. (as used in deducing (10.17)) it can be shown that there exists $\varphi(t) \in D\left(\mathbf{R}^{n}\right)$ satisfying
(10.23) $\psi(z)=\int_{\mathbf{R}^{n}} \frac{\varphi(t) d t}{\prod_{j=1}^{n}\left(z_{j}-t_{j}\right)}$,
when

$$
\operatorname{Im} z_{j} \neq 0 \forall_{j}, 1 \leqq j \leqq n .
$$

It can easily be seen during the course of derivation that $\varphi$ 's used in (10.21) and (10.22) are the same. This completes the proof of necessity.

Sufficiency. Assume that $\varphi(t) \in D\left(\mathbf{R}^{n}\right)$ and define a function $\psi(z)$ and a mapping from $\mathbf{C}^{n}$ to $\mathbf{C}$ by the relation
(10.24)

$$
\psi(z)=\int_{\mathbf{R}^{n}} \frac{\varphi(t)}{\prod_{j=1}^{n}\left(t_{j}-z_{j}\right)} d t
$$

when

$$
\begin{aligned}
& \operatorname{Im} z_{j} \neq 0 \forall j, 1 \leqq j \leqq n ; \\
(10.25) & =p \cdot v \cdot \int_{\mathbf{R}^{n}} \frac{\varphi(t)}{\left(t_{1}-z_{1}\right) \ldots\left(t_{j-1}-z_{j-1}\right)\left(t_{j}-x_{j}\right) \ldots\left(t_{n}-z_{n}\right)} d t
\end{aligned}
$$

when $\operatorname{Im} z_{j}=0$ for some $j, 1 \leqq j \leqq n$.
The support of $\varphi(t)$ is contained in $a_{i} \leqq t_{i} \leqq b_{i}, i=1,2, \ldots, n$. Using (10.23) and (10.24) now it follows quite easily that $\left(\mathrm{P}_{1}\right),\left(\mathrm{P}_{2}\right),\left(\mathrm{P}_{3}\right)$ and $\left(\mathrm{P}_{4}\right)$ follow. This completes the proof of Theorem 10.1.

Theorem 10.1 demonstrates one to one correspondence between the space $\Psi$ and $H\left(D\left(\mathbf{R}^{n}\right)\right)$. We, therefore, can define the space $H\left(D\left(\mathbf{R}^{n}\right)\right)$ in a genuinely intrinsic way as follows:

A $C^{\infty}$ function $\psi(x)$ defined on $\mathbf{R}^{n}$ is said to belong to the space $H\left(D\left(\mathbf{R}^{n}\right)\right)$ if and only if there exists a holomorphic function $\psi(z)$ defined on $\mathbf{C}^{n}$ satisfying
$\left(\mathrm{P}_{1}\right),\left(\mathrm{P}_{2}\right),\left(\mathrm{P}_{3}\right)$ and $\left(\mathrm{P}_{4}\right)$. In other words $\psi(x) \in H\left(D\left(\mathbf{R}^{n}\right)\right)$ if and only if $\psi(x)$ can be extended uniquely as a holomorphic function satisfying $\left(\mathrm{P}_{1}\right),\left(\mathrm{P}_{2}\right),\left(\mathrm{P}_{3}\right)$ and ( $\mathrm{P}_{4}$ ).

The convergence of a sequence $\left\{\psi_{m}(x)\right\}_{m=1}^{\infty}$ to zero in the space $H\left(D\left(\mathbf{R}^{n}\right)\right)$ can be defined in an intrinsic way as follows:

A sequence $\left\{\psi_{m}\right\}_{m=1}^{\infty}$ in $H\left(D\left(\mathbf{R}^{n}\right)\right)$ converges to zero in $H\left(D\left(\mathbf{R}^{n}\right)\right)$ if and only if
(i) the associated functions $\psi_{m}(z)$ in accordance with Theorem 10.1 are analytic outside a closed $n$-box $\prod_{j=1}^{n}\left[a_{j}, b_{j}\right]$ of $\mathbf{R}^{n}$ or else $\psi_{m}(x)$ is analytic outside a fixed closed $n$-box $\prod_{j=1}^{n}\left[a_{j}, b_{j}\right]$.
(ii) $\psi_{m}(x) \rightarrow 0$ in $D_{L^{p}}\left(\mathbf{R}^{n}\right)$ as $m \rightarrow \infty$.

Clearly if $\left\{\varphi_{m}(x)\right\}_{m=1}^{\infty}$ is a sequence in $D\left(\mathbf{R}^{n}\right)$ tending to zero in $D\left(\mathbf{R}^{n}\right)$ as $m \rightarrow \infty$ and
(10.26) $\psi_{m}(x)=p . v . \int_{\mathbf{R}^{n}} \frac{\varphi_{m}(t)}{\prod_{j=1}^{n}\left(t_{j}-x_{j}\right)} d t$

$$
\psi_{m}(z)=\int_{\mathbf{R}^{n}} \frac{\varphi_{m}(t)}{\prod_{j=1}^{n}\left(t_{j}-z_{j}\right)} d t, \quad \operatorname{Im} z_{i} \neq 0 \quad \forall i=1,2, \ldots, n,
$$

then $\psi_{m}(z)$ is analytic outside the closed intervals $a_{j} \leqq x_{j} \leqq b_{j}, j=1,2, \ldots, n$; and

$$
D^{k} \psi_{m}(x)=p \cdot v \cdot \int_{\mathbf{R}^{n}} \frac{D_{t}^{k} \varphi_{m}(t)}{\prod_{j=1}^{n}\left(t_{j}-x_{j}\right)} d t
$$

Therefore

$$
\left\|D^{k} \psi_{m}(x)\right\|_{p} \leqq C_{p}\left\|\varphi_{m}^{(k)}\right\|_{p} \rightarrow 0 \quad \text { as } m \rightarrow \infty
$$

Hence, (i) and (ii) are satisifed.
If however, (i) and (ii) are assumed then there exists closed intervals $a_{j} \leqq$ $t_{j} \leqq b_{j}$ containing the supports of all

$$
\varphi_{m}(x)=\left(-\frac{1}{\pi^{2}}\right)^{n} \int_{\mathbf{R}^{n}} \frac{\psi_{m}(x)}{\prod_{j=1}^{n}\left(t_{j}-x_{j}\right)} d t
$$

Therefore

$$
\left\|\varphi_{m}^{(k)}(x)\right\|_{p} \leqq \frac{1}{\pi^{2 n}} C_{p}\left\|\psi_{m}^{(k)}\right\|_{p} \rightarrow 0 \quad \text { as } m \rightarrow \infty
$$

i.e., $\varphi_{m}(x) \rightarrow 0$ in $D_{L^{p}}\left(\mathbf{R}^{n}\right)$ as $m \rightarrow \infty$. Therefore, by Lemma 10.1, $\varphi_{m}(x) \rightarrow 0$ uniformly $\forall x \in \mathbf{R}^{n}$ as $m \rightarrow \infty$. By (i) all $\varphi_{m}(x)$ have supports contained in a fixed $n$-box $\prod_{j=1}^{n}\left[a_{j}, b_{j}\right]$. Therefore if $\psi_{m}(x) \rightarrow 0$ in $H\left(D\left(\mathbf{R}^{n}\right)\right)$ as $m \rightarrow \infty$ then the associated sequence $\left\{\varphi_{m}\right\}_{m=1}^{\infty}$ tends to zero in $D\left(\mathbf{R}^{n}\right)$ as $m \rightarrow \infty$. Thus we have proved that

$$
\varphi_{m} \rightarrow 0 \text { in } D\left(\mathbf{R}^{n}\right) \text { as } m \rightarrow \infty \Leftrightarrow \psi_{m} \rightarrow 0 \text { in } H\left(D\left(\mathbf{R}^{n}\right)\right) \text { as } m \rightarrow \infty .
$$

Thus the conditions (i) and (ii) together describe intrinsically the convergence of a sequence $\left\{\psi_{m}\right\}_{m=1}^{\infty}$ to zero in $H\left(D\left(\mathbf{R}^{n}\right)\right)$ as $m \longrightarrow \infty$.
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