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ON SETS OF TERNARY VECTORS WHOSE ONLY 
LINEAR DEPENDENCIES INVOLVE AN ODD 

NUMBER OF VECTORS 
BY 

E. R. BERLEKAMP 

ABSTRACT. Recent efforts to generalize a classic result of Hajos [3] 
on the decomposition of finite abelian groups into direct sums of 
subsets (see Fuchs [1, Chap. XV]) led B. Gordon [2] to the 
following conjecture. If vu v2, . . . , vM are r-dimensional row 
vectors over GF(3) such that: (i) Any weighted (±) sum of any 
even number of v's is nonzero, (ii) For each r-dimensional p9 there 
exists an s such that 

*.-? = 0. 

Then there exists a subset of either 1 or 4 v's which satisfies the 
same conditions. 
This paper proves Gordon's conjecture. 

THEOREM 1. Every nonzero vector in the row space ofakxn matrix with linearly 
independent rows over GF(3) has odd weight iff the matrix contains an odd number 
of each of the possible (3fe —1)/2 classes of nonzero columns (classes equivalent with 
respect to multiplication by ± 1). 

Proof. The ' if clause follows immediately from the fact that the weight of every 
vector is the sum of (3*—l)/2—(TP'1 — l)/2 = 3fc~1 odd numbers. 

We prove the 'only if clause by induction on k. Let a be an arbitrary A>dimen-
sional vector over GF(3), and let n& be the number of columns of Jt which are 
equal to a*. 

We first consider the case k=2. The weights wu w2, w+, and H>_ of the first row, 
the second row, the sum of the two rows, and the difference of the two rows are 
then given by 

oo i i i i i n %,0] 
11 00 11 11 n^lt01 

11 11 00 11 nn, in 
.11 11 11 OOJ w£Jltl3 
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Since the binary equations 

ronr 
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1101 
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_iJ 
have the unique solution x=y=z=w=l over GF(2), we conclude that if wl9 w2, 
w+9 and w_ are all odd, then % , i ] + % , - u , «ti,03+«[-i,o]? "u , - i ]+«[- i , i ] , and 
H[i,i]+«[-i, -i] are also odd. This proves the theorem for A:=2. 

We now assume that the theorem is true for all k < K. Let û be the bottom row 
of Ji9 and let v be an arbitrary vector in the space spanned by the first K— 1 rows 
of ~#. Applying the theorem to the 2 x n matrix whose rows are v and û reveals that 
the total weight of v in those columns in which û has 0 must be odd. 

Let Jt' be the submatrix of J( consisting of those n' columns which have a 0 
in the bottom row, and let Jl" be the K— \xri matrix consisting of the top K— 1 
rows of Jt'. Then every nonzero vector in the row space of Jt" must have odd 
weight. Since this matrix has only K— 1 rows, this implies that Ji" contains each 
possible (3*" 1 —1)/2 nonzero classes of columns an odd number of times. Trans­
forming back to Jt9 this implies that if a = [al9 a2,..., aK] and if aK=0 but a^69 

then «3+#-a is odd. 
If 38 is an invertible KxK matrix over GF(3), and if we let Jt"'=38 Jt9 then 

nm=nâ- Applying the previous arguments to Jt"' reveals that if the last component 
of 38a is 0, then nz+n-Z is odd. But since 38 is an arbitrary invertible matrix, na 

+«_3 must be odd for all nonzero 5. Q.E.D. 

THEOREM 2. Let 3$ be a k x (3fc —1)/2 matrix over GF(3), all of whose columns are 
nonzero and not equal to ± each other. Then ifk=l or 2, all solutions of the equation 

@x = 0 

have some zero component(s)9 but ifk>39 then the equation 

has a solution x which has only nonzero components. 

LEMMA. The only solutions of the equation 2l+1 = 3 j are i= 1, y= 1, and i=3,j=2. 

Proof of Lemma. The multiplicative order of 2 mod 3' is 2 • V ~1. If 2l = - 1 mod 3', 
then 22f = l m o d 3 / , 2 - 3 ; - 1 must divide 2z, and 3j~1<i. On the other hand, if 
2X<V9 then /<(log23)y. Since we then have 3j-1<j(log3)9 we conclude that 
y<2. Q.E.D. 

Proof of Theorem 2. The theorem is easily checked for k= 1 or 2. For k> 3, we 
shall construct a matrix 2d such that 

m* = ô 
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where 1 = [1 ,1 ,1 , . . . , 1]. From this, we can obtain a completely nonzero vector 
in the null space of any other legitimate 3 matrix by changing signs of correspond­
ing columns of 3 and components of x, and then by appropriately permuting the 
columns of 3. 

To construct the 3 matrix, we shall select « = (3fc—1)/2 elements from the Galois 
field GF(3fc), such that the elements are all distinct, not zero, and not equal to the 
negatives of each other, and such that their sum is zero. By representing each of 
these elements as a ^-dimensional column vector over GF(3) with respect to any 
appropriate basis of GF(3fc) over GF(3), we may then obtain the desired 3 matrix. 

The n elements of GF(3fc) are chosen as follows: Write 2n — 3k — l =2mj, where j 
is odd. According to the Lemma, j>l. Let a be a primitive element of GF(3fc), and 
select the n elements al+i2m, 0</<2m~1, 0<i<j. Since the first In powers of a 
are distinct, no two of these n elements are equal. If — al'+i'2m=al+i2m, then 

(/-/')+(/-/')2m s 2m~ V mod 2% 

(/-/') s 2m-1mod2m, 

/ = / ,mod2^-1, 

/ = /', 
0 s 2m"1mod2m. 

Since this is a contradiction, we conclude that no element in our set is the negative 
of any other element in our set. Finally, we check that 

U -')(,£«i-° 
because the sum of the./th roots of unity vanishes for any j> 1 and therefore 

2? («"7 = 0. 
i = 0 

Q.E.D. 

THEOREM 3. Let 3 be a kxn matrix with linearly independent rows over GF(3), 
which contains an odd number of each of the possible (3fc—1)/2 classes of columns9 

and no all-zero columns. If all solutions of the equation 

3x = 6 

have some zero components), then the dimensions of 3 are either l x l or 2x4. 

Proof. If k=1 and n > 3, then we may choose a pair of signs of x so as to cancel 
the effects of a pair of columns of 39 and so on, until we reduce to the case when 
n = 3. If k=1 and n = 3, an appropriate choice of signs solves 3x=Ô via 1 +1 +1 = 0. 

If k=2 and n>6, then we may choose the signs of a pair of components of x 
so as to cancel the effects of a pair of columns of 3 in the same class, and continue 
this procedure until we reduce to the case 5<n<6. Since there must be an odd 
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number of columns remaining in each of the four classes, n=6. By appropriate 
permutation of columns, we may bring the three columns in the same class of the 
first three positions. By an appropriate invertible linear transformation of rows, 
another permutation of columns, and appropriate scalar multiplications of columns, 
we may reduce everything to the case 

LO 0 0 1 1 - l j 

which has null space including the completely nonzero vector 

3 c = [ l 1 1 —1 —1 1] 

Finally, if k> 3, then we may choose the signs of the components of x so as to 
cancel the effects of any pair of columns of Of in the same class. After we have thus 
cancelled all but one column in each class, we may apply Theorem 2. Q.E.D. 

THEOREM 4. If vl9 v2,. •., vM are r-dimensional row vectors over GF(3) such that: 
(i) Any weighted ( ± ) sum of any even number ofv's is nonzero. 

(ii) For each r-dimensional y, there exists an s such that $^=0. 
Then there exists a subset of either I or 4 v9s which satisfies the same conditions. 

Proof. Let i^ be the M x r matrix whose rows are vu v2,..., vM, and let S be a 
matrix which satisfies 

9*r = 0 

and has as many linearly independent rows as possible. Then if x^^y, Sx^'fy 

=0, and conversely, if S x = 0 , then there exists some y such that x—'Vy. Thus 

condition (ii) becomes 

(ii') If @>x=6, then x has at least one zero component. 
Condition (i) ensures that the weight of every vector in the row space of Si is 

odd. Hence, S satisfies the hypotheses of Theorem 1. If we omit the all-zero columns 
of S and the corresponding tf's, we obtain a new S matrix which now satisfies the 
hypotheses of Theorem 3. The dimensions of this S are either 1 x 1 or 2 x 4, so the 
number of remaining v's is either 1 or 4. Q.E.D. 
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