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#### Abstract

We study the Gowers norm for periodic binary sequences and relate it to correlation measures for such sequences. The case of periodic binary sequences derived from inversive pseudorandom numbers is considered in detail.
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## 1. Introduction

Considerable interest in pseudorandom binary sequences was stimulated by the paper of Mauduit and Sárközy [4] which introduced several new measures of pseudorandomness for binary sequences. The present paper is inspired by [4] as well as by the work of Gowers [2] on combinatorial and additive number theory. In fact, as can be seen from [2, Section 2], Gowers already had in mind some notion of pseudorandomness for subsets of $\mathbb{Z} / N \mathbb{Z}$. We consider the essentially equivalent case of periodic binary sequences with period $N$ and we use what is now called the Gowers norm (see Section 2 below for its definition) as a measure of pseudorandomness for such sequences.

The link between the Gowers norm and the work of Mauduit and Sárközy [4] is established via Theorem 6 which bounds the Gowers norm in terms of a suitable correlation measure in the spirit of [4]. The proof of Theorem 6 leads to interesting combinatorial problems involving polynomials over the binary field.

To provide an example of how the Gowers norm can be treated for specific periodic binary sequences, we consider the case of inversive sequences, that is, of binary sequences derived from inversive pseudorandom numbers. Concretely, we analyse the inversive generator that was recently introduced by the authors in [7] since it has advantages over the classical inversive generator.
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## 2. Gowers norm and correlation

Let $d \geq 1$ and $N \geq 2$ be integers and identify $\mathbb{Z}_{N}=\mathbb{Z} / N \mathbb{Z}$ with $\{0,1, \ldots, N-1\}$. For $f: \mathbb{Z}_{N} \rightarrow\{-1,+1\}$ we define

$$
G_{d}(f):=\sum_{x_{1}, \ldots, x_{d} \in \mathbb{Z}_{N}} \sum_{y \in \mathbb{Z}_{N}} \prod_{S \subseteq\{1, \ldots, d\}} f\left(y+\sum_{i \in S} x_{i}\right) .
$$

Note that $\left|G_{d}(f)\right|^{1 / 2^{d}}$ is the norm $\|f\|_{d}$ introduced by Gowers in [2, Lemma 3.9]. We observe that we can equivalently view $f$ as a periodic binary sequence with period $N$.

We can write $G_{d}(f)$ as

$$
\begin{align*}
G_{d}(f)= & \sum_{x_{1}, \ldots, x_{d} \in \mathbb{Z}_{N}} \sum_{y \in \mathbb{Z}_{N}} f(y)\left(\prod_{1 \leq i_{1} \leq d} f\left(y+x_{i_{1}}\right)\right)\left(\prod_{1 \leq i_{1}<i_{2} \leq d} f\left(y+x_{i_{1}}+x_{i_{2}}\right)\right) \\
& \cdots\left(\prod_{1 \leq i_{1}<\cdots<i_{d} \leq d} f\left(y+x_{i_{1}}+\cdots+x_{i_{d}}\right)\right) . \tag{1}
\end{align*}
$$

For fixed $x_{1}, \ldots, x_{d} \in \mathbb{Z}_{N}$, we define

$$
t_{1}=0, \quad t_{2}=x_{1}, \ldots, t_{d+1}=x_{d}, \quad t_{d+2}=x_{1}+x_{2}, \ldots, \quad t_{2^{d}}=x_{1}+\cdots+x_{d}
$$

where all these identities are viewed in $\mathbb{Z}_{N}$, that is, they are in fact congruences $\bmod N$. Then

$$
\begin{align*}
& \sum_{y \in \mathbb{Z}_{N}} f(y)\left(\prod_{1 \leq i_{1} \leq d} f\left(y+x_{i_{1}}\right)\right)\left(\prod_{1 \leq i_{1}<i_{2} \leq d} f\left(y+x_{i_{1}}+x_{i_{2}}\right)\right) \\
& \quad \cdots\left(\prod_{1 \leq i_{1}<\cdots<i_{d} \leq d} f\left(y+x_{i_{1}}+\cdots+x_{i_{d}}\right)\right) \\
& \quad=\sum_{y \in \mathbb{Z}_{N}} f\left(y+t_{1}\right) \cdots f\left(y+t_{2^{d}}\right) . \tag{2}
\end{align*}
$$

With $x_{1}, \ldots, x_{d}$ still fixed, we partition the $t_{j}$ 's according to their values modulo $N$ and we put for $0 \leq i \leq N-1$,

$$
m_{i}:=\#\left\{j \in \mathbb{Z} \mid 1 \leq j \leq 2^{d}, t_{j} \equiv i(\bmod N)\right\}
$$

so that $\sum_{i=0}^{N-1} m_{i}=2^{d}$. Then

$$
\forall y \in \mathbb{Z}_{N}, \quad f\left(y+t_{1}\right) \cdots f\left(y+t_{2^{d}}\right)=\prod_{i=0}^{N-1} f(y+i)^{m_{i}} .
$$

Let $k=k\left(x_{1}, \ldots, x_{d}\right)$ be the number of $i, 0 \leq i \leq N-1$, such that $m_{i}$ is odd, and let $0 \leq d_{1}<d_{2}<\cdots<d_{k} \leq N-1$ be the values of $i$ such that $m_{i}$ is odd. Note that $0 \leq k \leq \min \left(N, 2^{d}\right)$. Then

$$
\forall y \in \mathbb{Z}_{N}, \quad f\left(y+t_{1}\right) \cdots f\left(y+t_{2^{d}}\right)=f\left(y+d_{1}\right) \cdots f\left(y+d_{k}\right)
$$

with an empty product on the right-hand side being interpreted as 1 .

Now we introduce a correlation measure for the periodic binary sequence $e_{n}=$ $f(n), n \in \mathbb{Z}_{N}$, with period $N$. For $k=0$ we define $P_{0}(f):=N$ and for $1 \leq k \leq N$ we define

$$
P_{k}(f):=\max _{D}\left|\sum_{y \in \mathbb{Z}_{N}} f\left(y+d_{1}\right) \cdots f\left(y+d_{k}\right)\right|
$$

where the maximum is over all $D=\left(d_{1}, \ldots, d_{k}\right) \in \mathbb{Z}^{k}$ with $0 \leq d_{1}<d_{2}<\cdots<$ $d_{k} \leq N-1$.

With the notation above we have then

$$
\left|\sum_{y \in \mathbb{Z}_{N}} f\left(y+t_{1}\right) \cdots f\left(y+t_{2^{d}}\right)\right| \leq P_{k}(f)
$$

whenever $k\left(x_{1}, \ldots, x_{d}\right)=k$. In view of (1) and (2), this yields

$$
\left|G_{d}(f)\right| \leq \sum_{k=0}^{\min \left(N, 2^{d}\right)} P_{k}(f) \cdot \#\left\{\left(x_{1}, \ldots, x_{d}\right) \in \mathbb{Z}_{N}^{d} \mid k\left(x_{1}, \ldots, x_{d}\right)=k\right\}
$$

For $0 \leq k \leq \min \left(N, 2^{d}\right)$, we define

$$
B_{d}(k, N):=\#\left\{\left(x_{1}, \ldots, x_{d}\right) \in \mathbb{Z}_{N}^{d} \mid k\left(x_{1}, \ldots, x_{d}\right)=k\right\}
$$

Then

$$
\begin{equation*}
\left|G_{d}(f)\right| \leq B_{d}(0, N) N+\sum_{k=1}^{\min \left(N, 2^{d}\right)} B_{d}(k, N) P_{k}(f) \tag{3}
\end{equation*}
$$

Now we define the correlation measure $M_{d}(f)$ by

$$
\begin{equation*}
M_{d}(f):=\max _{1 \leq k \leq \min \left(N, 2^{d}\right)} P_{k}(f) \tag{4}
\end{equation*}
$$

Then

$$
\begin{align*}
\left|G_{d}(f)\right| & \leq B_{d}(0, N) N+M_{d}(f) \sum_{k=1}^{\min \left(N, 2^{d}\right)} B_{d}(k, N) \\
& =B_{d}(0, N) N+\left(N^{d}-B_{d}(0, N)\right) M_{d}(f) \tag{5}
\end{align*}
$$

The numbers $B_{d}(k, N)$ can be described in the following equivalent manner. We write $\mathbb{F}_{2}=\mathbb{Z} / 2 \mathbb{Z}$ for the finite field of order 2 .
Lemma 1. For $0 \leq k \leq \min \left(N, 2^{d}\right), \quad B_{d}(k, N)$ is equal to the number of $\left(x_{1}, \ldots, x_{d}\right) \in\{0,1, \ldots, N-1\}^{d}$ such that in the polynomial ring $\mathbb{F}_{2}[z]$

$$
\left(z^{x_{1}}-1\right) \cdots\left(z^{x_{d}}-1\right) \equiv k \text {-nomial }(\text { of degree }<N)\left(\bmod \left(z^{N}-1\right)\right)
$$

Proof. For given $\left(x_{1}, \ldots, x_{d}\right) \in\{0,1, \ldots, N-1\}^{d}$,

$$
\begin{aligned}
\left(z^{x_{1}}+1\right) \cdots\left(z^{x_{d}}+1\right) & =1+z^{x_{1}}+\cdots+z^{x_{d}}+z^{x_{1}+x_{2}}+\cdots+z^{x_{1}+\cdots+x_{d}} \\
& =\sum_{j=1}^{2^{d}} z^{t_{j}}
\end{aligned}
$$

Consider this polynomial identity modulo $z^{N}-1$. Then by the definition of the $m_{i}$,

$$
\left(z^{x_{1}}+1\right) \cdots\left(z^{x_{d}}+1\right) \equiv \sum_{i=0}^{N-1} m_{i} z^{i}\left(\bmod \left(z^{N}-1\right)\right)
$$

Now we consider this congruence also modulo 2, that is, we work in the residue class ring $\mathbb{F}_{2}[z] /\left(z^{N}-1\right)$. Then

$$
\left(z^{x_{1}}-1\right) \cdots\left(z^{x_{d}}-1\right) \equiv k \text {-nomial }(\text { of degree }<N)\left(\bmod \left(z^{N}-1\right)\right)
$$

by the definition of $k$. This yields the desired result.
Now we study $B_{d}(0, N)$ and write $B_{d}(N):=B_{d}(0, N)$. The determination of the counting function $B_{d}(N)$ seems to be a nontrivial combinatorial problem. The following lemma is an easy consequence of Lemma 1.

Lemma 2. For any $d \geq 1$ and $N \geq 2$,

$$
\begin{gathered}
B_{d}(N)=N^{d}-(N-1)^{d}+\#\left\{\left(x_{1}, \ldots, x_{d}\right) \in\{1, \ldots, N-1\}^{d}:\right. \\
\left.z^{N}-1 \text { divides }\left(z^{x_{1}}-1\right) \cdots\left(z^{x_{d}}-1\right) \text { in } \mathbb{F}_{2}[z]\right\} .
\end{gathered}
$$

Proof. There are $N^{d}-(N-1)^{d}$ choices of $\left(x_{1}, \ldots, x_{d}\right) \in\{0,1, \ldots, N-1\}^{d}$ with at least one $x_{j}=0$, and for each of these it is trivial that $z^{N}-1$ divides $\left(z^{x_{1}}-1\right) \cdots\left(z^{x_{d}}-1\right)$ in $\mathbb{F}_{2}[z]$. The rest follows from Lemma 1.

Any positive integer $x$ can be written in the form $x=2^{e} y$ with an integer $e \geq 0$ and an odd integer $y$. We put

$$
\rho(x):=2^{e}, \quad \lambda(x):=y .
$$

Lemma 3. Let $\left(x_{1}, \ldots, x_{d}\right) \in\{1, \ldots, N-1\}^{d}$. Then $z^{N}-1$ divides $\left(z^{x_{1}}-1\right)$ $\cdots\left(z^{x_{d}}-1\right)$ in $\mathbb{F}_{2}[z]$ if and only if

$$
\sum_{\substack{j=1 \\ \lambda(N) \mid \lambda\left(x_{j}\right)}}^{d} \rho\left(x_{j}\right) \geq \rho(N) .
$$

Proof. Write $N=2^{e} n$ with integers $e \geq 0$ and $n$ odd. Note that $z^{N}-1=\left(z^{n}-1\right)^{2^{e}}$ in $\mathbb{F}_{2}[z]$. For given $\left(x_{1}, \ldots, x_{d}\right) \in\{1, \ldots, N-1\}^{d}$, we can write $x_{j}=\rho\left(x_{j}\right) \lambda\left(x_{j}\right)$ for $1 \leq j \leq d$. Then $z^{N}-1$ divides $\left(z^{x_{1}}-1\right) \cdots\left(z^{x_{d}}-1\right)$ in $\mathbb{F}_{2}[z]$ if and only if

$$
\begin{equation*}
\left(z^{n}-1\right)^{2^{e}} \operatorname{divides}\left(z^{\lambda\left(x_{1}\right)}-1\right)^{\rho\left(x_{1}\right)} \cdots\left(z^{\lambda\left(x_{d}\right)}-1\right)^{\rho\left(x_{d}\right)} \quad \text { in } \mathbb{F}_{2}[z] . \tag{6}
\end{equation*}
$$

Note that each of the binomials $z^{n}-1, z^{\lambda\left(x_{1}\right)}-1, \ldots, z^{\lambda\left(x_{d}\right)}-1$ has only simple roots in the algebraic closure $\overline{\mathbb{F}_{2}}$. Choose a primitive $n$th root of unity $\beta$ in $\overline{\mathbb{F}_{2}}$. Then (6) holds if and only if each $\beta^{r}, r=1, \ldots, n$, is a root of multiplicity at least $2^{e}$ of $\left(z^{\lambda\left(x_{1}\right)}-1\right)^{\rho\left(x_{1}\right)} \cdots\left(z^{\lambda\left(x_{d}\right)}-1\right)^{\rho\left(x_{d}\right)}$. Now $\beta^{r}$ is a root of $z^{\lambda\left(x_{j}\right)}-1$ if and only if $\beta^{r \lambda\left(x_{j}\right)}=1$, that is, if and only if $n \mid r \lambda\left(x_{j}\right)$. Thus, it suffices to take $r=1$. This leads to the condition in the lemma.

From Lemmas 2 and 3 it follows that

$$
\begin{equation*}
B_{d}(N)=N^{d}-(N-1)^{d}+E_{d}(N) \tag{7}
\end{equation*}
$$

where

$$
\begin{equation*}
E_{d}(N):=\#\left\{\left(x_{1}, \ldots, x_{d}\right) \in\{1, \ldots, N-1\}^{d}: \sum_{\substack{j=1 \\ \lambda(N) \mid \lambda\left(x_{j}\right)}}^{d} \rho\left(x_{j}\right) \geq \rho(N)\right\} . \tag{8}
\end{equation*}
$$

Now we prove an upper bound on $E_{d}(N)$.
Lemma 4. For any $d \geq 1$ and $N \geq 2$,

$$
E_{d}(N) \leq c_{d} N^{d-2}
$$

with a constant $c_{d}>0$ depending only on $d$.
Proof. We proceed by induction on $d$. For $d=1$ we note that if $x_{1} \in\{1, \ldots, N-1\}$ is counted by $E_{1}(N)$, then $\lambda(N) \mid \lambda\left(x_{1}\right)$ and $\rho\left(x_{1}\right) \geq \rho(N)$, hence $x_{1}=\rho\left(x_{1}\right) \lambda\left(x_{1}\right) \geq$ $\rho(N) \lambda(N)=N$. Therefore $E_{1}(N)=0$.

Assume that the lemma is shown for all dimensions $\leq d$, for some $d \geq 1$. Now consider the dimension $d+1$. As before, write $N=2^{e} n$ with integers $e \geq 0$ and $n$ odd. For $e=0$ we have $\lambda(N)=N$, and so it is trivial by (8) that $E_{d}(N)=0$. So we can assume that $e \geq 1$. Note that $\left(x_{1}, \ldots, x_{d+1}\right) \in\{1, \ldots, N-1\}^{d+1}$ is counted by $E_{d+1}(N)$ if and only if

$$
\begin{equation*}
\sum_{\substack{j=1 \\ n \mid \lambda\left(x_{j}\right)}}^{d+1} \rho\left(x_{j}\right) \geq 2^{e} \tag{9}
\end{equation*}
$$

For any $j$ with $n \mid \lambda\left(x_{j}\right)$ we must have $\rho\left(x_{j}\right) \leq 2^{e-1}$, since otherwise $x_{j}=\rho\left(x_{j}\right)$ $\lambda\left(x_{j}\right) \geq 2^{e} n=N$. In particular, if $m$ is the number of $j, 1 \leq j \leq d+1$, with $n \mid \lambda\left(x_{j}\right)$, then $2 \leq m \leq d+1$. Therefore

$$
E_{d+1}(N)=\sum_{m=2}^{d+1} \sum_{\substack{J \subseteq\{1, \ldots, d+1\} \\|J|=m}} E_{d+1}(N ; J),
$$

where

$$
\begin{aligned}
E_{d+1}(N ; J):=\# & \left\{\left(x_{1}, \ldots, x_{d+1}\right) \in\{1, \ldots, N-1\}^{d+1}:\left(x_{1}, \ldots, x_{d+1}\right)\right. \\
& \text { satisfies }(9), n \mid \lambda\left(x_{j}\right) \text { for } j \in J, \text { and } n \nmid \lambda\left(x_{j}\right) \\
& \text { for } j \in\{1, \ldots, d+1\} \backslash J\} .
\end{aligned}
$$

By symmetry, it suffices to consider $J=\{1, \ldots, m\}$. If we write

$$
E_{d+1}(N ; m):=E_{d+1}(N ;\{1, \ldots, m\}),
$$

then

$$
\begin{equation*}
E_{d+1}(N)=\sum_{m=2}^{d+1}\binom{d+1}{m} E_{d+1}(N ; m) \tag{10}
\end{equation*}
$$

Note that if $\left(x_{1}, \ldots, x_{d+1}\right) \in\{1, \ldots, N-1\}^{d+1}$ is counted by $E_{d+1}(N ; m)$ for a fixed $m$, then $n \mid \lambda\left(x_{j}\right)$ for $1 \leq j \leq m$ and $n \nmid \lambda\left(x_{j}\right)$ for $m+1 \leq j \leq d+1$. Thus, the condition (9) becomes

$$
\begin{equation*}
\sum_{j=1}^{m} \rho\left(x_{j}\right) \geq 2^{e} \tag{11}
\end{equation*}
$$

Let $j_{0}$ with $1 \leq j_{0} \leq m$ be such that

$$
\rho\left(j_{0}\right)=\max \left(\rho\left(x_{1}\right), \ldots, \rho\left(x_{m}\right)\right)
$$

Without loss of generality we assume that $j_{0}=m$. Then the condition (11) is equivalent to $\sum_{j=1}^{m-1} \rho\left(x_{j}\right) \geq 2^{e}-\rho\left(x_{m}\right)$, and since $\rho\left(x_{m}\right) \leq 2^{e-1}$, a weaker condition is $\sum_{j=1}^{m-1} \rho\left(x_{j}\right) \geq 2^{e-1}$. It follows therefore that

$$
\begin{equation*}
E_{d+1}(N ; m) \leq m F_{m}(N) N^{d+1-m} \tag{12}
\end{equation*}
$$

where

$$
\begin{aligned}
F_{m}(N):=\# & \left\{\left(x_{1}, \ldots, x_{m}\right) \in\{1, \ldots, N-1\}^{m}: \sum_{j=1}^{m} \rho\left(x_{j}\right) \geq 2^{e}, \sum_{j=1}^{m-1} \rho\left(x_{j}\right) \geq 2^{e-1},\right. \\
& \left.n \mid \lambda\left(x_{j}\right) \text { for } 1 \leq j \leq m, \text { and } \rho\left(x_{m}\right) \geq \rho\left(x_{j}\right) \text { for } 1 \leq j \leq m-1\right\}
\end{aligned}
$$

and the factor $m$ on the right-hand side of (12) takes care of the fact that there are $m$ choices for $j_{0}$.

We put

$$
\begin{aligned}
H_{m-1}(N):=\# & \left\{\left(x_{1}, \ldots, x_{m-1}\right) \in\{1, \ldots, N-1\}^{m-1}:\right. \\
& \left.\sum_{j=1}^{m-1} \rho\left(x_{j}\right) \geq 2^{e-1}, n \mid \lambda\left(x_{j}\right) \text { for } 1 \leq j \leq m-1\right\} .
\end{aligned}
$$

Note that in view of Lemmas 2 and $3, B_{m-1}(N / 2)=B_{m-1}\left(2^{e-1} n\right)$ can be written in the form

$$
B_{m-1}\left(\frac{N}{2}\right)=\#\left\{\left(x_{1}, \ldots, x_{m-1}\right) \in\left\{1, \ldots, \frac{N}{2}\right\}^{m-1}: \sum_{\substack{j=1 \\ n \mid \lambda\left(x_{j}\right)}}^{m-1} \rho\left(x_{j}\right) \geq 2^{e-1}\right\}
$$

Furthermore, any $\left(x_{1}, \ldots, x_{m-1}\right) \in\{1, \ldots, N-1\}^{m-1}$ can be written in the form

$$
\left(w_{1}+\delta_{1} \frac{N}{2}, \ldots, w_{m-1}+\delta_{m-1} \frac{N}{2}\right)
$$

with $\left(w_{1}, \ldots, w_{m-1}\right) \in\{1, \ldots, N / 2\}^{m-1}$ and $\delta_{1}, \ldots, \delta_{m-1} \in\{0,1\}^{m-1}$. If $\left(x_{1}, \ldots, x_{m-1}\right)$ is counted by $H_{m-1}(N)$, then $n \mid x_{j}$ for $1 \leq j \leq m-1$, hence $n \mid\left(x_{j}-\delta_{j} 2^{e-1} n\right)=w_{j}$ for $1 \leq j \leq m-1$, and so $n \mid \lambda\left(w_{j}\right)$ since $n$ is odd. Moreover, $\rho\left(w_{j}\right)=\rho\left(x_{j}-\delta_{j} 2^{e-1} n\right) \geq \rho\left(x_{j}\right)$ since $\rho\left(x_{j}\right) \leq 2^{e-1}$ for $1 \leq j \leq m-1$. Hence $\left(w_{1}, \ldots, w_{m-1}\right)$ is counted by $B_{m-1}(N / 2)$, and so

$$
H_{m-1}(N) \leq 2^{m-1} B_{m-1}\left(\frac{N}{2}\right)
$$

By the induction hypothesis we have $E_{m-1}(N / 2) \leq c_{m-1}(N / 2)^{m-3}$, hence (7) implies that $B_{m-1}(N / 2) \leq c_{m-1}^{(1)} N^{m-2}$, and so

$$
\begin{equation*}
H_{m-1}(N) \leq c_{m-1}^{(2)} N^{m-2} \tag{13}
\end{equation*}
$$

with constants $c_{m-1}^{(1)}>0$ and $c_{m-1}^{(2)}>0$ depending only on $m-1$.
Now we consider $F_{m}(N)$. If $\left(x_{1}, \ldots, x_{m}\right)$ is counted by $F_{m}(N)$, then $\left(x_{1}, \ldots, x_{m-1}\right)$ is counted by $H_{m-1}(N)$. We fix $\left(x_{1}, \ldots, x_{m-1}\right)$ and consider the number of choices for $x_{m}$. We have $1 \leq x_{m}<N=2^{e} n, n \mid \lambda\left(x_{m}\right)$, and $\rho\left(x_{m}\right) \geq$ $(1 / m) 2^{e}$. The latter inequality implies that $\rho\left(x_{m}\right) \geq 2^{r}$ with $r$ being the least integer such that $2^{r} \geq(1 / m) 2^{e}$. Then both $2^{r}$ and $n$ divide $x_{m}$, and so $x_{m}=2^{r} n k$ with an integer $k$ satisfying $1 \leq k<2^{e-r} \leq m$. This yields at most $m-1$ choices for $x_{m}$. Therefore $F_{m}(N) \leq(m-1) H_{m-1}(N)$, and so (10), (12), and (13) yield the desired bound on $E_{d+1}(N)$.

The following result is a consequence of (7) and Lemma 4.
Proposition 5. For any $d \geq 1$ and $N \geq 2$,

$$
N^{d}-(N-1)^{d} \leq B_{d}(N) \leq N^{d}-(N-1)^{d}+c_{d} N^{d-2}
$$

with a constant $c_{d}>0$ depending only on $d$.
By combining (5) and Proposition 5, we obtain the following theorem which provides a bound on $G_{d}(f)$ in terms of the correlation measure $M_{d}(f)$ defined in (4).

THEOREM 6. For any $f: \mathbb{Z}_{N} \rightarrow\{-1,+1\}$ and any $d \geq 1$,

$$
\left|G_{d}(f)\right| \leq(N-1)^{d} M_{d}(f)+d N^{d}+c_{d} N^{d-1}
$$

with a constant $c_{d}>0$ depending only on $d$.

## 3. Pseudorandom numbers defined by inversive methods

Let $q$ be a prime power and let $\mathbb{F}_{q}$ be the finite field of order $q$. Let $\alpha, \beta \in \mathbb{F}_{q}$ be such that the quadratic polynomial $X^{2}-\beta X-\alpha$ is primitive over $\mathbb{F}_{q}$. Then by [7, Lemma 1 and Theorem 1], the sequence $R_{0}, R_{1}, \ldots$ of rational functions over $\mathbb{F}_{q}$ defined by

$$
R_{0}(X)=X, \quad R_{i}(X)=R_{i-1}\left(\alpha X^{-1}+\beta\right) \quad \text { for } i=1,2, \ldots
$$

is purely periodic of least period $q+1$. Furthermore, by [7, (8)], for $1 \leq i \leq q$,

$$
R_{i}(X)=\frac{\left(\beta-\varepsilon_{i}\right) X+\alpha}{X-\varepsilon_{i}}
$$

where $\varepsilon_{1}, \ldots, \varepsilon_{q}$ are distinct elements of $\mathbb{F}_{q}$, with $\varepsilon_{1}=0$ and $\varepsilon_{q}=\beta$, such that for $i=2, \ldots, q$,

$$
\varepsilon_{i}=\frac{\alpha}{\varepsilon_{i-1}-\beta}
$$

We let $\varepsilon_{0}$ be an arbitrary element not in $\mathbb{F}_{q}$ and extend $\varepsilon_{0}, \varepsilon_{1}, \ldots, \varepsilon_{q}$ to a sequence with period $q+1$. As in $[7,(4)]$, we consider the permutations of $\mathbb{F}_{q}$ defined by $\psi_{0}(\gamma)=\gamma$, and for $1 \leq i \leq q$,

$$
\psi_{i}(\gamma)= \begin{cases}R_{i}(\gamma) & \text { if } \gamma \neq \varepsilon_{i}  \tag{14}\\ \beta-\varepsilon_{i} & \text { if } \gamma=\varepsilon_{i}\end{cases}
$$

We extend the definition of $\psi_{i}$ to all $i \geq 0$ by periodicity: for all $i \geq 0, \psi_{i+q+1}=\psi_{i}$. Then we build from a seed $\gamma_{0} \in \mathbb{F}_{q}$ a sequence $\gamma_{0}, \gamma_{1}, \ldots$ of elements of $\mathbb{F}_{q}$, purely periodic of least period $q+1$, by putting for $i \geq 0$,

$$
\begin{equation*}
\gamma_{i}=\psi_{i}\left(\gamma_{0}\right) . \tag{15}
\end{equation*}
$$

By [7, Lemma 2] the sequence $\gamma_{0}, \gamma_{1}, \ldots$ contains all elements of $\mathbb{F}_{q}$.
The advantage of this construction over the classical inversive generator (see [6, Section 8.2] and [9] for this generator) is that for $i, j \geq 0$,

$$
\begin{equation*}
\psi_{i}\left(\psi_{j}(\gamma)\right)=R_{i+j}(\gamma) \quad \text { for } \gamma \neq \varepsilon_{j} \text { and } \psi_{j}(\gamma) \neq \varepsilon_{i} \tag{16}
\end{equation*}
$$

The price is a slightly more complicated algorithm to compute $\gamma_{i}$. This construction allowed us to prove strong distribution and correlation properties of the generated sequences [7]. Further properties of these sequences were derived in [8] and [11].

In this section our aim is to study the character sum

$$
\begin{equation*}
S:=\sum_{n=0}^{q} \chi\left(\sum_{j=1}^{k} \mu_{j} \gamma_{n+d_{j}}\right) \tag{17}
\end{equation*}
$$

where $\chi$ is a nontrivial additive character of $\mathbb{F}_{q}, \mu_{1}, \ldots, \mu_{k} \in \mathbb{F}_{q}$, and $0 \leq d_{1}<\cdots<$ $d_{k} \leq q$.

We need the following result which is obtained by combining special cases of [5, Theorem 2] and [10, Lemma 2] (see also [7, Lemma 3]).
Lemma 7. Let $G(X)=h(X) / g(X)$ be a nonzero rational function over $\mathbb{F}_{q}$ such that $g$ is a product of distinct monic linear polynomials over $\mathbb{F}_{q}$ and $\operatorname{deg}(h)<\operatorname{deg}(g)$ or $\operatorname{deg}(h)=\operatorname{deg}(g)+1$. Then for any nontrivial additive character $\chi$ of $\mathbb{F}_{q}$,

$$
\left|\sum_{\substack{\phi \in \mathbb{F}_{q} \\ g(\phi) \neq 0}} \chi(G(\phi))\right| \leq 2 \operatorname{deg}(g) q^{1 / 2}
$$

THEOREM 8. If $\mu_{1}, \ldots, \mu_{k} \in \mathbb{F}_{q}$ are not all 0 , then for the character sum in (17) we have

$$
|S| \leq 2 k q^{1 / 2}+5 k+5
$$

Proof. First we consider

$$
S_{1}:=\sum_{n=0}^{q} \chi\left(\sum_{j=1}^{k} \mu_{j} \psi_{d_{j}}\left(\psi_{n}\left(\gamma_{0}\right)\right)\right)
$$

We have

$$
\left|S-S_{1}\right| \leq 2 \#\left\{n \in\{0, \ldots, q\}: \exists j \in\{1, \ldots, k\}, \psi_{n+d_{j}}\left(\gamma_{0}\right) \neq \psi_{d_{j}}\left(\psi_{n}\left(\gamma_{0}\right)\right)\right\}
$$

Since $\varepsilon_{1}, \ldots, \varepsilon_{q}$ are distinct elements of $\mathbb{F}_{q}$, there is exactly one $n_{0} \in\{1, \ldots, q\}$ such that $\gamma_{0}=\varepsilon_{n_{0}}$. By (16) it might happen that $\psi_{d_{j}}\left(\psi_{n_{0}}\left(\gamma_{0}\right)\right) \neq R_{n_{0}+d_{j}}\left(\gamma_{0}\right)$. For $n \in\{0, \ldots, q\} \backslash\left\{n_{0}\right\}$ we have $\psi_{d_{j}}\left(\psi_{n}\left(\gamma_{0}\right)\right)=R_{n+d_{j}}\left(\gamma_{0}\right)$ except possibly if $\psi_{n}\left(\gamma_{0}\right)=\gamma_{n}=\varepsilon_{d_{j}}$. Since the sequence $\gamma_{0}, \ldots, \gamma_{q}$ contains all elements of $\mathbb{F}_{q}$,

$$
\#\left\{n \in\{0, \ldots, q\} \backslash\left\{n_{0}\right\}: \gamma_{n} \in\left\{\varepsilon_{d_{1}}, \ldots, \varepsilon_{d_{k}}\right\}\right\} \leq k+1
$$

Thus, we have $\psi_{d_{j}}\left(\psi_{n}\left(\gamma_{0}\right)\right)=R_{n+d_{j}}\left(\gamma_{0}\right)$ for $1 \leq j \leq k$, except for at most $k+2$ values of $n$.

For $n \in\{0, \ldots, q\}$ we have $\psi_{n+d_{j}}\left(\gamma_{0}\right)=R_{n+d_{j}}\left(\gamma_{0}\right)$ except if $\gamma_{0}=\varepsilon_{n+d_{j}}$. Since $\varepsilon_{1}, \ldots, \varepsilon_{q}$ are distinct elements of $\mathbb{F}_{q}$, for each $j$ there is at most one $n \in\{0, \ldots, q\}$ such that $\gamma_{0}=\varepsilon_{n+d_{j}}$. Thus, we have $\psi_{n+d_{j}}\left(\gamma_{0}\right)=R_{n+d_{j}}\left(\gamma_{0}\right)$ for $1 \leq j \leq k$, except for at most $k$ values of $n$. Hence we obtain

$$
\begin{equation*}
\left|S-S_{1}\right| \leq 2(2 k+2) \tag{18}
\end{equation*}
$$

Since the sequence $\gamma_{0}, \gamma_{1}, \ldots$ contains all elements of $\mathbb{F}_{q}$, if we write

$$
S_{2}:=\sum_{\phi \in \mathbb{F}_{q}} \chi\left(\sum_{j=1}^{k} \mu_{j} \psi_{d_{j}}(\phi)\right)
$$

then

$$
\left|S_{1}-S_{2}\right| \leq 1
$$

Let $\mathcal{G}=\left\{\varepsilon_{d_{1}}, \ldots, \varepsilon_{d_{k}}\right\}$ and

$$
S_{3}:=\sum_{\phi \in \mathbb{F}_{q} \backslash \mathcal{G}} \chi(G(\phi))
$$

where for $\phi \in \mathbb{F}_{q} \backslash \mathcal{G}$,

$$
G(\phi):=\sum_{j=1}^{k} \mu_{j} R_{d_{j}}(\phi)
$$

Then

$$
\left|S_{2}-S_{3}\right| \leq k
$$

By Lemma 7

$$
\left|S_{3}\right| \leq 2 k q^{1 / 2}
$$

which implies $\left|S_{2}\right| \leq 2 k q^{1 / 2}+k$, then $\left|S_{1}\right| \leq 2 k q^{1 / 2}+k+1$, and finally $|S| \leq$ $2 k q^{1 / 2}+5 k+5$.

## 4. The Gowers norm of inversive sequences

Let $p$ be an odd prime and let $\gamma_{0}, \gamma_{1}, \ldots$ be the sequence of elements of $\mathbb{F}_{p}$ of least period $p+1$ constructed in (15). We derive a binary sequence $e_{0}, e_{1}, \ldots$ of period $p+1$ by setting

$$
e_{n}= \begin{cases}+1 & \text { if } 0 \leq \gamma_{n} \leq(p-1) / 2 \\ -1 & \text { if }(p+1) / 2 \leq \gamma_{n} \leq p-1\end{cases}
$$

Consider $f: \mathbb{Z}_{p+1} \rightarrow\{-1,+1\}$ defined by $f(n)=e_{n}$ for all $n \in \mathbb{Z}_{p+1}$. We want to bound the quantity $G_{d}(f)$ in (1) for this function $f$, or equivalently for the sequence $e_{0}, e_{1}, \ldots$

The main tools in estimating $G_{d}(f)$ are Theorem 6 and a connection between $M_{d}(f)$ and discrepancy. For integers $0 \leq d_{1}<\cdots<d_{k} \leq p$, consider the $p+1$ points

$$
\mathbf{x}_{n}=\frac{1}{p}\left(\gamma_{n+d_{1}}, \ldots, \gamma_{n+d_{k}}\right) \in[0,1)^{k}, \quad n=0,1, \ldots, p
$$

and let $D_{p+1}\left(\mathbf{x}_{0}, \mathbf{x}_{1}, \ldots, \mathbf{x}_{p}\right)$ be the discrepancy of $\mathbf{x}_{0}, \mathbf{x}_{1}, \ldots, \mathbf{x}_{p}$. Then [3, Theorem 1] implies the following result.

Lemma 9. For any $0 \leq d_{1}<\cdots<d_{k} \leq p$,

$$
\left|\sum_{n=0}^{p} e_{n+d_{1}} \cdots e_{n+d_{k}}\right| \leq 2^{k}(p+1) D_{p+1}\left(\mathbf{x}_{0}, \mathbf{x}_{1}, \ldots, \mathbf{x}_{p}\right)
$$

THEOREM 10. Let $f: \mathbb{Z}_{p+1} \rightarrow\{-1,+1\}$ be as given above. Then for any $d \geq 1$ we have

$$
\left|G_{d}(f)\right|=O\left(p^{d+1 / 2}(\log p)^{2^{d}}\right)
$$

with an implied constant depending only on $d$.
Proof. Since it is trivial that $\left|G_{d}(f)\right| \leq(p+1)^{d+1}$, we can assume without loss of generality that $2^{d} \leq p+1$. For integers $1 \leq k \leq 2^{d}$ and $0 \leq d_{1}<\cdots<d_{k} \leq p$, we first consider the discrepancy $D_{p+1}\left(\mathbf{x}_{0}, \mathbf{x}_{1}, \ldots, \mathbf{x}_{p}\right)$. We will bound this discrepancy by means of [6, Corollary 3.11]. To this end, let $\mathbf{h}=\left(\mu_{1}, \ldots, \mu_{k}\right) \in \mathbb{F}_{p}^{k}$ with $\mu_{1}, \ldots, \mu_{k}$ not all 0 . Put $\mathrm{e}(t)=\mathrm{e}^{2 \pi i t}$ for $t \in \mathbb{R}$ and let $\langle\cdot, \cdot\rangle$ denote the standard inner product in $\mathbb{R}^{k}$. Then

$$
\sum_{n=0}^{p} \mathrm{e}\left(\left\langle\mathbf{h}, \mathbf{x}_{n}\right\rangle\right)=\sum_{n=0}^{p} \mathrm{e}\left(\frac{1}{p} \sum_{j=1}^{k} \mu_{j} \gamma_{n+d_{j}}\right)=\sum_{n=0}^{p} \chi\left(\sum_{j=1}^{k} \mu_{j} \gamma_{n+d_{j}}\right),
$$

where $\chi$ is the canonical additive character of $\mathbb{F}_{p}$. Hence Theorem 8 yields

$$
\left|\sum_{n=0}^{p} \mathrm{e}\left(\left\langle\mathbf{h}, \mathbf{x}_{n}\right\rangle\right)\right| \leq 2 k p^{1 / 2}+5 k+5
$$

Thus, we can apply [6, Corollary 3.11] with $B=2 k p^{1 / 2}+5 k+5$, and we obtain

$$
D_{p+1}\left(\mathbf{x}_{0}, \mathbf{x}_{1}, \ldots, \mathbf{x}_{p}\right) \leq \frac{2 k p^{1 / 2}+5 k+5}{p+1}\left(\frac{4}{\pi^{2}} \log p+1.72\right)^{k}+\frac{k}{p}
$$

Lemma 9 implies that

$$
\left|\sum_{n=0}^{p} e_{n+d_{1}} \cdots e_{n+d_{k}}\right| \leq 2^{k}\left(2 k p^{1 / 2}+5 k+5\right)\left(\frac{4}{\pi^{2}} \log p+1.72\right)^{k}+\frac{2^{k} k(p+1)}{p}
$$

Since this bound does not depend on $d_{1}, \ldots, d_{k}$ and since $k \leq 2^{d} \leq p+1$, we get

$$
M_{d}(f) \leq 2^{2^{d}}\left(2^{d+1} p^{1 / 2}+5 \cdot 2^{d}+5\right)\left(\frac{4}{\pi^{2}} \log p+1.72\right)^{2^{d}}+\frac{2^{2^{d}+d}(p+1)}{p}
$$

Now an application of Theorem 6 completes the proof.
As we have noted in the proof of Theorem 10, the trivial bound on $G_{d}(f)$ is $\left|G_{d}(f)\right| \leq(p+1)^{d+1}$. Thus, for any given $d \geq 1$, Theorem 10 yields a nontrivial bound on $G_{d}(f)$ for all sufficiently large primes $p$.

## 5. Concluding remarks

We have chosen to present the estimation of the Gowers norm of inversive sequences because the estimation of the complete character sums is much sharper than the estimation of the incomplete character sums we can obtain by present techniques for this construction. Of course, we can estimate the Gowers norm of many other sequences, including the Legendre symbol construction $e_{n}=(n / p)$ of [4], its generalisation $e_{n}=(f(n) / p)$ where $f$ is a suitable polynomial [1], and so on. In all these constructions, the saving in the bound on the Gowers norm in comparison with that on the correlation measures of Mauduit and Sárközy [4] would be at most a $\log$ factor.
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