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ASYMPTOTIC EXPANSIONS OF DOUBLE

ZETA-FUNCTIONS OF BARNES, OF SHINTANI,

AND EISENSTEIN SERIES

KOHJI MATSUMOTO

Abstract. The present paper contains three main results. The first is asymp-
totic expansions of Barnes double zeta-functions, and as a corollary, asymp-
totic expansions of holomorphic Eisenstein series follow. The second is asymp-
totic expansions of Shintani double zeta-functions, and the third is the analytic
continuation of n-variable multiple zeta-functions (or generalized Euler-Zagier
sums). The basic technique of proving those results is the method of using the
Mellin-Barnes type of integrals.

§1. Introduction and statement of results

The double zeta-function of Barnes, introduced by Barnes [5], is defined

by the meromorphic continuation of the series

(1.1) ζ2(v;β,w) =
∞
∑

m=0

∞
∑

n=0

(β +m+ nw)−v ,

where β > 0 and w is a non-zero complex number with | argw| < π. Each

term of the right-hand side should be understood as

exp(−v log(β +m+ nw)),

where the logarithm takes the principal branch. The series (1.1) is con-

vergent absolutely for <v > 2, and its continuation is holomorphic with

respect to v except for the poles at v = 1 and v = 2.

Let

ζ(v) =

∞
∑

n=1

n−v, ζ(v, β) =

∞
∑

n=0

(n+ β)−v
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60 K. MATSUMOTO

be the Riemann zeta and the Hurwitz zeta-function (with the parameter

β > 0), respectively, and put

(

v

n

)

=







v(v − 1) · · · (v − n+ 1)

n!
if n is a positive integer,

1 if n = 0.

Denote by Z and C the ring of rational integers and the complex number

field, respectively. We fix a number θ0 satisfying 0 < θ0 < π and put

W∞ = {w ∈ C | |w| ≥ 1, | argw| ≤ θ0}

and

W0 = {w ∈ C | |w| ≤ 1, w 6= 0, | argw| ≤ θ0}.

The first purpose of the present paper is to prove the following

Theorem 1. For any positive integer N , we have

ζ2(v;β,w) = ζ(v, β) +
ζ(v − 1)

v − 1
w1−v(1.2)

+

N−1
∑

k=0

(

−v

k

)

ζ(−k, β)ζ(v + k)w−v−k

+O(|w|−<v−N )

in the region <v > −N + 1 and w ∈ W∞, and also

ζ2(v;β,w) = ζ(v, β) +
ζ(v − 1, β)

v − 1
w−1(1.3)

+

N−1
∑

k=0

(

−v

k

)

ζ(v + k, β)ζ(−k)wk

+O(|w|N )

in the region <v > −N + 1 and w ∈ W0, where the implied constants in

(1.2) and (1.3) depend only on N, v, β and θ0.

The formulas (1.2) and (1.3) give the asymptotic expansions of

ζ2(v;β,w) with respect to w, when |w| → +∞ and |w| → 0, respectively.

https://doi.org/10.1017/S0027763000008643 Published online by Cambridge University Press

https://doi.org/10.1017/S0027763000008643


ASYMPTOTIC EXPANSIONS OF DOUBLE ZETA-FUNCTIONS 61

Remark 1. Some factor in the above formulas has a singularity when
v is an integer, −N + 2 ≤ v ≤ 2. When v = 2 or v = 1, the function
ζ2(v;β,w) indeed has a pole. The singularities appearing at the points
v = 0,−1,−2, . . . ,−N + 2 are cancelled with the zeros coming from the
binomial coefficients, and the above formulas are valid in this sense. But
actually, the values of ζ2(v;β,w) at v = 0,−1,−2, . . . ,−N+2 can be written
in a closed form. See Theorem 5 of [14].

Remark 2. In the proof we will see that, if β is restricted to 0 < β ≤
1, then the implied constant in (1.2) is independent of β. This point is
important in the proof of Corollary 2. On the other hand, even in the
case 0 < β ≤ 1, the implied constant in (1.3) is not independent of β. An
alternative asymptotic formula, whose error estimate is uniform in β, will
be given in Section 6.

The expansion (1.3) is entirely new; while (1.2) was, in the special case

w > 0, already proved in the author’s former article [14](see also [15]).

Moreover it is noted in [14] that it is possible to generalize the result to the

case of complex w with <w > 0. However, it seems that the method given

in [14][15] cannot be applied to the case <w ≤ 0.

In [14], we introduced the generalized double zeta-function

(1.4) ζ2((u, v);β,w) =

∞
∑

m=0

(β +m)−u
∞

∑

n=0

(β +m+ nw)−v.

(Actually in [14] the summation with respect to n is from 1 to infinity, but

here we modify as above.) We studied the properties of ζ2((u, v);β,w) in

[14] by a method similar to that developed in Katsurada and Matsumoto

[10][11], and obtained the asymptotic expansion of ζ2((u, v);β,w) when

w is positive real and w → +∞. The papers [10][11] of Katsurada and

Matsumoto are devoted to the study of certain mean values of Dirichlet

L-functions and Hurwitz zeta-functions. Later, Katsurada [7][8] discovered

a new method of using the Mellin-Barnes type of integrals, and by which

he gave simpler proofs of the results in [10][11], in a more generalized form.

In the present paper, we will use Katsurada’s new method, and conse-

quently we will prove (1.2) and (1.3) for any complex w with | argw| < π.

This is one important advantage of our present method; in fact, this is

the reason why we can deduce from Theorem 1 the following asymptotic

expansions of holomorphic Eisenstein series.
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Let H be the upper half-plane, and w ∈ H. Define

(1.5) Gv(w) =
∑

m∈Z

∑

n∈Z

′
(m+ nw)−v,

where

(m+ nw)−v = exp(−v log(m+ nw))

with −π ≤ arg(m+nw) < π, and
∑∑′ indicates that the term m = n = 0

is excluded from the summation. The series (1.5) is convergent absolutely

for <v > 2, and it can be easily seen that the series can be expressed by

ζ2(v; 1,±w) and ζ(v) (see (7.3) below). This especially implies that Gv(w)

can be continued meromorphically to the whole complex v-plane. Define

W∗
∞ = {w ∈ H | |w| ≥ 1, π − θ0 ≤ argw ≤ θ0}

and

W∗
0 = {w ∈ H | |w| ≤ 1, w 6= 0, π − θ0 ≤ argw ≤ θ0}

for π/2 < θ0 < π. Applying Theorem 1, we obtain

Corollary 1. Assume π/2 < θ0 < π. For any positive integer N ,

we have

(1.6) Gv(w) = (1 + eπiv)ζ(v) +O(|w|−<v−N )

for <v > −N + 1, w ∈ W∗
∞, and also

Gv(w) = (1 + w−v)(1 + eπiv)ζ(v) + (eπiv − e−πiv)
ζ(v − 1)

v − 1
w−1

(1.7)

−

(

1 +
eπiv + e−πiv

2

)

ζ(v)

+
∑

1≤k≤N−1
k:odd

(eπiv − e−πiv)

(

−v

k

)

ζ(v + k)ζ(−k)wk +O(|w|N )

for <v > −N + 1, w ∈ W∗
0 , where the implied constants in (1.6) and (1.7)

depend only on N , v and θ0.
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When v = 2l is an even integer, (1.7) reduces to

(1.8) G2l(w) = 2w−2lζ(2l) +O(|w|N ).

In particular, G2l(w) is a modular form for l ≥ 2, and in this case (1.6)(with

v = 2l) and (1.8) are immediate consequences of the well-known Fourier

expansion ofG2l(w), and they agree with the modular relation G2l(−w
−1) =

w2lG2l(w). When v is not an even integer, then Gv(w) is not modular. The

existence of the terms of order wk (−1 ≤ k ≤ N − 1) on the right-hand side

of (1.7) expresses how far is the property of Gv(w) from the modularity.

From Section 2 to Section 6, we will develop the proof of Theorem 1.

Section 7 will be devoted to the proof of Corollary 1.

The double gamma-function Γ2(β, (1, w)) is defined by

log
(Γ2(β, (1, w))

ρ2(1, w)

)

= ζ ′2(0;β,w),

where ‘prime’ denotes the differentiation with respect to v and

− log ρ2(1, w) = lim
β→0

{ζ ′2(0;β,w) + log β}.

From Theorem 1 we can deduce asymptotic expansions of log Γ2(β, (1, w))

with respect to w. Let ψ(v) = (Γ′/Γ)(v) and γ be the Euler constant. We

have

Corollary 2. For any positive integer N ≥ 2, we have

log Γ2(β, (1, w))(1.9)

= −
1

2
β logw + log Γ(β) +

1

2
β log 2π

+ (ζ(−1, β) − ζ(−1))w−1 logw − (ζ(−1, β) − ζ(−1))γw−1

+
N−1
∑

k=2

(−1)k

k
(ζ(−k, β) − ζ(−k))ζ(k)w−k +O(|w|−N )

for w ∈ W∞ with the implied constant depending only on N , β and θ0, and

log Γ2(β, (1, w))(1.10)

= log Γ(βw−1 + 1) +
1

2
log Γ(β + 1) − log β + βw−1 logw

+
{

ζ(−1) + ζ ′(−1) − ζ1(−1, β) − ζ ′1(−1, β)
}

w−1
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−
1

12
(γ + ψ(β + 1))w

−
N−1
∑

k=2

(−1)k

k
(ζ(k) − ζ1(k, β))ζ(−k)wk +O(|w|N )

for w ∈ W0 with the implied constant depending only on N and θ0.

In the present paper we do not give the detailed proof of Corollary 2,

though it is not difficult for the readers to reconstruct it. The details and

related remarks will be discussed in a forthcoming article.

Our second major purpose of the present paper is to prove the asymp-

totic expansions of Shintani double zeta-functions.

In the course of the proof of Theorem 1, we will introduce the double

infinite series

(1.11) ζ2((u, v); (α, β), w) =
∞
∑

m=0

(α+m)−u
∞
∑

n=0

(β +m+ nw)−v,

which is a further generalization of (1.4); here, u and v are complex, β ≥

α > 0, and w is complex with | argw| < π. Later we will show that the

series (1.11) is convergent absolutely for <u > −δ and <v > 2 + δ, where δ

is any positive number, and it can be continued meromorphically to wider

regions. We will apply Katsurada’s method [7][8] of Mellin-Barnes type of

integrals to ζ2((u, v); (α, β), w), and will prove the asymptotic expansions

of it (Propositions 1, 2 and 3 and also (9.2) and (9.9) below).

The generalized form ζ2((u, v); (α, β), w) is actually not necessary if our

aim is restricted to the proof of Theorem 1. However, the analytic proper-

ties of ζ2((u, v); (α, β), w) are essentially used in our proof of the following

Theorems 2 and 3, which gives the asymptotic expansions of Shintani dou-

ble zeta-functions.

Let a > 0, b > 0, w1 ≥ 0, w2 ≥ 0, and we assume that at least one of

w1 and w2 is not zero. Put A = (a, b) and W = (w1, w2). Shintani [17][18]

introduced the double zeta-function of the form

(1.12) ζSH,2(v;A,W ) =
∞

∑

m=0

∞
∑

n=0

{(a+m+(b+n)w1)(a+m+(b+n)w2)}
−v ,

and used it in his study on Kronecker limit formulas for real quadratic

fields. (Actually in [17] Shintani considered a more general situation; see
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also [19].) Here we introduce the following two-variable version of Shintani

double zeta-functions:

ζSH,2((u, v);A,W )(1.13)

=
∞

∑

m=0

∞
∑

n=0

(a+m+ (b+ n)w1)
−u(a+m+ (b+ n)w2)

−v.

Without loss of generality we may assume w1 ≤ w2. Moreover, when w1 =

w2, then clearly

(1.14) ζSH,2((u, v);A, (w1, w1)) = ζ2(u+ v; a+ bw1, w1),

hence everything is reduced to the theory of Barnes double zeta-functions.

Therefore hereafter we assume w1 < w2.

The series (1.13) is convergent absolutely and uniformly in any compact

subset of the region <(u+ v) > 2 and <v > 0, because in this region

|(a+m+ (b+ n)w1)
−u(a+m+ (b+ n)w2)

−v|

≤ (a+m+ (b+ n)w1)
−<(u+v).

We will apply the method of Mellin-Barnes type of integrals to (1.13), and

continue it meromorphically to wider regions. The basic formula is (8.2)

which will be proved in Section 8. Our main results are the asymptotic

expansions with respect to the smaller variable w1. Hence we assume w1 6=

0.

Throughout this paper, ε denotes an arbitrarily small positive number,

not necessarily the same at each occurrence. By (Z/2)≤1 we denote the set

of all integers and half-integers ≤ 1. We will prove the following

Theorem 2. Let M, N be positive integers satisfying M ≤ N . Then

we have

ζSH,2(v;A,W )(1.15)

=

M−1
∑

j=0

(

−v

j

)

(w2 − w1)
jw−2v−j

1

{

−
1

1 − 2v − j
ζ(2v − 1, b)w1

+
N−1
∑

k=0

(

−2v − j

k

)

ζ(2v + k, b)ζ(−k, a)w−k
1 +O(w−N

1 )

}

+O
(

(w2 − w1)
M−εw−2<v−M+1+ε

1

)

for <v > (1 −M)/2 + ε, v /∈ (Z/2)≤1 and w1 ≥ 1.
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Theorem 3. Let M be a positive integer, −M + ε < <v < M + 1 −
ε, −<v + ε /∈ Z, v /∈ Z ∪ (Z/2)≤1, and N a positive integer satisfying

N > max{<v +M − 1, −<v +M + 1}.

Then we have

ζSH,2(v;A,W )

(1.16)

=
Γ(1 − v)Γ(2v − 1)

Γ(v)
ζ(2v − 1, b)(w2 − w1)

1−2v

−
M−1
∑

j=0

(

−v

j

)

(w2 − w1)
−v−jw−v+j

1

×

{

Γ(1 − v − j)Γ(2v − 1)

Γ(v − j)
ζ(2v − 1, a)w2v−1

1

+

N−1
∑

k=0

(

−v + j

k

)

ζ(v + j − k, b)ζ(v − j + k, a)wv−j+k
1

+O(w<v−j+N
1 )

}

+

N−1
∑

k=0

wk
1JM,k(v;A,W ) +O

(

(w2 − w1)
−<v−M+εw<v+M−1−ε

1

)

for 0 < w1 ≤ 1, where

JM,k(v;A,W ) =
1

2πi

∫ −<v−M+ε+i∞

−<v−M+ε−i∞

Γ(v + z)Γ(−z)

Γ(v)

(

−2v − z

k

)

(1.17)

× ζ(−z − k, b)ζ(2v + z + k, a)(w2 −w1)
zdz.

Theorems 2 and 3 may be regarded as the asymptotic expansions of

the Shintani double zeta-function ζSH,2(v;A,W ) with respect to w1, when

w1 → ∞ and w1 → 0, respectively. The proofs of them will be developed

in Sections 8 to 11. An interesting feature of Theorem 3 is the appear-

ance of the sum including JM,k(v;A,W ); there is no corresponding sum in

Theorem 2.

In the above formulas (1.15) and (1.16), the larger variable w2 appears

only in the form w2−w1. Therefore, to consider the behaviour with respect
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to w2 is almost the same thing as to consider the behaviour with respect

to w2 − w1. The above expansions include powers of w2 − w1 at several

places. In particular, (w2 − w1)
z are included in the definition (1.17) of

JM,k(v;A,W ). How to treat those factors, and how to find the asymptotic

behaviour with respect to w2 or w2 − w1, will be discussed at the end of

Section 11.

In the final Section 12, we will discuss another important aspect of our

present method. So far we have only studied the double zeta-functions, but

more general multiple zeta-functions of the form

(1.18)
∞

∑

m1=0

· · ·
∞
∑

mn=0

(α+m1w1 + · · · +mnwn)−v

was already introduced for any n ≥ 1 by Barnes [6]. Let v1, . . . , vn,

w1, . . . , wn be complex numbers with | argwj | < π, wj 6= 0 (1 ≤ j ≤ n), and

α1, . . . , αn be positive numbers. Here we introduce the following n-variable

generalization of (1.18), which is at the same time a generalization of (1.11):

ζn((v1, . . . , vn); (α1, . . . , αn), (w1, . . . , wn))(1.19)

=

∞
∑

m1=0

· · ·

∞
∑

mn=0

(α1 +m1w1)
−v1(α2 +m1w1 +m2w2)

−v2

× · · · × (αn +m1w1 +m2w2 + · · · +mnwn)−vn .

Under suitable conditions on argwj, This series is convergent absolutely if

<vj > 1 for 1 ≤ j ≤ n. Putting wj = 1 for all j, we have

ζn((v1, . . . , vn); (α1, . . . , αn), (1, . . . , 1))(1.20)

=

∞
∑

m1=0

· · ·

∞
∑

mn=0

(α1 +m1)
−v1(α2 +m1 +m2)

−v2

× · · · × (αn +m1 +m2 + · · · +mn)−vn ,

which we abbreviate as ζn((v1, . . . , vn); (α1, . . . , αn)). In (1.20) we further

put αj = j (1 ≤ j ≤ n). Then

ζn((v1, . . . , vn); (1, 2, . . . , n))(1.21)

=

∞
∑

m1=0

· · ·

∞
∑

mn=0

(1 +m1)
−v1(2 +m1 +m2)

−v2
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× · · · × (n+m1 +m2 + · · · +mn)−vn

=
∑

1≤m1<m2<···<mn

m−v1

1 m−v2

2 . . . m−vn

n ,

which is the well-known Euler-Zagier sum (see Zagier [23]). Hence our

class of multiple zeta-functions (1.19) includes both Barnes multiple zeta-

functions (1.18) and the Euler-Zagier sum (1.21) as special cases. Therefore

the study of the behaviour of (1.19) is highly desirable. The full account of

this problem will require (at least) one more separate paper, hence here we

only consider the special case (1.20), and will prove the following

Theorem 4. If α1 < α2 < · · · < αn, then the multiple series

(1.20) can be continued meromorphically to the whole Cn as a function

of v1, . . . , vn.

This result was first proved very recently by Akiyama and Ishikawa [2],

by using the Euler-Maclaurin summation formula. Some history concerning

this problem will be mentioned at the beginning of Section 12. In the present

paper we will prove the above Theorem 4 by the method of Mellin-Barnes

type of integrals. Moreover, many information on the analytic behaviour

of ζn(v1, . . . , vn;α1, . . . , αn) can also be obtained in the course of the proof

(see Proposition 6 in Section 12). Therefore, our method will provide a

new basis of further researches on multiple zeta-functions. Some initial

motivations of the present paper can be found in the concluding remarks

at the end of the paper.

The author expresses his sincere gratitude to Professor Masanori Kat-

surada for important suggestions and stimulating discussions, and to Pro-

fessor Makoto Ishibashi and the referee for useful comments.

§2. The basic integral formula for Barnes double zeta-functions

Let δ be any positive number. First of all we show

Lemma 1. The series (1.11) is convergent absolutely and uniformly in

any compact subset of the region <u > −δ, <v > 2 + δ.

Proof. We only consider the case 0 ≤ argw < π, since the case −π <
argw ≤ 0 can be treated similarly. It is easily seen that

|β +m+ nw| ≥ C(w)(β +m)
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for any non-negative n, where

C(w) =

{

1 if 0 ≤ argw ≤ π/2,

sin(π − argw) if π/2 < argw < π.

Hence
∣

∣

∣

∣

β +m+ nw

α+m

∣

∣

∣

∣

≥ C(w)

because β ≥ α. Therefore,

∞
∑

m=0

|(α+m)−u|

∞
∑

n=0

|(β +m+ nw)−v|(2.1)

≤ eπ|=v|
∞
∑

m=0

(α+m)−<u
∞
∑

n=0

|β +m+ nw|−<v

≤ eπ|=v|

{

α−<u
∞
∑

n=0

|β + nw|−<v

+
∞
∑

m=1

∞
∑

n=0

∣

∣

∣

∣

α+m

β +m+ nw

∣

∣

∣

∣

δ

|β +m+ nw|−<v+δ

}

≤ eπ|=v|

{

α−<u
∞
∑

n=0

|β + nw|−<v

+C(w)−δ
∞

∑

m=1

∞
∑

n=0

|β +m+ nw|−<v+δ

}

.

The convergence of the above double series can be discussed by the same
method as the well-known argument on Eisenstein series. In fact, for any
positive integer j, let Γ(j) be the parallelogram with the vertices ±j ± jw,
and

l(j) = min{|z| | z ∈ Γ(j)}.

On Γ(j) there are exactly 2j points of the form m + nw with integers
m ≥ 1, n ≥ 0. Also if m+ nw ∈ Γ(j), then |β +m+ nw| ≥ l(j). Hence we
have

∞
∑

m=1

∞
∑

n=0

|β +m+ nw|−<v+δ ≤ 2

∞
∑

j=1

jl(j)−<v+δ .

Since l(j) = jl(1), we find that the above series is convergent when <v >
2 + δ, which completes the proof of Lemma 1.
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In view of Lemma 1, at first we assume <u > −δ and <v > 2 + δ. Our

starting point is the same as the starting point of Katsurada’s argument in

[7][8], that is the formula

(2.2) Γ(v)(1 + λ)−v =
1

2πi

∫

(c)
Γ(v + z)Γ(−z)λzdz

(Whittaker-Watson [22, Section 14.51, p.289, Corollary]), where v and λ

are complex with <v > 0, | arg λ| < π, λ 6= 0, and the path is the vertical

line from c− i∞ to c+ i∞. In [22] this formula is stated with c = 0 (with a

suitable modification of the path near the point z = 0), but it is clear that

the formula is also valid for −<v < c < 0. We put λ = ((β−α)+nw)/(m+α)

in (2.2) and divide the both sides by Γ(v)(α +m)u+v to obtain

(α +m)−u(β +m+ nw)−v(2.3)

=
1

2πi

∫

(c)

Γ(v + z)Γ(−z)

Γ(v)
(α +m)−u−v−z((β − α) + nw)zdz

for any m ≥ 0 and n ≥ 1. Therefore, if we assume

(2.4) max{−<v, 1 −<(u+ v)} < c < −1,

and put

(2.5) ξ((u, v); (α, β)) =

∞
∑

m=0

(α+m)−u(β +m)−v,

then from (1.11) and (2.3) we have

ζ2((u, v); (α, β), w)(2.6)

= ξ((u, v); (α, β)) +
1

2πi

∫

(c)

Γ(v + z)Γ(−z)

Γ(v)

×
∞

∑

m=0

(α+m)−u−v−z
∞

∑

n=1

((β − α) + nw)zdz

= ξ((u, v); (α, β)) +
1

2πi

∫

(c)

Γ(v + z)Γ(−z)

Γ(v)

× ζ(u+ v + z, α)ζ1

(

−z,
β − α

w

)

wzdz

https://doi.org/10.1017/S0027763000008643 Published online by Cambridge University Press

https://doi.org/10.1017/S0027763000008643


ASYMPTOTIC EXPANSIONS OF DOUBLE ZETA-FUNCTIONS 71

for <u > −δ and <v > 2 + δ, where

ζ1(z, β) = ζ(z, β) − β−z.

To show the last equality in (2.6) we have used the fact

(2.7) arg((β − α) + nw) = argw + arg
(

n+
β − α

w

)

.

This can be checked easily; for example, if argw = θ > 0, then 0 < arg((β−

α)+nw) ≤ θ since β ≥ α. Also, since arg((β−α)/w) = −θ (or 0 if β = α),

we see that −θ < arg(n+ (β − α)/w) ≤ 0. Hence (2.7) follows.

§3. Shifting the path to the left

Hereafter, until the end of Section 6, we assume | argw| ≤ θ0.

Let N be a positive integer satisfying

(3.1) N > <u− 1 + ε,

and put cN = −<v−N + ε. Our first purpose in this section is to estimate

the order of the integrand on the right-hand side of (2.6) in the strip cN ≤

<z ≤ c.

Since <(−z) ≥ −c > 1 in this region, we have

∣

∣

∣
ζ1

(

−z,
β − α

w

)

wz
∣

∣

∣
≤

∞
∑

n=1

|(nw + β − α)z |

=

∞
∑

n=1

|nw + β − α|x exp(−y arg(nw + β − α)),

where x = <z and y = =z. If |w| ≥ 2(β − α), then |nw + β − α| ≥ n|w|/2,

and

| arg(nw + β − α)| ≤ | arg(nw)| = | argw|.

Hence

∣

∣

∣
ζ1

(

−z,
β − α

w

)

wz
∣

∣

∣
≤

∞
∑

n=1

(n

2

)x

|w|x exp(|y argw|)(3.2)

� |w|x exp(|y argw|)

for w ∈ W(β − α), where

W(β − α) = {w | |w| ≥ 2(β − α), | argw| ≤ θ0}.

Next we show
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Lemma 2. Let x1, x2 be two real numbers with x1 < x2. In the strip

x1 ≤ x ≤ x2, except for the points near z = 1, we have

(3.3) ζ(z, β) = O
(

(|y| + 1)A(x)
)

for any β > 0, where A(x) is a constant depending only on x, and the

implied constant depends on β, x1 and x2. When x2 < 0, we can take

A(x) = 1/2 − x. Moreover, when x2 < 0 and 0 < β ≤ 1, the implied

constant is independent of β.

Proof. In the case 0 < β ≤ 1, the estimate (3.3) is shown in Whittaker-
Watson [22, Sections 13.5 and 13.51]. One of the main tools of the proof
given there is the formula

ζ(z, β) =
2Γ(1 − z)

(2π)1−z

{

sin
(πz

2

)

∞
∑

m=1

cos(2mπβ)

m1−z
(3.4)

+ cos
(πz

2

)

∞
∑

m=1

sin(2mπβ)

m1−z

}

(see Titchmarsh [21, (2.17.3)] or Whittaker-Watson [22, Section 13.15,
p.269]), which is valid if 0 < β ≤ 1 and x < 0. In particular, from (3.4) and
Stirling’s formula for the gamma-function it immediately follows that

ζ(z, β) = O
(

(|y| + 1)
1

2
−x

)

for x ≤ x2 < 0, and the implied constant here is independent of β. If β > 1,
then we write β = L + β1, where L is a positive integer and 0 < β1 ≤ 1.
Then, in the region x > 1 we have

ζ(z, β) = ζ(z, β1) −
L−1
∑

j=0

(β1 + j)−z .

But this relation is valid for any z by analytic continuation. Applying the
proved estimate to ζ(z, β1), and noting

∣

∣

∣

L−1
∑

j=0

(β1 + j)−z
∣

∣

∣
≤

L−1
∑

j=0

(β1 + j)−x

which only depends on β, x1 and x2, we obtain the assertions of Lemma 2
for β > 1.
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Now we estimate the integrand on the right-hand side of (2.6) in the

strip cN ≤ <z ≤ c. By using (3.2), Lemma 2 and Stirling’s formula, we get

Γ(v + z)Γ(−z)

Γ(v)
ζ(u+ v + z, α)ζ1

(

−z,
β − α

w

)

wz(3.5)

� e−
1

2
π|y+=v|(|y + =v| + 1)<v+x− 1

2 e−
1

2
π|y|(|y| + 1)−x− 1

2

× (|y + =(u+ v)| + 1)A(x+<(u+v))|w|x exp( |y argw| )

� (|y| + 1)<v−1+A(x+<(u+v))

× exp
(

−
1

2
π|y + =v| −

1

2
π|y| + | argw| |y|

)

|w|x

for w ∈ W(β−α), except for the singular points on the left-hand side. The

implied constants in (3.5) depend on cN , c, u, v, θ0 and α. Note that if

<(u+ v + z) < 0 and 0 < α ≤ 1, then the implied constant is independent

of α. Since | argw| ≤ θ0 < π, the right-hand side of (3.5) tends to zero when

|y| → ∞. Therefore we may shift the path of integration on the right-hand

side of (2.6) to <z = cN .

Denote by ρ(a) the residue of the integrand on the right-hand side of

(2.6) at the pole z = a. We find that, if u is not a positive integer, then all

the poles at z = 1 − u − v and z = −v − k (where k is any non-negative

integer) are simple, and the residues are

(3.6) ρ(1 − u− v) =
Γ(1 − u)Γ(u+ v − 1)

Γ(v)
ζ1

(

u+ v − 1,
β − α

w

)

w1−u−v

and

(3.7) ρ(−v − k) =

(

−v

k

)

ζ(u− k, α)ζ1

(

v + k,
β − α

w

)

w−v−k,

respectively. Therefore, shifting the path as indicated above, we obtain

ζ2((u, v); (α, β), w)(3.8)

= ξ((u, v); (α, β))

+
Γ(1 − u)Γ(u+ v − 1)

Γ(v)
ζ1

(

u+ v − 1,
β − α

w

)

w1−u−v

+

N−1
∑

k=0

(

−v

k

)

ζ(u− k, α)ζ1

(

v + k,
β − α

w

)

w−v−k

+RN ((u, v); (α, β), w),
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if w ∈ W(β − α), <u > −δ, <v > 2 + δ and u is not a positive integer,

where

RN ((u, v); (α, β), w) =
1

2πi

∫

(cN )

Γ(v + z)Γ(−z)

Γ(v)
(3.9)

× ζ(u+ v + z, α)ζ1

(

−z,
β − α

w

)

wzdz.

§4. The function ξ((u, v); (α, β))

In this section we study the meromorphic continuation of the function

ξ((u, v); (α, β)) defined by (2.5). At first assume <u > −δ, <v > 2 + δ.

If α = β, then

(4.1) ξ((u, v); (α, β)) = ζ(u+ v, α),

hence the continuation is obvious. Therefore hereafter in this section we

assume α < β. Then the formula (2.3) is valid for n = 0, because we can

put λ = (β − α)/(α +m) in (2.2). Hence, under the assumption (2.4), we

obtain

ξ((u, v); (α, β))(4.2)

=
1

2πi

∫

(c)

Γ(v + z)Γ(−z)

Γ(v)

∞
∑

m=0

(α+m)−u−v−z(β − α)zdz

=
1

2πi

∫

(c)

Γ(v + z)Γ(−z)

Γ(v)
ζ(u+ v + z, α)(β − α)zdz.

Let N be the same as in Section 3, and we shift the path of integration

on the right-hand side of (4.2) to the line <z = cN = −<v −N + ε. Using

Stirling’s formula we can easily see that this shifting is possible. Assume

that u is not a positive integer. Then the integrand has simple poles at

z = 1 − u − v and z = −v − k, where k is any non-negative integer. The

residue at z = 1 − u− v is

Γ(1 − u)Γ(u+ v − 1)

Γ(v)
(β − α)1−u−v ,

and the residue at z = −v − k is
(

−v

k

)

(β − α)−v−kζ(u− k, α).
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Therefore

ξ((u, v); (α, β)) =
Γ(1 − u)Γ(u+ v − 1)

Γ(v)
(β − α)1−u−v(4.3)

+

N−1
∑

k=0

(

−v

k

)

(β − α)−v−kζ(u− k, α)

+ ξN ((u, v); (α, β)),

where

(4.4) ξN ((u, v); (α, β)) =
1

2πi

∫

(cN )

Γ(v + z)Γ(−z)

Γ(v)
ζ(u+v+z, α)(β−α)zdz.

Putting z = z′ −N − v in (4.4), we have

ξN ((u, v); (α, β)) =
1

2πi

∫

(ε)

Γ(z′ −N)Γ(−z′ +N + v)

Γ(v)
(4.5)

× ζ(u+ z′ −N,α)(β − α)z′−N−vdz′.

The poles of the above integrand are at z ′ = −u+N + 1, z′ = v +N + k

(k = 0, 1, 2, . . . ), and z′ = N − l (l = 0, 1, 2, . . . ). Therefore, the integral

(4.5) can be continued holomorphically to

C(N ; ε) = {(u, v) | <u < N + 1 − ε,<v > −N + ε},

because the above poles do not lie on the path of integration if (u, v) ∈

C(N ; ε). This gives, via (4.3), the analytic continuation of ξ((u, v); (α, β))

to the region

C∗(N ; ε) = {(u, v) ∈ C(N ; ε); u is not a positive integer}.

§5. Completion of the proof of (1.2)

Putting z = z′ −N − v in (3.9), we have

RN ((u, v); (α, β), w) =
1

2πi

∫

(ε)

Γ(−N + z′)Γ(v +N − z′)

Γ(v)
(5.1)

× ζ(u−N + z′, α)ζ1

(

v +N − z′,
β − α

w

)

w−v−N+z′dz′.

The poles of the integrand are at z ′ = −u + N + 1, z′ = v + N + k

(k = −1, 0, 1, 2, . . . ), and z ′ = N − l (l = 0, 1, 2, . . . ). Note that N satisfies
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(3.1). Similarly to the case of ξ((u, v); (α, β)) in the last section, we see

that the integral (5.1) can be continued holomorphically to

D(N ; ε) = {(u, v) | <u < N + 1 − ε, <v > −N + 1 + ε}.

Let

D∗(N ; ε) = {(u, v) ∈ D(N ; ε); u is not a positive integer}.

Since D∗(N ; ε) ⊂ C∗(N ; ε), the result in Section 4 implies that

ξ((u, v); (α, β)) can also be continued to D∗(N ; ε). Therefore, by (3.8),

we now obtain the analytic continuation of ζ2((u, v); (α, β), w) to the region

D∗(N ; ε).

Next we estimate RN ((u, v); (α, β), w) in this region. Since the estimate

(3.5) is also valid for <z = cN and (u, v) ∈ D∗(N ; ε), from the expression

(3.9) we obtain

(5.2) RN ((u, v); (α, β), w) = O(|w|−<v−N+ε),

and if <u < N −ε and 0 < α ≤ 1, then the implied constant is independent

of α. Therefore, we now find that the expansion (3.8) is valid for any

(u, v) ∈ D∗(N ; ε) and w ∈ W(β − α), with the error estimate (5.2).

Consider (3.8) with N+1 instead of N , and compare it with the original

(3.8). We find

RN ((u, v); (α, β), w) =

(

−v

N

)

ζ(u−N,α)ζ1

(

v +N,
β − α

w

)

w−v−N(5.3)

+RN+1((u, v); (α, β), w).

The right-hand side is defined in D∗(N+1; ε), hence (5.3) gives the analytic

continuation of RN to D∗(N + 1; ε). In particular, now RN is defined in

D∗(N) = D∗(N ; 0)

=

{

(u, v)

∣

∣

∣

∣

<u < N + 1,<v > −N + 1,
u is not a positive integer

}

.

Since <(v +N) > 1 in this region, similarly to (3.2) we see that

ζ1

(

v +N,
β − α

w

)

w−v−N � |w|−<v−N exp(|=v|θ0)

for w ∈ W(β − α). Therefore, if |w| ≥ 1, from (5.3) we have

RN ((u, v); (α, β), w) � |w|−<v−N + |w|−<v−(N+1)+ε(5.4)
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� |w|−<v−N .

The implied constant depends only on u, v,N, θ0 and α; if <u < N and

0 < α ≤ 1, then it is independent of α. We summarize the above as the

following

Proposition 1. The asymptotic expansion (3.8) holds for any positive

integer N , any w ∈ W(β −α)∩ {|w| ≥ 1} and any (u, v) ∈ D∗(N), and the

error term RN ((u, v); (α, β), w) satisfies the estimate (5.4).

In particular, putting u = 0 and α = β in the above proposition, we

obtain (1.2).

The right-hand side of (3.8) includes the factors of the form ζ1(v, (β −

α)/w). However, it is easy to expand these factors with respect to w,

because the formula

(5.5) ζ1(v, β) = ζ(v) +

∞
∑

k=1

(

−v

k

)

ζ(v + k)βk

was proved by Mikolás [16]. Therefore, Proposition 1 essentially gives the

asymptotic expansion of ζ2((u, v); (α, β), w) with respect to w when |w|

tends to infinity.

§6. Shifting the path to the right (Proof of (1.3))

Now we return to the integral expression (2.6), and consider the shifting

of the path to the right. It is Professor Masanori Katsurada who first

suggested the possibility of finding the asymptotic behaviour of Barnes

double zeta-functions when w tends to zero, by shifting the path to the

right (in a private conversation with the author).

Let N be a positive integer, and we shift the path to <z = N − ε. To

show the validity of this shifting, we should estimate the integrand in the

strip c ≤ <z ≤ N −ε. The quantity ζ1(−z, (β−α)/w) is not easily handled

in general, hence we restrict ourselves to the special case

(6.1) β − α = aw, a ≥ 0.

For our purpose in the present paper, it is sufficient to consider this special

situation. Under the assumption (6.1), we have

ζ1

(

−z,
β − α

w

)

= ζ1(−z, a)
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=

{

ζ(−z) if a = 0,

ζ(−z, a) − az if a > 0.

Therefore, using Lemma 2 and Stirling’s formula, we obtain an estimate

of the integrand which is similar to (3.5), and it implies the validity of the

shifting.

The poles of the integrand on the right-hand side of (2.6) in the half-

plane <z > c are located at z = k (k = −1, 0, 1, 2, . . . ), and the residue at

z = k is

−

(

−v

k

)

ζ(u+ v + k, α)ζ1

(

−k,
β − α

w

)

wk

for k ≥ 0, while the residue at z = −1 is

1

1 − v
ζ(u+ v − 1, α)w−1.

Therefore, after shifting the path, we obtain

ζ2((u, v); (α, β), w)(6.2)

= ξ((u, v); (α, β)) −
1

1 − v
ζ(u+ v − 1, α)w−1

+

N−1
∑

k=0

(

−v

k

)

ζ(u+ v + k, α)ζ1

(

−k,
β − α

w

)

wk

+ SN ((u, v); (α, β), w),

where

SN ((u, v); (α, β), w)(6.3)

=
1

2πi

∫

(N−ε)

Γ(v + z)Γ(−z)

Γ(v)
ζ(u+ v + z, α)ζ1

(

−z,
β − α

w

)

wzdz.

The integral (6.3) can be holomorphically continued to

F(N ; ε) = {(u, v) | <v > −N + ε, <(u+ v) > 1 −N + ε},

hence (6.2) gives the analytic continuation of ζ2((u, v); (α, β), w) to F(N ; ε).

The estimate

(6.4) SN ((u, v); (α, β), w) = O(|w|N−ε)

https://doi.org/10.1017/S0027763000008643 Published online by Cambridge University Press

https://doi.org/10.1017/S0027763000008643


ASYMPTOTIC EXPANSIONS OF DOUBLE ZETA-FUNCTIONS 79

can be shown similarly to (5.2). The implied constant depends on α, while

if 0 ≤ a ≤ 1, then it is independent of a. Moreover, if |w| ≤ 1, then similarly

to the argument in the last section, we obtain that SN ((u, v); (α, β), w) can

be further continued to F(N) = F(N ; 0), and

(6.5) SN ((u, v); (α, β), w) = O(|w|N )

holds in this region. Hence we now arrive at the following

Proposition 2. Under the assumption (6.1), the asymptotic expan-

sion (6.2) holds for any positive integer N , any w ∈ W0 and any (u, v) ∈
F(N), and the error term SN((u, v); (α, β), w) satisfies the estimate (6.5).

The formula (1.3) is the special case u = 0, α = β (hence a = 0) of this

proposition.

Under the asssumption (6.1), the factor ζ1(−k, (β − α)/w) does not

include w, hence the formula (6.2) gives the asymptotic expansion of

ζ2((u, v); (α, β), w) with respect to w when |w| tends to zero.

Sometimes it is useful to obtain an error estimate which is uniform in

α. For this purpose, we separate from (2.6) the terms corresponding to

m = 0. Those terms contribute to ζ2((u, v); (α, β), w) as

∞
∑

n=1

α−u(β + nw)−v = α−uw−vζ1

(

v,
β

w

)

,

hence we can modify (2.6) to

ζ2((u, v); (α, β), w)(6.6)

= ξ((u, v); (α, β)) + α−uw−vζ1

(

v,
β

w

)

+
1

2πi

∫

(c)

Γ(v + z)Γ(−z)

Γ(v)
ζ1(u+ v + z, α)ζ1

(

−z,
β − α

w

)

wzdz.

Shifting the path to <z = N − ε as in the proof of Proposition 2, we obtain

ζ2((u, v); (α, β), w)

(6.7)

= ξ((u, v); (α, β)) + α−uw−vζ1

(

v,
β

w

)

−
1

1 − v
ζ1(u+ v − 1, α)w−1
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+

N−1
∑

k=0

(

−v

k

)

ζ1(u+ v + k, α)ζ1

(

−k,
β − α

w

)

wk

+ S1,N((u, v); (α, β), w),

under the assumption (6.1), where

S1,N((u, v); (α, β), w)(6.8)

=
1

2πi

∫

(N−ε)

Γ(v + z)Γ(−z)

Γ(v)
ζ1(u+ v + z, α)ζ1

(

−z,
β − α

w

)

wzdz.

Again similarly as above, S1,N ((u, v); (α, β), w) can be continued to F(N)

and satisfies the estimate

(6.9) S1,N ((u, v); (α, β), w) = O(|w|N )

in this region. Therefore we obtain

Proposition 3. Under the assumption (6.1), the asymptotic expan-

sion (6.7) holds for any positive integer N , any w ∈ W0 and any (u, v) ∈
F(N), and the error term S1,N ((u, v); (α, β), w) satisfies the estimate (6.9).

The important point here is that S1,N includes the factor ζ1(u+v+z, α)

instead of ζ(u+v+z, α), hence the implied constant in (6.9) does not depend

on α.

§7. Eisenstein series

In this section we prove Corollary 1. We begin with the expression

(1.5), for w ∈ H and <v > 2. Divide the sum (1.5) as follows:

Gv(w) =

∞
∑

m=1

{ ∞
∑

n=1

(m+ nw)−v +m−v +

∞
∑

n=1

(m− nw)−v

}

+
∞
∑

n=1

(nw)−v +
∞

∑

n=1

(−nw)−v

+

∞
∑

m=1

{ ∞
∑

n=1

(−m+ nw)−v + (−m)−v +

∞
∑

n=1

(−m− nw)−v

}

.

Note that

(−m± nw)−v = e∓πiv(m∓ nw)−v,
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(−nw)−v = eπiv(nw)−v and (−m)−v = eπivm−v for any positive m and n.

Hence we obtain

Gv(w) = (1 + eπiv)

∞
∑

m=1

∞
∑

n=1

(m+ nw)−v + (1 + e−πiv)

∞
∑

m=1

∞
∑

n=1

(m− nw)−v

(7.1)

+ (1 + eπiv)(1 + w−v)ζ(v).

On the other hand, we have

(7.2) ζ2(v; 1, w) = ζ(v) +
∞
∑

m=1

∞
∑

n=1

(m+ nw)−v

for any w ∈ C satisfying | argw| < π, w 6= 0, if <v > 2. From (7.1) and

(7.2) we obtain

Gv(w) = (1 + eπiv){ζ2(v; 1, w) − ζ(v)} + (1 + e−πiv){ζ2(v; 1,−w) − ζ(v)}

(7.3)

+ (1 + eπiv)(1 + w−v)ζ(v)

for w ∈ H. This relation gives the analytic continuation of Gv(w) to the

whole complex v-plane.

Now we assume that w ∈ W∗
∞. Then both w and −w are in the region

W∞, hence we can apply (1.2) to the right-hand side of (7.3). Since

(−w)−v−k = (e−πiw)−v−k = (−1)keπivw−v−k

for w ∈ H, we obtain

Gv(w) = {(1 + eπiv) − eπiv(1 + e−πiv)}
ζ(v − 1)

v − 1
w1−v

+
N−1
∑

k=0

{(1 + eπiv) + (−1)keπiv(1 + e−πiv)}

×

(

−v

k

)

ζ(−k)ζ(v + k)w−v−k

+ (1 + eπiv)(1 +w−v)ζ(v) +O(|w|−<v−N )

=
∑

0≤k≤N−1
k:even

2(1 + eπiv)

(

−v

k

)

ζ(−k)ζ(v + k)w−v−k
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+ (1 + eπiv)(1 + w−v)ζ(v) +O(|w|−<v−N ).

Since the term corresponding to k = 0 in the above sum is

2(1 + eπiv)ζ(0)ζ(v)w−v = −(1 + eπiv)ζ(v)w−v ,

and ζ(−k) = 0 for positive even k, we obtain (1.6). Similarly, applying

(1.3) to (7.3), we obtain (1.7). Corollary 1 is proved.

Remark . The analytic continuation of Eisenstein series (1.5) was al-
ready discussed, by a quite different method, in Lewittes [12] [13].

§8. The basic integral expression for Shintani double zeta-
functions

Now we proceed to the study of Shintani double zeta-functions. The

purpose is to prove asymptotic expansions of the two-variable double zeta-

function ζSH,2((u, v);A,W ). Recall that A = (a, b), W = (w1, w2), a >

0, b > 0, w2 > w1 > 0.

We already mentioned in Section 1 that the series (1.13) is convergent

absolutely when <(u+ v) > 2 and <v > 0. Under these conditions we can

find a number c′ satisfying

(8.1) max{2 −<(u+ v),−<v} < c′ < 0.

Putting c = c′ and

λ =
(b+ n)(w2 − w1)

a+m+ (b+ n)w1

in (2.2), and dividing the both sides by Γ(v)(a + m + (b + n)w1)
u+v, we

obtain

(a+m+ (b+ n)w1)
−u(a+m+ (b+ n)w2)

−v

=
1

2πi

∫

(c′)

Γ(v + z)Γ(−z)

Γ(v)
(b+ n)z(w2 − w1)

z

× (a+m+ (b+ n)w1)
−u−v−zdz,

hence

ζSH,2((u, v);A,W )(8.2)

=
1

2πi

∫

(c′)

Γ(v + z)Γ(−z)

Γ(v)
(w2 − w1)

zw−u−v−z
1
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×

∞
∑

m=0

∞
∑

n=0

(b+ n)z
(

b+ n+
a+m

w1

)−u−v−z

dz

=
1

2πi

∫

(c′)

Γ(v + z)Γ(−z)

Γ(v)
(w2 − w1)

zw−u−v−z
1

× ζ2((−z, u + v + z); (b, b + aw−1
1 ), w−1

1 )dz

in the region <(u + v) > 2, <v > 0. This expression is fundamental in

our method, and this is the reason why we introduced the generalized form

ζ2((u, v); (α, β), w) in this paper.

§9. Properties of ζ2((−z, u + v + z); (b, b + aw−1
1 ), w−1

1 )

For our purpose it is necesssary to study the analytic properties of the

function ζ2((−z, u + v + z); (b, b + aw−1
1 ), w−1

1 ) as a function in z.

When β > α, the formula (2.3) also holds for n = 0. Hence, instead of

(2.6), we have

ζ2((u, v); (α, β), w)(9.1)

=
1

2πi

∫

(c)

Γ(v + z′)Γ(−z′)

Γ(v)
ζ(u+ v + z′, α)ζ

(

−z′,
β − α

w

)

wz′dz′

for <u > −δ, <v > 2 + δ. Shifting the path to the right as in Section 6, we

get

ζ2((u, v); (α, β), w)(9.2)

= −
1

1 − v
ζ(u+ v − 1, α)w−1

+

N−1
∑

k=0

(

−v

k

)

ζ(u+ v + k, α)ζ
(

−k,
β − α

w

)

wk

+ S0,N ((u, v); (α, β), w),

under the assumption (6.1), where S0,N ((u, v); (α, β), w) is defined simi-

larly to SN ((u, v); (α, β), w) in (6.3) but with replacing ζ1(−z, (β − α)/w)

by ζ(−z, (β − α)/w), and (9.2) is valid in the region F(N ; ε) by analytic

continuation. In particular, we have

ζ2((−z, u + v + z); (b, b + aw−1
1 ), w−1

1 )(9.3)

= −
1

1 − u− v − z
ζ(u+ v − 1, b)w1
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+

N−1
∑

k=0

(

−u− v − z

k

)

ζ(u+ v + k, b)ζ(−k, a)w−k
1

+ S0,N((−z, u + v + z); (b, b + aw−1
1 ), w−1

1 )

under the conditions

(9.4) <(u+ v) > 1 −N + ε

and

(9.5) x = <z > −<(u+ v) −N + ε.

Moreover we assume u+v 6= l, where l is any integer satisfying 2−N ≤ l ≤ 2,

because if u+ v = l then the right-hand side of (9.3) is singular. Since

S0,N ((−z, u+ v + z); (b, b + aw−1
1 ), w−1

1 )

=
1

2πi

∫

(N−ε)

Γ(u+ v + z + z′)Γ(−z′)

Γ(u+ v + z)
ζ(u+ v + z′, b)ζ(−z′, a)w−z′

1 dz′

is holomorphic in z under the condition (9.5), we can see from (9.3) that

the only pole of the function ζ2((−z, u + v + z); (b, b + aw−1
1 ), w−1

1 ), as a

function in z, in the region (9.5) is at z = 1 − u− v.

Next we estimate S0,N . Since <(u + v + z′) > 1 by (9.4), we have

ζ(u+ v + z′, b) = O(1). Therefore, using Stirling’s formula and Lemma 2,

we have

S0,N (−z, u+ v + z; b, b+ aw−1
1 , w−1

1 )

� w−N+ε
1

∫ ∞

−∞
exp

{

−
π

2
(|y′| + |y + y′ + =(u+ v)| − |y + =(u+ v)|)

}

× (|y + y′ + =(u+ v)| + 1)<(u+v)+x+N−ε− 1

2

× (|y + =(u+ v)| + 1)−<(u+v)−x+ 1

2 dy′,

where y = =z. Here we put y + y′ = η to get that the above is

= w−N+ε
1 e

π

2
|y+=(u+v)|( |y + =(u+ v)| + 1)−<(u+v)−x+ 1

2

×

∫ ∞

−∞
exp

{

−
π

2
(|η − y| + |η + =(u+ v)| )

}

× ( |η + =(u+ v)| + 1)<(u+v)+x+N−ε− 1

2dη.
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Since exp(−(π/2)|η − y|) ≤ 1, the above integral is bounded uniformly in

y, hence

S0,N ((−z, u+ v + z); (b, b + aw−1
1 ), w−1

1 )(9.6)

= O
(

w−N+ε
1 e

π

2
|y+=(u+v)|( |y + =(u+ v)| + 1)−<(u+v)−x+ 1

2

)

under the conditions (9.4) and (9.5), where the implied constant is inde-

pendent of y. Combining this estimate with (9.3), we obtain

ζ2((−z, u+ v + z); (b, b + aw−1
1 ), w−1

1 ) �
N−1
∑

k=−1

(

|y| + 1

w1

)k

(9.7)

+ w−N+ε
1 e

π

2
|y+=(u+v)|(|y + =(u+ v)| + 1)−<(u+v)−x+ 1

2 ,

hence

Γ(v + z)Γ(−z)

Γ(v)
(w2 − w1)

zw−u−v−z
1 ζ2((−z, u + v + z); (b, b + aw−1

1 ), w−1
1 )

(9.8)

� exp
{

−
π

2
(|y + =v| + |y|)

}

(|y + =v| + 1)x+<v− 1

2

× (|y| + 1)−x− 1

2 (w2 − w1)
xw

−<(u+v)−x
1

{ N−1
∑

k=−1

(

|y| + 1

w1

)k

+ w−N+ε
1 e

π

2
|y+=(u+v)|(|y + =(u+ v)| + 1)−<(u+v)−x+ 1

2

}

,

both (9.7) and (9.8) are valid under the conditions (9.4), (9.5) and u +

v /∈ Z≤2 (where Z≤2 denotes the set of all integers ≤ 2), and the implied

constants are independent of y.

Next we consider the situation when we shift the path on the right-hand

side of (9.1) to the left. Similarly to the argument in Sections 3 and 5, we

obtain that

ζ2((u, v); (α, β), w)(9.9)

=
Γ(1 − u)Γ(u+ v − 1)

Γ(v)
ζ
(

u+ v − 1,
β − α

w

)

w1−u−v

+

N−1
∑

k=0

(

−v

k

)

ζ(u− k, α)ζ
(

v + k,
β − α

w

)

w−v−k
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+R0,N ((u, v); (α, β), w)

holds in the region D∗(N ; ε), where R0,N ((u, v); (α, β), w) is defined sim-

ilarly to RN ((u, v); (α, β), w) but with replacing ζ1(−z, (β − α)/w) by

ζ(−z, (β − α)/w). In particular we have

ζ2((−z, u+ v + z); (b, b + aw−1
1 ), w−1

1 )(9.10)

=
Γ(1 + z)Γ(u+ v − 1)

Γ(u+ v + z)
ζ(u+ v − 1, a)wu+v−1

1

+
N−1
∑

k=0

(

−u− v − z

k

)

ζ(−z − k, b)ζ(u+ v + z + k, a)wu+v+z+k
1

+R0,N ((−z, u+ v + z); (b, b + aw−1
1 ), w−1

1 )

for any z which is not a negative integer and satisfying

(9.11) x > max{−N − 1 + ε,−<(u+ v) −N + 1 + ε}.

Similarly to the case of (9.3), we assume u+ v /∈ Z≤2.

From the expression (9.10) we see that the possibility of the poles of

ζ2((−z, u+ v + z); (b, b+ aw−1
1 ), w−1

1 ) in the region (9.11) exists at z = −j

and z = 2 − u − v − j, where j is a positive integer. However, the poles

at z = 2 − u − v − j for any j ≥ 2 are cancelled with the zeros coming

from the binomial coefficients. Also, there are two factors Γ(1 + z) and

ζ(−z − (j − 1), b) which have a pole at z = −j (j ≥ 1), and it can be seen

that the sum of the residues of those factors is equal to zero. Hence the real

pole is only at z = 1 − u− v, which agrees with our previous conclusion.

Now we estimate

R0,N ((−z, u+ v + z); (b, b + aw−1
1 ), w−1

1 )

=
1

2πi

∫

(c′
N

)

Γ(u+ v + z + z′)Γ(−z′)

Γ(u+ v + z)
ζ(u+ v + z′, b)ζ(−z′, a)w−z′

1 dz′,

where c′N = −<(u+ v)−x−N + ε. Using Stirling’s formula and Lemma 2,

we have

R0,N ((−z, u+ v + z); (b, b + aw−1
1 ), w−1

1 )

(9.12)

� w
<(u+v)+x+N−ε
1 e

π

2
|y+=(u+v)|(|y + =(u+ v)| + 1)−<(u+v)−x+ 1

2
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×

∫ ∞

−∞
exp

{

−
π

2
(|y + y′ + =(u+ v)| + |y′|)

}

× (|y + y′ + =(u+ v)| + 1)−N− 1

2
+ε(|y′| + 1)<(u+v)+x+N− 1

2
−ε

× (|y′ + =(u+ v)| + 1)A(−x−N+ε)dy′,

where y = =z. Since

exp
(

−
π

2
(|y + y′ + =(u+ v)|)

)

(|y + y′ + =(u+ v)| + 1)−N− 1

2
+ε ≤ 1,

the integrand on the right-hand side of (9.12) is bounded uniformly in y.

Hence we obtain

R0,N ((−z, u+ v + z); (b, b + aw−1
1 ), w−1

1 )

(9.13)

= O
(

w
<(u+v)+x+N−ε
1 e

π

2
|y+=(u+v)|(|y + =(u+ v)| + 1)−<(u+v)−x+ 1

2

)

under the condition (9.11), with the implied constant independent of y.

§10. Proof of Theorem 2

In this section we prove the asymptotic expansion for

ζSH,2((u, v);A,W ) when w1 tends to infinity. Our starting point is

the expansion (8.2), which is valid for <(u+ v) > 2, <v > 0.

Let M be a positive integer. We shift the path of integration on the

right-hand side of (8.2) to <z = M−ε. From (8.1) we see that (9.5) holds for

<z ≥ c′, hence we can use the estimate (9.8) in the strip c′ ≤ <z ≤M − ε.

The right-hand side of (9.8) tends to zero when |y| → ∞, hence we may

shift the path as indicated above. Since c′ satisfies (8.1), the only pole

z = 1 − u − v of the function ζ2((−z, u + v + z); (b, b + aw−1
1 ), w−1

1 ) is

irrelavant to this shifting. The residue at z = j (j = 0, 1, 2, . . . ) is

−

(

−v

j

)

(w2 − w1)
jw−u−v−j

1 ζ2((−j, u+ v + j); (b, b + aw−1
1 ), w−1

1 ).

Therefore we obtain

ζSH,2((u, v);A,W )

(10.1)

=
M−1
∑

j=0

(

−v

j

)

(w2 − w1)
jw−u−v−j

1 ζ2((−j, u + v + j); (b, b + aw−1
1 ), w−1

1 )
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+ S∗
M ((u, v);A,W ),

where

S∗
M ((u, v);A,W ) =

1

2πi

∫

(M−ε)

Γ(v + z)Γ(−z)

Γ(v)
(w2 − w1)

z(10.2)

× w−u−v−z
1 ζ2((−z, u+ v + z); (b, b + aw−1

1 ), w−1
1 )dz.

Now we assume N ≥M . Then, if (u, v) ∈ F(M ; ε), we see that

<(u+ v) > 1 −M + ε ≥ 1 −N + ε,

so (9.4) holds. Also (9.5) obviously holds for x = M − ε. Hence we can

apply (9.8) to the right-hand side of (10.2), if (u, v) ∈ F(M ; ε) with u+v /∈

Z≤2, and get the absolute convergence of the integral in this region. The

poles of the integrand are located only at z = −v − l (l = 0, 1, 2, . . . ),

z = l (l = 0, 1, 2, . . . ), and z = 1 − u − v. Hence by (10.2) we find that

S∗
M((u, v);A,W ) can be continued meromorphically to

F∗∗(M ; ε) = {(u, v) ∈ F(M ; ε); u+ v /∈ Z≤2}.

Therefore (10.1) gives the analytic continuation of the function

ζSH,2((u, v);A,W ) to F∗∗(M ; ε).

By using (9.8), we get

S∗
M((u, v);A,W )(10.3)

� (w2 − w1)
M−εw

−<(u+v)−M+ε
1

( N−1
∑

k=−1

w−k
1 + w−N+ε

1

)

� (w2 − w1)
M−εw

−<(u+v)−M+1+ε
1

if (u, v) ∈ F∗∗(M ; ε) and w1 ≥ 1. Also, since (9.5) holds if z = j ≥ 0, we

can substitute (9.3) with z = j into (10.1). The error term S0,N ((−j, u +

v+ j); (b, b+ aw−1
1 ), w−1

1 ) is estimated as O(w−N+ε
1 ) by (9.6), but the term

+ε in the exponent can be removed, similarly to the case of (6.5). The

above arguments now lead to the following

Proposition 4. Let M, N be positive integers satisfying M ≤ N .

Then we have

ζSH,2((u, v);A,W )

(10.4)
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=

M−1
∑

j=0

(

−v

j

)

(w2 −w1)
jw−u−v−j

1

{

−
1

1 − u− v − j
ζ(u+ v − 1, b)w1

+

N−1
∑

k=0

(

−u− v − j

k

)

ζ(u+ v + k, b)ζ(−k, a)w−k
1 +O(w−N

1 )

}

+ S∗
M ((u, v);A,W )

for (u, v) ∈ F∗∗(M ; ε), w1 ≥ 1, and the error term S∗
M((u, v);A,W ) satisfies

the estimate (10.3).

Theorem 2 is the special case u = v of this proposition.

Remark . If we use (6.2) or (6.7) instead of (9.2)(9.3), we can show a
slightly different from of asymptotic expansion.

§11. Proof of Theorem 3

We return to the expression (8.2), which is valid for <(u+v) > 2, <v >

0, and this time we shift the path of integration to the left.

Let M be a positive integer satisfying

(11.1) M > <u− 2 + ε,

and we consider the shifting to <z = cM = −<v −M + ε. The condition

(11.1) assures that cM < c′. If N1 is sufficiently large, then cM > −<(u+

v)−N1 + ε, hence we can use (9.8) with N = N1 in the strip cM ≤ <z ≤ c′

to see that the above shifting is possible. Assume that u is not a positive

integer. The relevant poles are at z = −v − j (j = 0, 1, 2, . . . ,M − 1) with

the residue

−

(

−v

j

)

(w2 − w1)
−v−jw−u+j

1 ζ2((v + j, u− j); (b, b + aw−1
1 ), w−1

1 )

and at z = 1 − u− v with the residue

Γ(1 − u)Γ(u+ v − 1)

Γ(v)
ζ(u+ v − 1, b)(w2 − w1)

1−u−v.

Therefore we obtain

ζSH,2((u, v);A,W )(11.2)
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=
Γ(1 − u)Γ(u+ v − 1)

Γ(v)
ζ(u+ v − 1, b)(w2 − w1)

1−u−v

−

M−1
∑

j=0

(

−v

j

)

(w2 −w1)
−v−jw−u+j

1

× ζ2((v + j, u− j); (b, b + aw−1
1 ), w−1

1 )

+R∗
M ((u, v);A,W ),

where

R∗
M ((u, v);A,W ) =

1

2πi

∫

(cM )

Γ(v + z)Γ(−z)

Γ(v)
(w2 − w1)

z(11.3)

× w−u−v−z
1 ζ2((−z, u+ v + z); (b, b + aw−1

1 ), w−1
1 )dz.

Moreover, similarly to the case of S∗
M ((u, v);A,W ) in the last section, we

can show by using (11.3) and (9.8) (with N = N1, sufficiently large) that

R∗
M ((u, v);A,W ) may be continued to the region

C∗∗(M ; ε) = {(u, v) ∈ C∗(M ; ε); u+ v /∈ Z≤2}.

Therefore (11.2) gives the analytic continuation of ζSH,2((u, v);A,W ) to

C∗∗(M, ε).

Now, let (u, v) ∈ C∗∗(M, ε), and we use the expression (9.10). Let N

be a positive integer such that

(11.4) N > max{<v +M − 1, −<u+M + 1}.

Then x = <z = cM sastisfies (9.11). Moreover we assume that −<v+ε /∈ Z

(hence cM /∈ Z). Then we may substitute (9.10) into (11.3) to obtain

R∗
M ((u, v);A,W ) = PM ((u, v);A,W )(11.5)

+

N−1
∑

k=0

wk
1JM,k((u, v);A,W ) +QM,N ((u, v);A,W ),

where

PM ((u, v);A,W ) =
1

2πi
Γ(u+ v − 1)ζ(u+ v − 1, a)(11.6)

×

∫

(cM )

Γ(v + z)Γ(−z)Γ(1 + z)

Γ(v)Γ(u + v + z)
(w2 − w1)

zw−1−z
1 dz,
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JM,k((u, v);A,W ) =
1

2πi

∫

(cM )

Γ(v + z)Γ(−z)

Γ(v)

(

−u− v − z

k

)

(11.7)

× ζ(−z − k, b)ζ(u+ v + z + k, a)(w2 −w1)
zdz,

and

QM,N((u, v);A,W ) =
1

2πi

∫

(cM )

Γ(v + z)Γ(−z)

Γ(v)

(11.8)

×R0,N ((−z, u+ v + z); (b, b + aw−1
1 ), w−1

1 )(w2 − w1)
zw−u−v−z

1 dz.

Since u+ v /∈ Z≤2, it is clear that

(11.9) PM ((u, v);A,W ) = O((w2 − w1)
−<v−M+εw<v+M−1−ε

1 ).

Also, using (9.13) which is uniform in t, we get

(11.10) QM,N((u, v);A,W ) = O((w2 −w1)
−<v−M+εwN−ε

1 ).

When w1 ≤ 1, (11.10) is absorbed into (11.9) because of (11.4). Hence from

(11.5) we have

R∗
M ((u, v);A,W ) =

N−1
∑

k=0

wk
1JM,k((u, v);A,W )(11.11)

+O((w2 − w1)
−<v−M+εw<v+M−1−ε

1 ).

Lastly, since N satisfies (11.4), we see that (9.11) holds for z = −v − j

(j = 0, 1, 2, . . . ,M − 1). Hence we can apply (9.10) and (9.13) to the terms

ζ2((v+ j, u− j); (b, b+aw−1
1 ), w−1

1 ) on the right-hand side of (11.2), if v+ j

is not a positive integer. The error coming from (9.13) is O(w<u−j+N−ε
1 ),

but the term −ε in the exponent can be removed as before. Therefore,

combining with (11.11), we now complete the proof of the following

Proposition 5. Let M be a positive integer, (u, v) ∈ C∗∗(M ; ε). We

assume that v is not an integer ≥ −M + 2, and −<v+ ε is not an integer.

Let N = N(u, v,M) a positive integer satisfying (11.4). Then we have

ζSH,2((u, v);A,W )(11.12)

=
Γ(1 − u)Γ(u+ v − 1)

Γ(v)
ζ(u+ v − 1, b)(w2 − w1)

1−u−v
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−

M−1
∑

j=0

(

−v

j

)

(w2 −w1)
−v−jw−u+j

1

×

{

Γ(1 − v − j)Γ(u+ v − 1)

Γ(u− j)
ζ(u+ v − 1, a)wu+v−1

1

+
N−1
∑

k=0

(

−u+ j

k

)

ζ(v + j − k, b)ζ(u − j + k, a)wu−j+k
1

+O(w<u−j+N
1 )

}

+
N−1
∑

k=0

wk
1JM,k((u, v);A,W )

+O((w2 − w1)
−<v−M+εw<v+M−1−ε

1 )

for 0 < w1 ≤ 1.

In particular, putting u = v, we obtain the assertion of Theorem 3.

Similarly to the remark at the end of the last section, we can prove a

slightly different formula if we use (3.8) instead of (9.9)(9.10).

At several places on the right-hand side of (10.4) and (11.12), there

appear powers of w2 − w1. We have only assumed w2 > w1, hence various

cases are possible on the behaviour of w2 −w1. If w2 is not so much larger

than w1, for instance if w2 = Cw1 with a constant C > 1, then we can

replace (w2−w1)
zw−u−v−z

1 on the right-hand side of (8.2) by (C−1)zw−u−v
1 ,

and simply substitute this into (9.3) or (9.10) to obtain the nice asymptotic

expansion. If w2 is much larger than w1, then the formula

(w2 − w1)
c = wc

2

{

1 +

∞
∑

j=1

(w1

w2

)j
}c

is useful.

The behaviour of the integral JM,k((u, v);A,W ) with respect to w2−w1

can be easily seen by using the shifting argument again. Here we assume

u /∈ Z, v /∈ Z. Then all the relevant poles are simple. Let L be a positive

integer. If w2−w1 is large, then we shift the path to <z = cM −L to obtain

JM,k((u, v);A,W )

(11.13)
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=

M+L−1
∑

l=M

(

−v

l

)(

−u+ l

k

)

ζ(v + l − k, b)ζ(u− l + k, a)(w2 − w1)
−v−l

− δ1(k)
k!Γ(v − k − 1)

Γ(v)

(

1 − u− v − k

k

)

ζ(u+ v − 1, a)(w2 − w1)
−1−k

+O((w2 − w1)
−<v−M−L+ε),

where δ1(k) = 1 if

<v +M − 1 − ε < k < <v +M + L− 1 − ε,

and = 0 if not. If w2 −w1 is small, then we shift the path to <z = L− ε to

obtain

JM,k((u, v);A,W )

(11.14)

= −
M−1
∑

l=0

(

−v

l

)(

−u+ l

k

)

ζ(v + l − k, b)ζ(u− l + k, a)(w2 − w1)
−v−l

+

L−1
∑

l=0

(

−v

l

)(

−u− v − l

k

)

ζ(−l− k, b)ζ(u+ v + l + k, a)(w2 − w1)
l

− δ0
Γ(1 − u)Γ(u+ v − 1)

Γ(v)
ζ(u+ v − 1, b)(w2 −w1)

1−u−v

+ δ2(k)
k!Γ(v − k − 1)

Γ(v)

(

1 − u− v + k

k

)

ζ(u+ v − 1, a)(w2 − w1)
−1−k

+O((w2 − w1)
L−ε),

where δ0 = 1 or 0 according as k = 0 or not, and δ2(k) = 1 or 0 according

as k < <v +M − 1 − ε or not.

In many cases, these asymptotic expansion formulas (11.13) and (11.14)

provide sufficient information on the behaviour of JM,k((u, v);A,W ).

§12. The analytic continuation of generalized Euler-Zagier
sums

In this final section we prove Theorem 4 for the generalized Euler-Zagier

sum (1.20), that is

ζn((v1, . . . , vn); (α1, . . . , αn), (1, . . . , 1))
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=

∞
∑

m1=0

· · ·

∞
∑

mn=0

(α1 +m1)
−v1(α2 +m1 +m2)

−v2

× · · · × (αn +m1 +m2 + · · · +mn)−vn .

After the paper [23] of Zagier, the Euler-Zagier sum (1.21) has been

investigated extensively, but the study of analytic continuation of (1.21)

has begun very recently except for the case n = 2.

When n = 2, the sums (1.20) and (1.21) are reduced to

ζ2((u, v); (α, β), 1) and ζ2((u, v); (1, 2), 1), respectively. The analytic con-

tinuation of the latter was already done by Atkinson [4]. The contin-

uation of ζ2((u, v); (α, α), 1) was included in Katsurada and Matsumoto

[11]. Katsurada [9] studied some properties of ζ2((u, v); (α, β), 1) (actually

a more generalized one including exponential factors) by his method of using

Mellin-Barnes type of integrals, in the domain of absolute convergence.

On the other hand, for general n-variable case, the first work concerning

analytic continuation is Arakawa and Kaneko [3], who treated the contin-

uation with respect to vn. Next, by using the Euler-Maclaurin summation

formula, Akiyama, Egami and Tanigawa [1] proved that (1.21) can be con-

tinued to Cn as a function of n-variables v1, . . . , vn. Zhao [24] independently

proved the same fact by a quite different method. Then, using the same

technique as in [1], Akiyama and Ishikawa [2] has shown the continuation

of (1.20), as mentioned in Section 1.

Now we prove the following proposition, which obviously includes the

assertion of Theorem 4.
Proposition 6. If α1 < α2 < · · · < αn, then the n-variable multi-

ple series ζn((v1, . . . , vn); (α1, . . . , αn)), defined by (1.20), can be continued

meromorphically to the whole Cn-space. In particular, the function

(12.1) ζn((v1, . . . , vn−1, vn + z); (α1, . . . , αn)),

as a function in z, has the following properties:

(i) The only possible poles of (12.1) are at 1 − vn, 2 − (vn−1 + vn) −
k, 3 − (vn−2 + vn−1 + vn) − k, . . . , n− (v1 + v2 + · · · + vn) − k, where k is

any non-negative integer.

(ii) Except for the above poles, the estimate

ζn((v1, . . . , vn−1, vn + z); (α1, . . . , αn))(12.2)

= O
(

exp
{π

2
(n− 1)ε|y + =vn|

}

(|y + =vn| + 1)B(n,x+<vn)
)
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holds for any ε > 0, where x = <z, B(1, x) = A(x) (which is defined in the

statement of Lemma 2) and B(n, x) = −x+ (1/2) for n ≥ 2.

Proof. We prove this proposition by induction. When n = 1,
ζ1(v1 + z;α1) is nothing but the Hurwitz zeta-function ζ(v1 + z;α1), hence
all the assertions are well-known (cf. Lemma 2). Now we assume that the
proposition is true for ζn−1 (n ≥ 2). Since αn−1 < αn, we may put v = vn

and

λ =
αn − αn−1 +mn

αn−1 +m1 +m2 + · · · +mn−1

in (2.2) for any mn ≥ 0. We obtain

Γ(vn)(αn−1 +m1 +m2 + · · · +mn−1)
vn(αn +m1 +m2 + · · · +mn)−vn

=
1

2πi

∫

(c)
Γ(vn + z′)Γ(−z′)

( αn − αn−1 +mn

αn−1 +m1 +m2 + · · · +mn−1

)z′

dz′,

hence

ζn((v1, . . . , vn); (α1, . . . , αn))

(12.3)

=
1

2πi

∫

(c)

Γ(vn + z′)Γ(−z′)

Γ(vn)

∞
∑

m1,...,mn−1=0

(α1 +m1)
−v1

× · · · × (αn−2 +m1 +m2 + · · · +mn−2)
−vn−2

× (αn−1 +m1 +m2 + · · · +mn−1)
−vn−1−vn−z′

×

∞
∑

mn=0

(αn − αn−1 +mn)z
′

dz′

=
1

2πi

∫

(c)

Γ(vn + z′)Γ(−z′)

Γ(vn)
ζ(−z′, αn − αn−1)

× ζn−1((v1, . . . , vn−2, vn−1 + vn + z′); (α1, . . . , αn−1))dz
′

if <vj > 1 (1 ≤ j ≤ n), where c satisfies

(12.4) max{1 −<(vn−1 + vn),−<vn} < c < −1.

Let M be a positive integer, and we shift the path of integration on
the right-hand side of (12.3) to <z ′ = M − ε. This shifting is possible
because (12.2) holds for ζn−1 by the assumption (ii) of induction. We
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denote by Pn(v1, . . . , vn) the set of all points listed in the assertion (i) of
the proposition. Then, the set of all possible poles of the integrand on the
right-hand side of (12.3), as a function in z ′, can be written as

(12.5) Pn−1(v1, . . . , vn−2, vn−1 + vn) ∪Q1(vn) ∪ {−1, 0, 1, 2, . . . }

by the induction assumption (i), where

Q1(vn) = {z′ = −vn − j | j = 0, 1, 2, . . . }.

Besides (12.4), we may further assume

(12.6) k −<(vn−k + vn−k+1 + · · · + vn) < c (2 ≤ k ≤ n− 1),

because now <vj > 1 (1 ≤ j ≤ n). Then all the poles in

Pn−1(v1, . . . , vn−2, vn−1 + vn) ∪Q1(vn)

are located on the left of the path <z ′ = c. Hence, when we shift the
path as indicated above, the relevant poles are at z ′ = −1 coming from
ζ(−z′, αn − αn−1) and z′ = j (0 ≤ j ≤ M − 1) coming from Γ(−z ′).
Counting the residues of those poles, we obtain

ζn((v1, . . . , vn); (α1, . . . , αn))

(12.7)

=
1

vn − 1
ζn−1((v1, . . . , vn−2, vn−1 + vn − 1); (α1, . . . , αn−1))

+

M−1
∑

j=0

(

−vn

j

)

ζ(−j, αn − αn−1)

× ζn−1((v1, . . . , vn−2, vn−1 + vn + j); (α1, . . . , αn−1))

+ Sn,M((v1, . . . , vn); (α1, . . . , αn)),

where

Sn,M((v1, . . . , vn); (α1, . . . , αn))

(12.8)

=
1

2πi

∫

(M−ε)

Γ(vn + z′)Γ(−z′)

Γ(vn)
ζ(−z′, αn − αn−1)
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× ζn−1((v1, . . . , vn−2, vn−1 + vn + z′); (α1, . . . , αn−1))dz
′.

Since the set of all poles of the integrand on the right-hand side of (12.8)
is the same as (12.5), we find that Sn,M can be continued holomorphically
to the region Gn(M ; ε), which consists of all (v1, . . . , vn) satisfying

(12.9) <(vn−k + vn−k+1 + · · · + vn) > k −M + ε

for all k = 0, 1, 2, . . . , n − 1. Since M is arbitrary, this implies, via (12.7),
the analytic continuation of ζn((v1, . . . , vn); (α1, . . . , αn)) to the whole Cn.

The remaining task is to prove the assertions (i) and (ii) for the function
ζn((v1, . . . , vn−1, vn + z); (α1, . . . , αn)). From (12.7) we have

ζn((v1, . . . , vn−1, vn + z); (α1, . . . , αn))

(12.10)

=
1

vn + z − 1
ζn−1((v1, . . . , vn−2, vn−1 + vn + z − 1); (α1, . . . , αn−1))

+

M−1
∑

j=0

(

−vn − z

j

)

ζ(−j, αn − αn−1)

× ζn−1((v1, . . . , vn−2, vn−1 + vn + z + j); (α1, . . . , αn−1))

+ Sn,M((v1, . . . , vn−1, vn + z); (α1, . . . , αn)),

which is valid for

(12.11) <s > max
0≤k≤n−1

{k −M −<(vn−k + vn−k+1 + · · · + vn) + ε}.

Since Sn,M((v1, . . . , vn−1, vn + z); (α1, . . . , αn)) is holomorphic in z in the
region (12.11), the set of all poles of the right-hand side of (12.10) is

{1 − vn} ∪
⋃

−1≤j≤M−1

Pn−1(v1, . . . , vn−2, vn−1 + vn + j).

Applying the induction assumption (i) we find that the above set coincides
with

Pn(v1, . . . , vn) \ {2 − (vn−1 + vn) − k | k = M + 1,M + 2, . . . },

which tends to Pn(v1, . . . , vn) itself when M → ∞. Hence the assertion (i)
is proved.
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Next, let z be complex, satisfying (12.11), and z /∈ Pn(v1, . . . , vn). Ap-
plying the induction assumption (ii) and Stirling’s formula to (12.8) (with
replacing vn by vn + z), we get

Sn,M((v1, . . . , vn−1, vn + z); (α1, . . . , αn))

(12.12)

� e
π

2
|y+=vn|(|y + =vn| + 1)−x−<vn+ 1

2

×

∫ ∞

−∞
exp

{π

2

(

(n− 2)ε|y + y′ + =(vn−1 + vn)|

− |y + y′ + =vn| − |y′|
)

}

× (|y + y′ + =vn| + 1)x+M+<vn−
1

2
−ε

× (|y + y′ + =(vn−1 + vn)| + 1)B(n−1,x+M+<(vn−1+vn)−ε)dy′,

where x = <z and y = =z. Putting y + y′ = η, and noting

exp
{

−
π

2
(|η + =vn| + |η − y|)

}

= exp
{

−
π

2
(1 − (n− 1)ε)(|η + =vn| + |η − y|)

}

× exp
{

−
π

2
(n− 1)ε(|η + =vn| + |η − y|)

}

≤ exp
{

−
π

2
(1 − (n− 1)ε)|y + =vn|

}

exp
{

−
π

2
(n− 1)ε|η + =vn|

}

(here we have used |η + =vn| + |η − y| ≥ |y + =vn| for the first factor, and
exp(−(π/2)(n − 1)ε|η − y|) ≤ 1 for the second factor), and

exp
{π

2
(n− 2)ε|η + =(vn−1 + vn)|

}

≤ exp
{π

2
(n− 2)ε(|η + =vn| + |=vn−1|)

}

� exp
{π

2
(n− 2)ε|η + =vn|

}

,

we obtain that the integral on the right-hand side of (12.12) is

� e−
π

2
(1−(n−1)ε)|y+=vn |

∫ ∞

−∞
e−

π

2
ε|η+=vn|

× (|η| + 1)x+M+<vn−
1

2
+B(n−1,x+M+<(vn−1+vn)−ε)−εdη

� e−
π

2
(1−(n−1)ε)|y+=vn |
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uniformly in y. Hence from (12.12) we have

Sn,M((v1, . . . , vn−1, vn + z); (α1, . . . , αn))(12.13)

� e
π

2
(n−1)ε|y+=vn|(|y + =vn| + 1)−x−<vn+ 1

2 .

We substitute this estimate into (12.10). The factors

ζn−1((v1, . . . , vn−2, vn−1 + vn + z + j); (α1, . . . , αn−1)) (−1 ≤ j ≤M − 1)

on the right-hand side of (12.10) can be estimated by the induction assump-
tion (ii); since

Pn−1(v1, . . . , vn−2, vn−1 + vn + j) ⊂ Pn(v1, . . . , vn),

we can use (12.2) here. We obtain the desired estimate for

ζn((v1, . . . , vn−1, vn + z); (α1, . . . , αn))

in the region (12.11). Since M is arbitrary, we now complete the proof of
the assertion (ii), hence Proposition 6.

Concluding remarks. (August 2002) The contents of this paper were al-
ready reported in the author’s talk at the Kyoto Conference on analytic
number theory (RIMS Kyoto Univ., Nov/Dec 1999). After the submission
of this paper, many new results were proved in this direction of research.
We mention some of them, which will clarify the initial motivation of this
paper as well as the connection with number theory, and will give some
prospect of further developments and remaining problems.

In [14] [15], we discussed the asymptotic behaviour of double gamma-
functions by a different method, and as an application, we proved a formula
on the special value at s = 1 of certain Hecke L-functions attached to
real quadratic fields. The method of the present paper supplies a simpler
treatment on this matter. After the statement of Corollary 2, we mentioned
“a forthcoming article”, which was already published ([26]). In [26] we
prove Corollary 2 (of the present paper) and some related results, including
a formula on the special value at s = 1 of certain zeta-functions, related to
real quadratic fields, also introduced by Hecke. The asymptotic expansions
of double zeta-functions (Theorem 1) are the basis of all of those results.
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By generalizing the method in Section 12 of the present paper, asymp-
totic expansions of more general multiple zeta-functions were already dis-
cussed in [29] [30], and from which it is probably possible to deduce some
formula on special values of zeta-functions related to general totally real
number fields. Similar information can also be obtained by the asymp-
totic behaviour of Shintani multiple zeta-functions, which will be proved by
generalizing Theorems 2 and 3 in the present paper.

Other applications of (some modifications of) the method and the re-
sults of the present paper can be found in [25] and [33]. In [25], asymptotic
expansion formulas for (any positive even) power discrete mean values of
Hurwitz zeta-functions have been proved; before this work, only the case
of the mean square had been known. In [33], a simple proof of the explicit
formula of the determinant of the Laplacian of high-dimensional spheres
has been shown in a generalized form.

Multiple L-functions, defined by twisting (1.20) by Dirichlet charac-
ters, were studied by [2]. As an application, H. Ishikawa obtained certain
estimates of multiple character sums. More general L-functions twisted by,
for example, Fourier coefficients of modular forms can also be considered.
The first step of this direction was already carried out by [32]. Then, anal-
ogously to Ishikawa’s work, estimates on certain multiple sums of Fourier
coefficients will be obtained.

The method of the present paper can be applied to other types of
multiple zeta-functions, such as the Mordell-Tornheim type or the Apostol-
Vu type ([27]). Indeed, by the method of using Mellin-Barnes integrals,
we can give a unified viewpoint of a large family of multiple zeta-functions
([31]).

Finally, our argument of the analytic continuation might be important
when one considers possible functional equations of multiple zeta-functions.
The importance of arithmetic properties of the values of multiple zeta-
functions at positive integer arguments is now well known; therefore func-
tional equations, if exist, will be very interesting. So far a kind of functional
equation has been shown only in the double zeta case ([28]), and so it is
highly desirable to study the more general case.
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