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Abstract

This article focuses on the G7’s Hiroshima AI Process (HAIP) and its flagship document, the Hiroshima
Code of Conduct, as pivotal elements in shaping global artificial intelligence (AI) governance. By con-
ducting a comprehensive analysis of Al regulations in G7 member states, the article demonstrates a high
degree of interoperability between these national frameworks and the Code of Conduct’s principles. The
article proposes concrete steps to translate these principles into actionable policies at the G7 level and
develops strategic adjustments to incorporate them into national standards. The article then proposes
enhancements to the Code of Conduct, including the development of a common AI governance vocabulary,
robust risk management frameworks, life cycle standards harmonization, effective stakeholder engagement
mechanisms, specific redress mechanisms for AI harms and guidelines for government AI use to ensure
democratic principles and human rights are upheld. Ultimately, this research aims to strengthen the G7’s
role in leading a global Al landscape characterized by the rule of law, democracy, and human rights.
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1. Introduction

On May 2, 2024, Japanese Prime Minister Kishida Fumio announced the launch of the “Hiroshima
AT Process Friends Group” at the Meeting of the Council at Ministerial Level of the Organisation for
Economic Co-operation and Development (OECD)."! This initiative, supported by 49 countries and
regions — primarily OECD members - aims to foster international cooperation for ensuring global
access to safe, secure, and trustworthy generative artificial intelligence (AI).2

The Hiroshima AI Process Friends Group has supported the implementation of interna-
tional guidelines as stipulated in the Hiroshima AI Process Comprehensive Policy Framework

"Hiroshima AI Process, Supporters, Member countries of the Hiroshima AI Process Friends Group (in alphabetical order),
Ministry of Internal Affairs and Communications (June 2024), https://www.soumu.go.jp/hiroshimaaiprocess/en/supporters.
html; Ministry of Foreign Affairs of Japan, Prime Minister Kishida’s attendance at the Side Event on Generative Al at the OECD
Ministerial Council Meeting, (May 2, 2024), https://www.mofa.go.jp/ecm/ec/pageite_000001_00332.html; Japan’s Kishida
unveils a framework for global regulation of generative Al, Associated Press (May 3, 2024) https://apnews.com/article/oecd-
ai-japan-kishida-artificial-intelligence-023ac08e04db5a2109cf35f8b8c9b102.

Id.
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(Comprehensive Framework).’ Endorsed by the G7 Digital and Tech Ministers on December 1, 2023,
the Comprehensive Framework represents the first policy package agreed upon by the democratic
leaders of the G7 to effectively steward the principles of human-centered Al design, safeguard indi-
vidual rights, and enhance trust-based systems throughout the AI lifecycle. This milestone sends
a promising signal of international alignment on the responsible development of AL* Notably,
the Hiroshima Process International Code of Conduct for Organizations Developing Advanced Al
Systems (HCOC),’ established as an integral part of the Comprehensive Framework, builds upon and
aligns closely with existing policies across G7 members.®

The G7 has emphasized that the principles are living documents,” providing them with significant
potential yet to be realized, as well as remarkable questions lying ahead: How does the Hiroshima
AT Process (HAIP) contribute to achieving interoperability of international rules on advanced Al
models? How can it add value beyond other international collaborations on AI governance?® How
can the G7, as a democratic referent, leverage its position as a leading advocate for responsible Al to
encourage broader adoption of its governance principles, even in regions with differing political or
cultural contexts?

To answer these questions, this article (1) provides a brief overview of the history of Al gover-
nance and relevant instances of international cooperation; (2) analyzes the structure and content of
the HAIP, with specific focus on the HCOG; (3) examines how the HCOC fits into the international
tapestry of Al governance, particularly within the context of G7 nations, and how it can foster regu-
latory interoperability on advanced Al systems; and (4) identifies and discusses prospective areas of
focus for the future development of the HCOC.

2. Al governance: A historical overview and international initiatives
2.1 Ashort history of Al governance

Following the deep-learning breakthroughs of the early 2010s, Al adoption surged across a myriad of
industries and sectors (Brynjolfsson & McAfee, 2014; LeCun et al., 2015; Bharadiya et al., 2023). This
rapid integration process brought to light a multitude of potential risks associated with deploying
AL From fatal accidents involving autonomous vehicles’ to discriminatory hiring practices by Al
algorithms (Andrews & Bucher, 2022), the real-world consequences of Al development have become

*The Comprehensive Framework consists of four elements: (i) The OECD’s Report toward a G7 Common Understanding
on Generative Al; (ii) the International Guiding Principles for All Al Actors and for Organizations Developing Advanced
Al Systems; (iii) the International Code of Conduct for Organizations Developing Advanced Al Systems; and (iv) Project-
based cooperation. See generally discussion infra Section 2(i). See also Table 2; The Group of Seven (“G7”), “Hiroshima Al
Process G7 Digital & Tech Ministers™ Statement (Dec. 1, 2023),” Available at: https://www.soumu.go.jp/hiroshimaaiprocess/
pdf/document02_en.pdf (“G7 Ministers’ Statement”).

“Id.

°G7, “Hiroshima Process International Code of Conduct for Organizations Developing Advanced Al Systems” (Oct. 30,
2023). Available at: https://www.mofa.go.jp/files/100573473.pdf.

“See discussion infra Section 3(i). See also Annex.

’See G7 Ministers’ Statement, at II(3), III(5).

®AI Safety Summit, “The Bletchley Declaration;,” (Nov. 1, 2023). Available at: www.gov.uk/government/publications/ai-
safety-summit-2023-the-bletchley-declaration/the-bletchley-declaration-by-countries-attending-the-ai-safety-summit-1-2-
november-2023 (“The Bletchley Declaration”); “Seoul Ministerial Statement for advancing Al safety, innovation and inclu-
sivity: AI Seoul Summit 2024, (May 22, 2024). Available at: https://www.gov.uk/government/publications/seoul-ministerial-
statement-for-advancing-ai-safety-innovation-and-inclusivity-ai-seoul-summit-2024.

°See United States Department of Transportation National Highway Traffic Safety Administration, “Summary Report:
Standing General Order on Crash Reporting for Automated Driving Systems,” (Jun. 2022). Available at: www.nhtsa.gov/sites/
nhtsa.gov/files/2022-06/ ADS-SGO-Report-June-2022.pdf; E Siddiqui and J. Merrill, “17 fatalities, 736 crashes: The shocking
toll of Tesla’s Autopilot,” (Jun. 10, 2023) THE WASHINGTON PosT. Available at: https://www.washingtonpost.com/technology/
2023/06/10/tesla-autopilot-crashes-elon-musk/; Associated Press, “Cruise recalls all self-driving cars after grisly accident and
California ban,” (2023) The Guardian. Available at: https://www.theguardian.com/technology/2023/nov/08/cruise-recall-self-
driving-cars-gm.
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increasingly evident. Furthermore, the manipulation of financial markets by algorithmic trading and
the spread of misinformation on social media platforms (Ferrara, 2024) highlight the broader societal
concerns surrounding the technology’s integration across sectors.

Fueled by growing awareness of AI risks in the mid-and-late 2010s, national governments
(including G7 members), international organizations, tech companies and nonprofits launched a
wave of policy and principle publications. Prominent examples include the “Ethics Guidelines for
Trustworthy AI” by the European Union (EU) in 2019," the “Recommendation of the Council
on Artificial Intelligence” by the OECD in 2019 (updated in 2024)," and the “Recommendation
on the Ethics of Artificial Intelligence” by the United Nations Educational, Scientific and Cultural
Organization (UNESCO) in 2021."* These publications emphasized pairing Al development with
core values such as human rights, democracy and sustainability as well as key principles including
fairness, privacy, safety, security, transparency and accountability.

While fundamental values and Al principles provide a crucial foundation to Al governance, trans-
lating them into implementable standards for AI systems remains a challenge, and addressing this
challenge requires concrete and material guidance. Various initiatives have been undertaken at dif-
ferent levels to bridge this gap. At the national level, examples include the “AI Risk Management
Framework”” (RMF) published by the National Institute of Standards and Technology (NIST) in
the United States in January 2023, and Japan’s “AI Guidelines for Business” published by several min-
istries in April 2024.'* On a supranational scale, leading examples include the 2023 Al Safety Summit’s
“Emerging Processes for Frontier Al Safety”"® and the G7’s HCOC - the latter being the focus of
this article. Additionally, nongovernmental organizations such as the International Organization for
Standardization (ISO) have contributed by issuing international standards on Al governance. The
“Al Management System Standard ISO/IEC 42001”'¢ was published in December 2023, specifying
Al management system requirements. Another notable contribution to the risk management and
stakeholder engagement field is the “Human Rights, Democracy, and the Rule of Law Assurance
Framework for AI Systems” (HUDERAF), proposed by the Alan Turing Institute to the Council of
Europe’s Ad Hoc Committee on Artificial Intelligence (Leslie et al., 2022). Collectively, these diverse
approaches underscore the ongoing efforts to transform abstract Al principles into a practical and
implementable reality.

Despite this common direction, many published guidelines and principles for responsible Al
development lack legally binding force, making them examples of “soft law.” While compliance with
these documents helps companies with risk prevention strategies and forward-looking accountability
measures, there are no guarantees or enforceability measures to ensure adherence to these standards.
Thus, to advance stronger commitment to Al governance - in particular, addressing Al systems

"European Commission, “Ethics guidelines for trustworthy AL’ (Apr. 8, 2019). Available at: https://digital-strategy.ec.
europa.eu/en/library/ethics-guidelines-trustworthy-ai.

"' OECD, “Recommendation of the Council on Artificial Intelligence;” (May 3, 2024). Available at: https://legalinstruments.
oecd.org/en/instruments/ OECD-LEGAL-0449.

2UNESCO, “Recommendation on the Ethics of Artificial Intelligence,” (Nov. 23,2021). Available at: https://unesdoc.unesco.
org/ark:/48223/ptf0000381137.

BUnited States Department of Commerce (USDoC), National Institute of Standards and Technology (NIST), “Artificial
Intelligence Risk Management Framework (AT RMF 1.0),” (Jan. 2023). Available at: https://nvlpubs.nist.gov/nistpubs/ai/NIST.
AL100-1.pdf.

"Japan Ministry of Internal Affairs and Communications, Ministry of Economy, Trade and Industry, “Al Guidelines for
Business Ver1.0” (Apr. 19, 2024) (‘Japan Guidelines for Business’ or ‘Al Guidelines for Business’). Available at: www.meti.go.
jp/shingikai/mono_info_service/ai_shakai_jisso/pdf/20240419_9.pdf.

“Government of the United Kingdom (“UK”) Department for Science, Innovation & Technology, “Emerging Processes
for Frontier AI Safety;” (Oct. 2023). Available at: https://assets.publishing.service.gov.uk/media/653aabbd80884d000df71bdc/
emerging-processes-frontier-ai-safety.pdf.

"Joint Technical Committee International Organization for Standardization, International Electrotechnical Commission,
“Information technology - Artificial intelligence — Management system: ISO/IEC 42001,” (Dec. 2023). Available at: https://
www.iso.org/standard/81230.html.
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that pose high risks - there has been active movement to introduce regulations with legally bind-
ing force. For instance, the European Commission introduced the draft AI Actin 2021 (subsequently
published in the Official Journal of the European Union on July 12, 2024)," focusing most of its com-
pliance requirements on high-risk systems and even banning certain systems when the risks they
present are deemed unacceptable.'® Similarly, in 2022, Canada presented a legislative proposal, the
Artificial Intelligence and Data Act'® (AIDA), which focuses on establishing compliance require-
ments for high-impact Al applications. The United States has also seen a surge in legislative activity
targeted at AL As of August, 2024, over 105 draft bills have been introduced addressing AL over 35
of which specifically target risk mitigation in AI applications.

The 2023 boom in foundation models presents a new layer of complexity to the already challenging
landscape of AI governance. While conventional AT has faced issues such as limited explainability,
diverse stakeholders and rapid evolution, foundation models expand the scope and reach of these
challenges (Bommasani et al., 2021).*! The application of these systems in countless contexts and
their ease of operation create an even more intricate risk environment. As a result, there has been
a surge in global efforts to establish rules and foster international cooperation around foundation
models. The EU AI Act,”* for example, has incorporated provisions specifically related to “general-
purpose AI” systems.” Japan’s Liberal Democratic Party proposed the concept note for the Basic Law
for the Promotion of Responsible Al in February 2024,** which targets advanced foundational Al
models with significant societal impact. Similarly, the Chinese government implemented the Interim
Measures for the Administration of Generative Artificial Intelligence Services” in August 2023, estab-
lishing specific requirements for models with “public opinion properties or the capacity for social
mobilization”?® Figure 1 shows the overall structure of Al governance and key documents related to
each layer of governance.

The brief history of AI governance is characterized by a complex and multidimensional balancing
act between innovation and regulation, rapidly advancing technology, and the integration of mul-
tivector interests — encompassing the technology industry, the general public and regulators. While
these groups may have differing priorities, there is also growing recognition of the need for collabora-
tion. Responses to Al risks have evolved: Nations and international bodies initially relied on soft-law
principles and public—private collaborative efforts, whereas the current momentum is toward bind-
ing legislative action, with specific measures addressing advanced Al. Another crucial distinction
is the regulatory scope, which can be generally categorized as comprehensive or sectorial. While

"See European Parliament legislative resolution of 13 March 2024 on the proposal for a regulation of the European
Parliament and of the Council on laying down harmonized rules on Artificial Intelligence (Artificial Intelligence Act) and
amending certain Union Legislative Acts (COM(2021)0206 — C9-0146/2021 - 2021/0106(COD)) (“EU AI Act” or “Al Act”).
Available at: https://www.europarl.europa.eu/doceo/document/TA-9-2024-0138_EN.pdf.

"®See EU Al Act at Chapter II.

Government of Canada, “The Artificial Intelligence and Data Act (AIDA) - Companion document;” (2023). Available
at: https://ised-isde.canada.ca/site/innovation-better-canada/en/artificial-intelligence-and-data-act-aida-companion-docum
ent.

®American Action Forum, “Al Legislation Tracker, (last accessed Aug. 10, 2024). Available at: https://www.
americanactionforum.org/list-of-proposed-ai-bills-table/ (‘AAF AI Legislation Tracker”).

*!See generally discussion supra Section 1. See also Schneider et al. (2024) and Myers et al. (2024)

*See EU Al Act.

*European Commission, “Artificial Intelligence Act;” (Mar. 13, 2024). Available at: https://www.europarl.europa.eu/doceo/
document/TA-9-2024-0138_EN.pdf. (Regulation - EU - 2024/1689 - EN - EUR-Lex.)

*Liberal Democratic Party of Japan, “Basic Law for the Promotion of Responsible AI,” (Feb. 2024). Available at: https://
note.com/api/v2/attachments/download/006badee3e4d847b3a0c92358b2de63a.

»Cyberspace Administration of China, National Development and Reform Commission, Ministry of Education, Ministry
of Science and Technology, Ministry of Industry and Information Technology, Ministry of Public Security, and State
Administration of Radio, “Interim Measures for the Management of Generative Artificial Intelligence Services,” (Jul. 2023).
Available at: www.cac.gov.cn/2023-07/13/c_1690898327029107.html.

*1d.
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Figure 1. Overall structure of Al governance and key documents related to each layer.

the EU’s Al Act and Canada’s proposed AIDA encompass regulations that span across industries,
Japan, the United Kingdom (UK) and the United States have indicated a policy direction that con-
siders industry-specific Al regulations or focuses on powerful foundational models. Nonetheless,
the regulatory emphasis in all of these instances is primarily on high-risk AI, aiming to strike an
appropriate stability between fostering technological development and ensuring safety. G7 democ-
racies, in particular, find common ground in core principles such as human rights and democratic
values, grounding them in transparency, explainability and bias prevention and forming a common
foundation for responsible Al development.”

2.2 Advancing international collaboration

This following subsection first (1) provides an overview of key international AI governance initiatives,
including significant documents and declarations such as the G7’s HAIP Comprehensive Framework,
the Bletchley Declaration, the UN’s “Governing Al for Humanity” report, and the Council of Europe’s
Al Treaty. These documents highlight various efforts to establish global standards and frameworks for
AT governance. Subsequently, (2) the discussion will examine the pivotal role of the G7’s framework
in shaping global Al governance. The G7’s role in global Al policies is underscored by its active partic-
ipation in major international initiatives and its significant economic, regulatory, and technological
impact.

2.2.1 Key international Al initiatives

As countries make progress with AI rulemaking within their borders, international cooperation is
also advancing.”® The G7 is one of the most impactful forums for such international coordination.
During the May 2023 summit, G7 leaders committed to establishing the HAIP by the end of the year

7See discussion infra Section 1(ii).
#See discussion supra Section 1(i).
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Table 1. Elements of the Hiroshima Process International Guiding Principles

Risk Management and Governance Stakeholder Engagement Ethical and Societal Considerations
1. Risk identification and mitigation 3. Transparency and 8. Research prioritization for societal
2. Vulnerability and misuse accountability safety

management after deployment 4. Responsible information 9. Al for global challenges

5. Governance and risk management sharing 10. Development of international

6. Security investments 12. Trustworthy and technical standards

7. Content authentication responsible use of

11. Data quality, personal data and advanced Al (not included

intellectual property protection in the HCOC)

Note: The numerals listed for each item correspond to the articles assigned in the HIGP and HCOC. The authors devised the abbreviations for
the principles and their categorization.

to foster collaborative policy development on generative AL.** Within 6 months, the G7 digital and
tech ministers had delivered the Comprehensive Framework.*® This framework prioritizes proac-
tive risk management and governance, transparency and accountability across the Al life cycle.!
Additionally, it emphasizes anchoring AI development in human rights and democratic values while
fostering the use of advanced Al for tackling global challenges such as climate change, health care, and
education.”

In November 2023, the AI Safety Summit held in the UK produced the “Bletchley Declaration,’
a significant milestone in international AI collaboration.”® The declaration addresses crucial
aspects of Al governance, such as the protection of human rights, transparency, explainabil-
ity, fairness, accountability, human oversight, bias mitigation, and privacy and data protection.*
Additionally, it highlights the risks associated with manipulating or generating deceptive con-
tent.”> Endorsed by 29 countries and regions, the signatories encompass not only G7 and OECD
nations but also partners from the Middle East, Africa, South America, Asia, and, notably,
China.*® A second AI Safety Summit was held in Seoul in May 2024, which reiterated the

*OECD, “G7 Hiroshima Process on Generative Artificial Intelligence (Al): Towards a G7 Common Understanding on
Generative Al (Sept. 7, 2023) OECD Publishing, at 6. Available at: https://doi.org/10.1787/bf3c0c60-en; The Government of
Japan, “The Hiroshima AI Process: Leading the Global Challenge to Shape Inclusive Governance for Generative AI” (Feb. 9,
2024) Kizuna. Available at: https://www.japan.go.jp/kizuna/2024/02/hiroshima_ai_process.html.

**The Comprehensive Framework consists of four elements: (i) The OECD’s Report toward a G7 Common Understanding
on Generative A (ii) the International Guiding Principles for All AT Actors and for Organizations Developing Advanced Al
Systems; (iii) the International Code of Conduct for Organizations Developing Advanced Al Systems; and (iv) Project-based
cooperation. See generally discussion infra Section 2(i). See also Table 1; The Group of Seven (“G7”), “Hiroshima Process
International Code of Conduct for Organizations Developing Advanced AI Systems,” (Oct. 30, 2023). Available at: https://
www.mofa.go.jp/files/100573473.pdf.

*'1d. See also G7 (Oct. 30, 2023), “Hiroshima Process International Code of Conduct for Organizations Developing
Advanced Al Systems” at arts. 1-7, 11.

32Gee sources cited supra note 30. See also G7 (Oct. 30, 2023), “Hiroshima Process International Code of Conduct for
Organizations Developing Advanced AI Systems” at arts. 8-10.

»See Al Safety Summit (2023), “The Bletchley Declaration.”

*1d.

*1d.

*1d.

¥See UK, “About the AI Seoul Summit 2024 (last accessed Aug. 9, 2024). Available at: https://www.gov.uk/
government/topical-events/ai-seoul-summit-2024/about; Department for Science, Innovation and Technology, “Seoul
Ministerial Statement for advancing Al safety, innovation and inclusivity: AI Seoul Summit 2024, (May 22, 2024).
Available at: https://www.gov.uk/government/publications/seoul-ministerial-statement-for-advancing-ai-safety-innovation-
and-inclusivity-ai-seoul-summit-2024. See also Gregory C. Allen and Georgia Adamson, “The AI Seoul Summit,” Center
for Strategic & International Studies (May 23, 2024). Available at: https://www.csis.org/analysis/ai-seoul-summit; Jessica
Birch, Oykii Ozfirat, “Key Takeaways from the Al Seoul Summit 2024, Access Partnership (May 22, 2024). Available at:
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anchoring point of safety, and highlighted inclusion and innovation as critical priorities for global
convergence.*®

The United Nations is also active in forming international AI governance principles. In December
2023, the UN Al Advisory Body issued the interim report “Governing Al for Humanity* The
report outlines a set of guiding principles and institutional roles designed to create a global AI gover-
nance framework, proposing essential considerations and actions to ensure that AI development and
deployment serve the broader interests of humanity.** These include principles such as inclusivity,*
public interest** and the importance of aligning Al governance with data governance and promot-
ing a data commons.*® Institutional functions highlighted in the report include assessing the future
directions and implications of AI**; developing and harmonizing standards,* safety and RMFs*; and
facilitating the development, deployment, and use of Al for economic and societal benefit through
international multi-stakeholder cooperation.*’

In March 2024, the Council of Europe’s Ad Hoc Committee on Artificial Intelligence intro-
duced the Framework Convention on Artificial Intelligence, Human Rights, Democracy and the
Rule of Law (AI Treaty), a groundbreaking treaty on AI governance that sets a high bar on responsi-
ble Al development.*® The Al Treaty, adopted in May 2024,* emphasizes the obligation of signatory
nations (parties to the convention) to proactively ensure AI activities are aligned with human rights,
democratic integrity and the rule of law. The treaty calls for comprehensive safeguards throughout
the AI life cycle - including mechanisms for accountability® and transparency’’ - and introduces
comprehensive RMFs.>? Furthermore, it calls for robust remedies and procedural protective mea-
sures against rights violations,® promotes rigorous risk and impact assessments,* and delineates
duties for international cooperation and implementation, focusing on nondiscrimination and rights
protection.>

Nations participating in these initiatives vary. Figure 2 maps the structural involvement of various
jurisdictions in the abovementioned international processes.

https://accesspartnership.com/key-takeaways-from-the-ai-seoul-summit-2024/; Ministry of Foreign Affairs of Japan, “Seoul
Declaration for Safe, Innovative and Inclusive AI by Participants Attending the Leaders Session of the AI Seoul Summit,” (May
21, 2024). Available at: https://www.mofa.go.jp/files/100672534.pdf. The event maintained the same attendee list as the previ-
ous summit, with China invited to the ministerial meetings. Although present for the discussions, China declined to become
signatory to the final document, the “Seoul Ministerial Statement.”

*1d.

**United Nations AT Advisory Body, “Governing AI for Humanity;” (Dec. 2023). Available at: https://www.un.org/sites/un2.
un.org/files/ai_advisory_body_interim_report.pdf.

“See UN Secretary-General’s AT Advisory Body (2023), “Interim Report on Governing Al for Humanity.”

1d. at pp. 13.

“1d.

“1d. at pp. 14.

*1d. at pp. 15.

*1d. at pp. 16.

“1d.

“1d. at pp. 17.

*“Council of Europe Ad Hoc Committee on Artificial Intelligence, “Framework Convention on Artificial Intelligence,
Human Rights, Democracy and the Rule of Law;” (Mar. 2024). Available at: https://rm.coe.int/1680afae3c.

“Council of Europe, “Committee on Artificial Intelligence (CAI);” (last accessed on Aug. 8, 2024). Available at: https://
www.coe.int/en/web/artificial-intelligence/cai.

*Id. Article 8.

*'1d. Article 7.

*1d. Article 16.

>1d. Article 15.

*'1d. Article 16.

1d. Article 25.
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Figure 2. The global Al governance landscape.

Note: The European Union (EU) is considered a non-enumerated member of the G7. Both the European Council and European Commission
presidents participate in the leaders’ summit. The countries shown in blue indicate those participating in the Hiroshima Al Process Friends
Group (as of December 31, 2024). The nations with dots (e), plus the G7 and EU members, are members or observers of the Council of
Europe, the host organization of the Al Treaty.

2.2.2 The importance of the G7’s Al governance framework

Figure 2 shows why and how the G7 HAIP has significance in global rulemaking on advanced
AT systems. First, the G7 nations participate in all significant initiatives mentioned previously -
namely the AI Safety Summit, the UN Al Advisory Body and the AI Treaty. Second, the G7 rep-
resents a group of nations with significant economic, regulatory and technological impact and
leadership. In 2023, the GDP of the G7 countries (excluding the EU, which is a nonenumer-
ated member) accounts for approximately 26.4 percent™ of the global total.”” Moreover, most
global companies developing advanced Al systems are based in one of the G7 member coun-
tries.”® Establishing interoperable rules for advanced Al systems in these countries is crucial to
avoid duplicate compliance costs and to facilitate innovation on a global scale. Third, the G7 is a
group of democratic nations, which sets it apart from institutions that include nondemocratic states
as members, such as the United Nations and the AI Safety Summit.”” The HAIP will likely serve
as a key foundation, not just for safety but also for realizing fundamental values such as human
rights, democracy, and the rule of law in the development and implementation of advanced Al
systems.

**World Economics, “G7;” (2024). Available at: www.worldeconomics.com/ Regions/G7/.

’1d. See also A. Murphy, H. Tucker, “The Global 2000” (2023) Forbes. Available at https://www.forbes.com/lists/
global2000/2sh=763a56c55ac0 for a more fulsome comparative state of corporate presence throughout the G7 and
internationally.

*3T. Keary, “Top 10 Countries Leading in AI Research & Technology in 2024” (2024) Techopedia. Available at: www.
techopedia.com/top-10-countries-leading-in-ai-research-technology.

PSee Figure 2.
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1) OECD’s G7 Hiroshima Process on Generative Artificial Intelligence (issued in
September 2023)

2) Hiroshima Process International Guiding Principles for All AI Actors (HIGP)

* 11 principles on the design, development, deployment, and provision of advanced
Al systems, plus one principle on the use of them

3) Hiroshima Process International Code of Conduct for Organizations
Developing Advanced Al Systems (HCOC)

» Specific instructions for advanced Al developers under the same 11 principles as
the HIGP

4) Project-based cooperation

Figure 3. Four elements of the HAIP Comprehensive Framework.

3. Analyzing the Hiroshima Al Process Comprehensive Framework
3.1 Structure of the Comprehensive Framework

In response to the rapid development and global spread of advanced Al the G7 nations launched the
HAIP in May 2023 under Japan’s presidency.®® This international forum aims to establish common
ground for responsible AI development and use. It focuses on fostering safe, secure and trustwor-
thy AI by addressing key ethical issues, promoting collaboration on research and development, and
encouraging international standards for a future where humanity benefits from AI advancements.
Although the HAIP focuses on governance of advanced Al systems, the Comprehensive Framework
avoids a rigid definition of this technology by providing the tentative definition of “the most advanced
Al systems, including the most advanced foundation models and generative Al systems”®" This flex-
ibility likely reflects a desire to adapt to future advancements in Al performance, functionalities, and
deployment landscapes.

The Comprehensive Framework consists of four elements (see Figure 3). First, the OECD’s “G7
Hiroshima Process on Generative Artificial Intelligence” serves as a background analysis of the
opportunities and risks of advanced AI systems. Second, the “Hiroshima Process International
Guiding Principles for All AT Actors™® (HIGP) provides 12 general principles for designing, devel-
oping, deploying, providing and using advanced Al systems without providing detailed guidance.
Third, the HCOC® consists of a set of detailed instructions for the developers of advanced Al sys-
tems under the general principles the HIGP provides. Finally, the “project-based cooperation” on
Al includes international collaborations in areas such as content authentication and the labeling of
Al-generated content.

The following section summarizes the contents of the HIGP and HCOC.

3.2 Contents of the HIGP

The HIGP is a comprehensive set of values and best practices promoting responsible development and
use of advanced Al on a global scale. It consists of 12 core principles that serve as a foundation for
responsible Al governance. These principles closely mirror the values and approaches that G7 nations

See discussion supra Section 1(ii).

$'European Commission “Hiroshima Process International Guiding Principles for Advanced Al system” (2023). Available
at: https://digital-strategy.ec.europa.eu/en/library/hiroshima-process-international-guiding-principles-advanced-ai-system.

®2gee OECD (2023), “G7 Hiroshima Process on Generative Artificial Intelligence (AI): Towards a G7 Common
Understanding on Generative AI”

#3G7, “Hiroshima Process International Guiding Principles for All AT Actors,” (2023). Available at: https://www.soumu.go.
jp/hiroshimaaiprocess/pdf/document03_en.pdf.

$'G7, “Hiroshima Process International Code of Conduct for Organizations Developing Advanced AI Systems;” (2023).
Available at: https://www.soumu.go.jp/main_content/000912748.pdf.
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are already exploring for their individual AI governance frameworks.®® The analysis here suggests that
the 12 principles may be divided into the following three groups (see Table 1):

1. Risk management and governance: This group recommended actions to assess and mitigate
risks associated with Al systems, ensuring they are reduced to a level that relevant stakeholders
deem acceptable.

2. Stakeholder engagement: This group recommended actions to ensure clear communication
with and accountability to all relevant stakeholders.

3. Ethical and societal considerations: This group recommended actions to ensure the devel-
opment, deployment and usage of Al are in alignment with ethical standards and societal
values.

3.3 Overview of the Code of Conduct

Building on 11 of the HIGP’s 12 core principles (excluding the trustworthy and responsible use
of advanced AI),*® the HCOC translates these principles and materializes them into a more spe-
cific code of practice for organizations developing and deploying advanced Al systems. The HCOC
provides a comprehensive road map for Al processes and risk mitigation, outlining general action-
able items on the matters of risk management and governance, stakeholder engagement, and ethical
considerations.*’

3.3.1 Risk management and governance

The HCOC emphasizes in items 1, 2, 5,6, 7 and 11 the importance of comprehensive risk management
for organizations developing advanced Al across the life cycle of development and implementation.
These practices include the following:

¢ Riskidentification and mitigation: implementing rigorous testing throughout the Al life cycle,
such as red-teaming, to identify and address potential safety, security, and trustworthiness issues

e Vulnerability and misuse management after deployment: post-deployment monitoring for
vulnerabilities and misuse, with an emphasis on enabling third-party and user vulnerability
reporting, possibly via bounty systems

e Governance and risk management: creating transparency about organizations’ governance and
risk management policies and regularly updating users on privacy and mitigation measures

e Security investments: implementing robust security measures throughout the Al life cycle to
protect critical system components against threats

e Content authentication: developing content authentication methods (e.g., watermarking) to
help users identify Al-generated content

e Data quality, personal data and intellectual property protection: prioritizing data integrity,
addressing bias in Al, upholding privacy and respecting intellectual property, and encouraging
alignment with relevant legal standards

3.3.2 Stakeholder engagement
The HCOC highlights in items 3 and 4 the critical role of transparency and multistakeholder
engagement:

e Transparency and accountability: emphasizing public transparency for organizations devel-
oping advanced Al, including reporting on both the capabilities of AI systems and their
limitations

®See discussion infra Section 3(i). See also Annex.
®TIn this case, with the exclusion of “Trustworthy and Responsible Use of Advanced AI”
“G7, “Hiroshima Process International Code of Conduct for Organizations Developing Advanced Al Systems” (2023).
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e Responsible information sharing: encouraging organizations to share information on poten-
tial risks, incidents, and best practices with each other, including industry, governments,
academia and the public

3.3.3 Ethical and societal considerations
The HCOC establishes in items 8-10 a series of parameters to ensure Al is developed and deployed
within the boundaries of human rights and democracy to address global challenges:

o Research prioritization for societal safety: emphasizing collaborative research to advance Al
safety, security and trustworthiness, focusing on key risks such as upholding democratic values,
respecting human rights and protecting vulnerable groups

o Al for global challenges: prioritizing development of advanced Al systems to address global
challenges such as climate change, health and education, aligning with the UN Sustainable
Development Goals

o International technical standards: encouraging contribution to the development and use
of international technical standards, including practices to promote transparency by allow-
ing users to identify Al-generated content (e.g., watermarking), testing methodologies and
cybersecurity policies

A detailed summary of the HCOC is presented in Table 2.

4. The potential of the Hiroshima Code of Conduct: Toward interoperable frameworks for
advanced Al systems

The HCOC, as articulated in the Comprehensive Framework, serves as a pivotal instrument to
enhance interoperability between various Al governance frameworks.®® But how compatible is the
HCOC with the regulatory frameworks of G7 members? What are the mechanisms or function-
alities that make this interoperability possible? Firstly, the HCOC (and similar voluntary codes of
conduct) can operate as a potent, nonbinding ‘common guidance? Although not legally enforce-
able, the gravitas and direction of these documents can wield significant practical influence as
soft law (Guzman & Meyer, 2010; Schwarcz, 2020; Wallach et al., 2022; Guruparan & Zerk, 2021).
Soft law documents like the HCOC can shape compliance behaviors either as the foundations
for good corporate governance or in anticipation of further regulation; they can serve as a refer-
ence in private contracts; and can even factor into civil or tort liability decisions.® Moreover, such
frameworks can provide stability and certainty in an evolving regulatory landscape, enabling orga-
nizations to navigate complex Al governance requirements effectively. Second, the HCOC may be
integrated into each jurisdiction’s regulatory framework in a direct manner.”” G7 nations are generally
poised to either introduce new regulations or revise existing structures on Al governance.” If these
regulations draw upon the HCOC - whether by reference, content consistency, or formal incorpora-
tion - this will increase and facilitate regulatory interoperability as well as international cohesion,
integrating an AI governance framework that promotes human rights, democracy and the rule
of law.

This section explores the space the HCOC holds within the G7 regulatory context and how it can
foster interoperability between the legislative frameworks of different G7 jurisdictions on advanced
Al systems. For this, the section first (1) examines the current state of Al regulation within each G7

%G7, “Hiroshima Al Process G7 Digital & Tech Ministers” Statement” (2023) at 1. Available at: https://www.soumu.go.jp/
hiroshimaaiprocess/pdf/document02_en.pdf.

“1d.

7See discussion infra Section 3(ii).

'See discussion infra Section 3(i).
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Table 2. Summary of the Hiroshima Process International Code of Conduct

No.

Principle

Summary

Risk Management and Governance

1

Risk identification and
mitigation

Organizations should take appropriate measures to identify, evaluate and
mitigate risks throughout the development and deployment of advanced Al sys-
tems. This includes diverse testing methods such as red-teaming and ensuring
that systems are trustworthy, safe and secure throughout their life cycle.

Vulnerability and mis-
use management after
deployment

After system deployment, organizations should monitor for vulnerabilities, inci-
dents, and misuse, adapting their responses based on the level of risk. They are
also encouraged to facilitate third-party and user reporting of vulnerabilities
through mechanisms such as bounty systems.

Governance and risk
management policies

Organizations should develop and disclose governance and risk management
policies regarding advanced Al systems, including privacy policies and mitiga-
tion measures, using a risk-based approach. These policies should be updated
regularly and include organizational mechanisms for their implementation.

Security investments

Organizations should invest in and implement robust security controls across
the life cycle of advanced Al systems, including physical security, cybersecu-
rity and safeguards against insider threats. This aims to secure model weights,
algorithms, servers and data sets appropriately.

Content authentication

Organizations should endeavor to develop reliable content authentication and
provenance mechanisms, such as watermarking, to enable users to identify
Al-generated content. This includes implementing tools or application program-
ming interfaces (APIs) that allow users to verify the origin of content created
with the organization’s advanced Al systems.

11

Data quality, personal
data and intellectual
property protection

Organizations should take measures to ensure data quality and mitigate harm-
ful biases through transparency, privacy-preserving training techniques, or
testing and fine-tuning. They are also encouraged to implement measures to
respect privacy and intellectual property rights and compliance with applicable
legal frameworks.

Stakeholder Engagement

3

Transparency and
accountability

Organizations should ensure transparency by reporting on the capabilities
and limitations of their advanced Al systems, aiming to clarify their safe and
appropriate use. This involves sharing meaningful information through trans-
parency reports about the safety, security and societal impacts of systems and
any limitations that might affect their use.

4

Responsible information

sharing

Organizations should share information on safety and security risks and report
incidents in a responsible manner. This collaboration extends across the devel-
opment community, including industry and academia, to foster the adoption
of best practices and standards for security and trustworthiness of advanced Al
systems.

Ethical and Societal Considerations

8

Research prioritization
for societal safety

Organizations should invest in research to mitigate societal, safety and security
risks, such as prioritizing research on upholding democratic values, respect-
ing human rights, protecting children and vulnerable groups, safeguarding
intellectual property rights and privacy, and avoiding harmful bias, mis- and
disinformation and information manipulation.

Al for global challenges

Organizations should aim their Al development efforts at addressing major
global challenges, such as climate change, health and education. This aligns
with supporting progress on the UN Sustainable Development Goals and
encourages developing Al for the benefit of all.

10

Development of inter-
national technical
standards

Organizations should contribute to the development and adoption of interna-
tional technical standards for Al, including best practices for security, content
authentication and public reporting. This effort seeks to promote interop-
erability and helps distinguish Al-generated content from human-created
content.

Note: The numerals listed for each item correspond to those assigned in the HIGP and HCOC. The authors devised the abbreviations for the

principles and their categorization.
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member state. This analysis assesses the compatibility between the HCOC principles and existing
G7 member frameworks. Notably, a significant overlap already exists between the core elements of
the G7 nations’ regulatory documents and the HCOC.” Second, (2) building on this compatibil-
ity, the section explores various avenues for integrating the HCOC into the regulatory frameworks
of G7 member states. By exploring these options, the section identifies the most effective means of
leveraging the HCOC to achieve interoperability in G7 Al governance.

4.1 Status of Al governance in the G7 and HCOC as common guidance

The HCOC serves as a central reference point in the evolving global landscape of Al governance.
This section provides insight into how HCOC aligns with the existing frameworks in G7 jurisdic-
tions, including Canada, the EU, Japan, the UK and the United States. Next, the section contains
an Al-focused overview of each jurisdiction’s regulatory status, identifies the documents that closely
align with the HCOC’s structure and functionality, and evaluates their compatibility with the HCOC’s
content. The summary of the analysis is shown in the “Annex”

1. Canada: Canada is in the process of formulating a comprehensive regulatory framework for
AT under Bill C-27, known as AIDA.” This legislation prioritizes risk mitigation for “high-
impact” AI systems.”* Additionally, Canada has published a Voluntary Code of Conduct for
Responsible Development and Management of Advanced Generative Al Systems,”” offering
nonbinding guidelines for Al industry stakeholders.

2. European Union: The EU has positioned itself at the forefront of Al regulation with the AI
Act, published in July 2024.7° This legislation sets a robust and comprehensive framework
for trustworthy AI development and implementation, emphasizing a risk-based regulatory
approach.” The AI Act mandates the development of codes of practice to guide its implemen-
tation, ensuring alignment with international standards as well as evolving technology and
market trends.”®

3. Japan: Japan’s approach to Al governance emphasizes maximizing the positive societal impacts
of Al and capitalizing on a risk-based and agile governance model.” Taking a sector-specific
approach, Japan seeks to promote Al implementation through regulatory reforms tailored to
specific industries and markets, such as transportation, finance, and medical devices.** This
strategy includes updating more than 10,000 regulations or ordinances that require “analog”
compliance methods, including requirements for paper documents, on-site periodic inspec-
tions and dedicated in-person staffing.®! In addition, Japan launched the Al Guidelines for

See Annex.

*See Government of Canada (2023), “The Artificial Intelligence and Data Act (AIDA) - Companion document.”

"*Government of Canada, “The Artificial Intelligence and Data Act (AIDA) - Companion document” (2023). Available at:
The Artificial Intelligence and Data Act (AIDA) - Companion document (canada.ca).

"Government of Canada, “Voluntary Code of Conduct on the Responsible Development and Management of
Advanced Generative AI Systems,” (Sep. 2023). Available at: https://ised-isde.canada.ca/site/ised/en/voluntary-code-conduct-
responsible-development-and-management-advanced-generative-ai-systems.

®See European Parliament (2024), “EU AI Act”

7See EU AI Act, Chapter V.

78See EU Al Act, Art. 56. As of the date of this publication, these codes are in development.

"Hiroki Habuka, Center for Strategic & International Studies, “Japan’s Approach to Al Regulation and Its Impact on
the 2023 G7 Presidency;” (Feb. 14, 2023). Available at: https://www.csis.org/analysis/japans-approach-ai-regulation-and-its-
impact-2023-g7-presidency.

VEORVF, 7FurHEERELOBH, 7Y XVERTERAES TORTEHES  (202349H 11 HEH);
FTYXNT, 7hu HRELOBMH, MIGEHRFEDLDDT Y XVFERIORKG (RFI3ECH) 7Y XNLT,
FYZNVFEANCIRS L z: $HBlo—HEREL 77 ¥, 7Y XVBRTERFALES (D456 A3H); Jiji Press “Japan
Govt to Review Nearly 10,000 Items of Analog Regulations” (Dec. 21, 2022), https://sp.m.jiji.com/english/show/23777.

*1d.
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Business® as a voluntary Al risk management tool. The principles for advanced Al sys-
tems established in the HIGP are directly integrated into these guidelines, following Japan’s
presidency of the G7 during the HAIP Comprehensive Framework drafting process.

4. United Kingdom: The UK is developing a decentralized regulatory approach focusing on
sector-specific guidelines, a pro-innovation stance and public-private collaboration through
specialized Al institutions.®> While the UK is not currently enforcing a comprehensive Al law
or drafting a central code of conduct, it emphasizes traditional Al governance principles such
as safety, security, transparency, and fairness to inform its sector-driven regulations.* The UK
Department for Science, Innovation and Technology also published a practical guidance code
in the form of the Emerging Processes for Frontier Al Safety® ahead of the UK Al Safety
Summit. The summit culminated in the Bletchley Declaration, a shared commitment to safe
and responsible AI development signed by 28 nations and the EU.*

5. United States: The United States has adopted a decentralized, multitiered regulatory strat-
egy for Al governance, with agencies overseeing sector-specific regulations.®” Key initiatives
include the “Executive Order on the Safe, Secure, and Trustworthy Development and Use of
Artificial Intelligence,”® which directs sector-specific agencies to formulate regulations; the
Risk Management Frameworks,* developed by NIST to provide guidelines for risk assessment
and management; the “White House’s Blueprint for an Al Bill of Rights,”*® outlining founda-
tional principles for Al development; and nonbinding voluntary commitments for ensuring
safe, secure and trustworthy AI’' endorsed by companies such as Amazon, Anthropic, Google,
Inflection, Meta, Microsoft, Nvidia and OpenAlI, among others.

4.2 Achieving and enhancing regulatory interoperability: The HCOC as a reference point for Al
governance development

The Al governance landscape across the G7 is complex and multifaceted. The EU has instituted robust
and comprehensive regulations through its AI Act, and Canada is in the process of developing similar

825ee Japan Guidelines for Business.

85ee discussion infra Section 3(ii) (addressing the UK’s approach to AI governance). See also UK Department for
Science, Innovation & Technology, “A pro-innovation approach to Al regulation: government response” (2024) Art.
5. CP 1019. E03019481 02/24. Available at: https://www.gov.uk/government/consultations/ai-regulation-a-pro-innovation-
approach-policy-proposals/outcome/a-pro-innovation-approach-to-ai-regulation-government-response.

#See “A pro-innovation approach to Al regulation: government response.” generally and at Art. 5.

%See United Kingdom Department for Science, Innovation & Technology (Oct. 2023), “Emerging Processes for Frontier
Al Safety”

¥See AI Safety Summit (2023), “The Bletchley Declaration.”

¥See generally The White House, “Executive Order on the Safe, Secure, and Trustworthy Development and Use
of Artificial Intelligence” (2023). Available at: https://www.whitehouse.gov/briefing-room/presidential-actions/2023/10/
30/executive-order-on-the-safe-secure-and-trustworthy-development-and-use-of-artificial-intelligence/ (“The White House
Executive Order on the Use of AI”); OECD: AI Policy Observatory Policy initiatives of United States. In: OECD
AI Policy Obs. https://oecd.ai/en/dashboards/policy-initiatives?conceptUris=http:%2F%2Fkim.oecd.org%2FTaxonomy%
2FGeographical Areas%23UnitedStates (last accessed Aug. 10, 2024); R.B.L. Dixon (2023); Plotinsky and Cinelli (2024).

¥ See The White House Executive Order on the Use of Artificial Intelligence.

$USDoC NIST Al RMF 1.0; USDoC NIST, “Artificial Intelligence Risk Management Framework: Generative Artificial
Intelligence Profile;” NIST AI 600-1, (July 2024). Available at: https://nvlpubs.nist.gov/nistpubs/ai/NIST.AI.600-1.pdf.

**The White House, “Blueprint for an Al Bill of Rights;,” (Oct. 2022) Available at:

https://www.whitehouse.gov/wp-content/uploads/2022/10/Blueprint-for-an-AI-Bill-of-Rights.pdf.

*'The White House, “FACT SHEET: Biden-Harris Administration Secures Voluntary Commitments from Leading
Artificial Intelligence Companies to Manage the Risks Posed by AI,” (Jul. 21, 2023). Available at: https://www.whitehouse.gov/
briefing-room/statements-releases/2023/07/21/fact-sheet-biden-harris-administration-secures-voluntary-commitments-
from-leading-artificial-intelligence-companies-to-manage-the-risks-posed-by-ai/; The White House, “Ensuring Safe, Secure,
and Trustworthy AI” Available at: https://www.whitehouse.gov/wp-content/uploads/2023/07/Ensuring-Safe-Secure-and-
Trustworthy-ALpdf (last visited Aug. 10, 2024).
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hard-law frameworks.”> Conversely, the United States, Japan and the UK lean toward sector-specific
and lighter-touch regulatory approaches.”” This diverse regulatory environment, marked by varying
levels of stringency, scope and focus, poses challenges for global operations, requiring businesses
to navigate a complex regulatory patchwork, as well as differing rights and obligations across G7
nations. The HCOC holds promise as a unifying mechanism, to bridge these regulatory disparities
and promote interoperability.

The HCOC may be integrated into national regulations across G7 countries through various
means, such as direct formal legal referencing or recognition, material content integration, and lever-
aging or harmonizing specific aspects of regulatory developments. Pathways for integration into the
regulatory frameworks of the G7 jurisdictions include the following:

e Canada: Overall, Canada’s Voluntary Code of Conduct specifically, and its regulatory trajectory
generally, demonstrate alignment with the international conversation on ethical Al develop-
ment and the HCOC'’s principles.”* As AIDA evolves, it presents the potential to translate these
principles into enforceable regulations, further solidifying Canada’s commitment to responsible
Al advancement. Given that AIDA could likely address advanced Al systems specifically within
its regulatory scope, this upcoming law opens a clear possibility to find common ground with
the HCOC’s principles and functionality.

e European Union: The EU AI Act mandates the development of codes of practice that comple-
ment its implementation.” These codes of practice align with the HCOC’s focus, addressing
practical aspects of responsible Al development. Furthermore, the EU acknowledges in the EU
Al act that international standards should play a role in shaping these codes of practice,’ pre-
senting an opportunity to materially integrate or formally reference the HCOC in the EU Al
governance framework.

e Japan: In February 2024, the Liberal Democratic Party proposed the concept note for the
Basic Law for the Promotion of Responsible AL°” The proposed legislation specifically targets
advanced foundational AI models with significant societal impact. It requires model devel-
opers to adhere to seven key measures,” including third-party vulnerability checks and the
disclosure of model specifications. The requirements align with the voluntary commitments the
White House has requested from U.S. companies.” The HCOC could serve as a valuable ref-
erence point for implementation of these key measures, especially considering that the HCOC
principles are already integrated into Japan's AI Guidelines for Business.'®

e United Kingdom: Besides leading international discussions on Al governance through ini-
tiatives such as the Bletchley Declaration,'” the UK is proactively formulating its own Al
governance framework. According to “A Pro-innovation Approach to Al Regulation,”'* the UK
government is undergoing technical policy analysis on regulation and life-cycle accountability
of capable general-purpose systems. It also commits to updating the Emerging Processes for

*2See generally discussion supra Section 3(i).

“1d.

*See Annex.

®See EU Al Act, Art. 53.4.

*See EU Al Act, Art. 56.1.

%7See Liberal Democratic Party of Japan (2024), “Basic Law for the Promotion of Responsible AI”

*1d.

*See The White House (2023), “FACT SHEET: Biden-Harris Administration Secures Voluntary Commitments from
Leading Artificial Intelligence Companies to Manage the Risks Posed by AI”

10566 Annex; Japan’s Al Guidelines for Business.

101gee discussion supra Section 1(i). See also See AI Safety Summit (2023), “The Bletchley Declaration”

'See UK Department for Science, Innovation & Technology (2024) “A pro-innovation approach to Al regulation:
government response.”
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Frontier Al, Safety,'® which is highly compatible with the HCOC, by the end of 2024. For these
purposes, the UK is opting for collaborative private-public development through institutions
such as the Digital Regulation Cooperation Forum'* and the AI Safety Institute.'®> Considering
the current institutional inertia and the stalled progress regarding its draft intellectual property
code,' the UK could leverage the HCOC and its international scope to inform these regulatory
initiatives.

o United States: The United States is in active development of its Al governance frameworks.
The Al executive order has directed multiple agencies to deliver sector-specific guidance pub-
lications, and as of August 2024 there are more than 105 draft bills addressing AI, with over
35 focused on risk mitigation.'”” Notably, after releasing RMF 1.0 in January 2023, NIST estab-
lished the Generative AI Public Work Group'® to spearhead development of a cross-sectoral Al
RMF profile for managing the risks of generative Al models or systems.'” The HCOC’s empha-
sis on responsible risk management and governance aligns seamlessly with the United States’
principles-based trajectory and could fit into proposed risk mitigation legislation, positioning
the HCOC as a crucial reference in shaping Al regulatory policy in the United States.

5. HCOC 2.0: Next steps toward a more harmonized and impactful Al governance framework

The current AI governance landscape is characterized by jurisdictional fragmentation, with disparate
national regulations imposing varying obligations on developers and offering inconsistent protec-
tions to users. While the HCOC holds promise for harmonizing G7 approaches and inspiring broader
international cooperation, its lack of specificity currently limits its practical utility. The following
section posits that, to realize the HCOCs full potential, future G7 discussions should prioritize devel-
opment in key areas such as (1) terminology and definitional interoperability, (2) risk management,
(3) stakeholder engagement, (4) ethical considerations and (5) further areas for exploration not cur-
rently contained in the HCOC. By establishing a robust and adaptable framework, the G7 can position
the HCOC as a global benchmark for responsible AI development, anchored in shared values of
human rights, democracy and the rule of law.

5.1 Terminology and definitions: Indexing a common vocabulary

The HCOC can serve as a foundation for a consistent definition or methodology for identification of
terms for advanced Al systems governance, facilitating smoother regulatory implementation across
jurisdictions. Future terminology consensus includes the following:

e Bridge the terminology gap: The HCOC can endorse consistent definitions for streamlined
regulatory implementation across jurisdictions, fostering a common understanding of critical
concepts. This could be achieved by including a glossary of key terms with clear, agreed-upon
definitions or by establishing methodologies for identifying and classifying AI systems based
on the factors relevant to risk assessment. By establishing a common language, the HCOC
can ease communication, regulatory certainty and business-sector collaboration across borders.
Underscoring the importance of shared language around Al, the EU and the United States are

currently in the development of 65 key terms “essential to understanding risk-based approaches
'%See UK Department for Science, Innovation & Technology (Oct. 2023), “Emerging Processes for Frontier Al Safety”
Digital Regulation Cooperation Forum, “About the DRCE” Available at: https://www.drcf.org.uk/about-us.
UK Department for Science, Innovation & Technology, “Introducing the AI Safety Institute,” (Jan. 17, 2024). Available

: https://www.gov.uk/government/publications/ai-safety-institute-overview/introducing-the-ai-safety-institute.
106

104
105

-

a
See “A pro-innovation approach to Al regulation: government response,” at Art. 29; Joseph and Berry (2024).
'See AAF Al Legislation Tracker; discussion supra Section 3(i).
'%See USDoC NIST. Available, “NIST Al Public Working Groups.” Available at: https://airc.nist.gov/generative_ai_wg.
109
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to AL’ Notably, even when common terminology has been developed (e.g., through the U.S.-
EU Trade and Technology Council, OECD or the ISO), the definition of advanced Al systems is
unclear, leaving the question of which criteria (e.g., floating point operations, quality and size of
data set, or input and output modalities)'"* should be used to determine advanced Al systems.

5.2 Risk management and governance: Building a common and robust framework

Effective risk management stands as a cornerstone of responsible development of advanced Al sys-
tems. The HCOC can significantly contribute to this endeavor by advocating for shared principles
and best practices. Risk management cohesion across jurisdictions includes the following:

o Identify and share security risks, particularly systemic risks: The HCOC can enhance its
interoperability contribution by explicitly listing and addressing security risks, particularly
those with systemic consequences. This can be achieved through a two-pronged approach.
First, the HCOC can integrate a comprehensive list of typical Al risks common to advanced
AT systems, such as Al hallucinations (generating inaccurate outputs), fake content generation
(deepfakes), intellectual property infringement (copyrighted content integration in data sets),
job market transformations due to automation, the environmental impact of AI systems, bias
amplification based on training data and privacy concerns, among others. Case studies can be
implemented through “project-based cooperation,” which constitutes the fourth element of the
Comprehensive Framework. Second, the HCOC can establish a risk assessment framework to
categorize Al systems based on their potential for harm. This framework could leverage existing
models such as the EU AI Act’s categorization of general-purpose AI models with systemic risk
and its classification rules for high-risk Al systems.'** By prioritizing systems with the great-
est potential for systemic or high-impact issues, the HCOC can provide a clearer road map for
identifying, understanding, and mitigating various risks.

e Enhance clarity in the risk management process: The HCOC can encourage the development
of standardized risk management policies tailored to specific Al applications. Future drafting
can reference or draw insights from established RMFs, such as ISO/IEC 42001:2023 or NIST’s
RMF - especially the RMF developed by the Generative AI Public Working Group'"® in July
2024. Additionally, policies can incorporate learnings from other reputable sources to enhance
clarity and comprehensiveness.

e Develop standard data governance, risk management and information security policies:
Establishing robust data protection protocols is essential for building trust and mitigating
risks associated with AI development. The development of standardized policies can leverage
established frameworks such as ISO/IEC 27001 and ISO/IEC 27002 or NIST’s Cybersecurity
Framework, which provide a structured foundation adaptable to the unique risk landscape of
the development of advanced Al systems.

e Implement content authentication mechanisms: The HCOC can list reliable content authen-
tication and provenance mechanisms to enable users to identify the originators of content or
establish common labeling mechanisms to help users understand that AT has generated the con-
tent. These contributions could be based on input from the HAIP’s project-based cooperation.
Authentication mechanisms can safeguard against misinformation and uphold democratic val-

ues and human rights by verifying data sources and outputs. However, it is imperative to balance

"European Commission, “EU-U.S. TTC: Call for input on first edition of WG1 Terminology and Taxonomy for Artificial
Intelligence”” (last update: Nov. 3, 2023). Available at: https://digital-strategy.ec.europa.eu/en/news/eu-us-ttc-call-input-first-
edition-wgl-terminology-and-taxonomy-artificial-intelligence.

"!'See EU AI Act, Annex XII; Art. 51.2.

"2See EU Al Act, Chap. II1, Sec. 1; Art. 6; Annex IIL.

"?USDoC NIST, “Artificial Intelligence Risk Management Framework: Generative Artificial Intelligence Profile;” NIST Al
600-1, (July 2024). Available at: https://nvlpubs.nist.gov/nistpubs/ai/NIST.AL.600-1.pdf.
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these efforts with the protection of individual privacy, ensuring authentication processes do not
compromise personal data. This balance is key to maintaining public trust and promoting the
responsible and user-centric deployment of AI technologies.

5.3 Stakeholder engagement: Fostering transparency and accountability

Building trust in Al necessitates robust stakeholder engagement. A transparent and accountable Al
development process fosters public confidence and encourages information sharing. Future pathways
for stakeholder engagement include the following:

o Establish standardized formats for transparency reports: The HCOC can promote the adop-
tion of standardized formats for transparency reports. By consolidating best practices and
identifying common risks, the HCOC can offer a template for companies to self-assess and dis-
close relevant information consistently across jurisdictions. A potential model for standardized
formatting pursuant to transparency reports is the UK Algorithmic Transparency Recording
Standard.'** Standardization would enable companies to have uniform international disclosure
criteria, enhancing cross-border cohesive reporting and auditing consistency as well as allowing
the public to better understand the development and operation of Al systems.

o Define clear formats for incident sharing: Encouraging adoption of clear incident-sharing
formats can facilitate the exchange of information about security breaches, biases or unin-
tended consequences observed in deployed Al systems. This collaborative approach to sharing
and learning from incidents enables stakeholders to develop effective mitigation strategies,
ultimately enhancing the safety and reliability of AI technologies.

5.4 Ethical and societal considerations: Upholding the rule of law, human rights and core
democratic values

The G7, a group of leading democracies, has a unique opportunity to shape the global conversa-
tion around responsible Al development. The HCOGC, as an initiative stemming from this group, can
play a crucial role in ensuring AI development aligns with the ethical and societal considerations
that underpin democratic values and secure human rights in AI development and implementation.
Potential pathways to prioritizing these principles include the following:

e Reinforce the primacy of rule of law, human rights and democratic principles: The HCOC
already champions these core values and emphasizes human-centric design. However, there is
room for further enhancement and substantiation for practical application. For instance, the
HCOC could enhance its guidance on how organizations should foster research and Al devel-
opment that prioritizes the protection of fairness, privacy and intellectual property rights while
also tackling global challenges such as climate change, health and education. Rather than pro-
viding detailed descriptions itself, the HCOC could reference other international agreements or
widely recognized standards. Furthermore, the HCOC could strengthen democratic principles
and the rule of law by highlighting due safeguards for freedom of expression, ensuring AI does
not minimize dissent or impose undue restrictions on information access, guaranteeing a right
to remedy for individuals adversely affected by AI and promoting transparency and account-
ability in AI decision-making processes. Enhancing human-centricity could involve advocating

"*United Kingdom Department for Science, Innovation & Technology, “Algorithmic Transparency Recording Standard -

Guidance for Public Sector Bodies,” (Jan. 5, 2023). Available at: https://www.gov.uk/government/publications/guidance-
for-organisations-using-the-algorithmic-transparency-recording-standard/algorithmic-transparency-recording-standard-
guidance-for-public-sector-bodies.
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for effective oversight in high-risk applications, providing individuals with explanations regard-
ing Al-driven decisions affecting them, and promoting inclusive design that caters to the diverse
needs and perspectives of various populations to ensure equitable Al benefits.

5.5 Further areas for exploration

The HCOC can play a key role in exploring several critical areas for further development in
responsible Al:

o Acknowledge special considerations for government use of AI: The HCOC can play a piv-
otal role in delineating special considerations for government use of Al, ensuring governmental
powers in Al deployment are appropriately circumscribed and limited. Drawing inspiration
from the AI Treaty'”” and leveraging principles from the OECD Declaration on Government
Access to Personal Data Held by Private Sector Entities,'® the HCOC can establish clear guide-
lines that emphasize due process in developing and deploying advanced Al systems by the public
sector, such as legal basis, legitimate aims, oversight, and redress, in addition to shared principles
such as privacy, transparency and accountability. By aligning with these principles, the HCOC
can become a democratic referent, and governments can leverage the power of Al responsibly
while mitigating potential risks and fostering public trust.

e Harmonize full life cycle regulatory approaches: The HCOC can explore the potential for
incorporating best practices from various jurisdictions’ regulations. This could involve elements
such as certification mechanisms, robust oversight mechanisms and iterative audit controls.

o Certification mechanisms: The HCOC can establish a framework for certification and reg-
istration mechanisms for high-risk advanced AI systems. This system could ensure rigorous
evaluation throughout the life cycle of high-risk and advanced Al systems, from pre-market
integrative assessments to ongoing post-market analyses and compliance reviews. The HCOC
could define risk categories and establish criteria for the need for certification.

o Oversight methodologies: The HCOC can emphasize the importance of effective oversight
in Al systems to mitigate potential harm and address incidents effectively. In some cases,
human involvement in critical Al processes is necessary, while in other cases machines can
detect risks much faster and more precisely than humans. The HCOC could propose guide-
lines about whether to prioritize human judgment and intervention, especially in high-risk
AT applications, ensuring a balance between automation and human control.

o Audit mechanisms: The HCOC can extend procedural cohesion beyond AI implementa-
tion by establishing common processes for iterative audits, ensuring continuous monitoring
and evaluation of Al systems’ compliance with established principles and guidelines. By
considering and potentially adapting existing frameworks, such as the UK Guidance on
the AI Auditing Framework,"” the HCOC can equip organizations with practical tools for
ongoing evaluations. These iterative audits would allow for continuous improvement and
ensure Al systems remain aligned with responsible development principles throughout their
life cycle.

"*See generally Council of Europe, Committee on Artificial Intelligence, Draft Framework Convention on artificial intel-
ligence, human rights, democracy and the rule of law (2024). Available at: https://search.coe.int/cm/pages/result_details.
aspx?objectid=0900001680aee411.

"®QOrganisation for Economic Co-operation and Development, Declaration on Government Access to Personal Data Held
by Private Sector Entities (2023) OECD/LEGAL/0487. Available at: https://legalinstruments.oecd.org/en/instruments/ OECD-
LEGAL-0487.

"Information Commissioner’s Office, Guidance on the Al auditing framework: Draft guidance for consultation (2023).
Available at: https://ico.org.uk/media/2617219/guidance-on-the-ai-auditing-framework-draft-for-consultation.pdf.
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e Establish means for redress: The HCOC could expand discussions about redress for harms
caused by advanced Al systems. This could involve exploring access to remedies and explana-
tions for individuals affected by AI decisions in areas as diverse as copyright and intellectual
property to judicial processing. As Al plays a growing role in judicial decision-making, for
example, developing specific appeal mechanisms for harms caused by AI-based judicial deci-
sion making may become also crucial. The HCOC could encourage developers and deployers
of advanced Al systems to provide appropriate dispute resolution mechanisms to users and
harmed parties. Furthermore, to make victim relief more effective, G7 members could discuss
shifting the burden of proof of damages or causal links and establishing accessible, fast and
low-cost dispute resolution mechanisms for damages caused by advanced Al systems.

o Foster shared responsibility in the AI ecosystem: The HCOC addresses developers of
advanced Al systems only.!'® However, its scope could expand in the future to other actors
within the Al value chain, such as deployers and users of advanced Al systems. In addition,
it is important to examine how to distribute responsibility and liability among stakeholders,
ensuring all parties are accountable for their respective roles in potential harms.

By focusing on these key areas, the HCOC can evolve into a powerful tool for facilitating a more
cohesive and effective approach to Al governance on a global scale. The HCOC’s dynamic nature
positions it to bridge the gap between diverse national frameworks, fostering a future of responsible
Al development for the G7 nations and beyond.

6. Conclusion

The G7 nations’ endorsement of the HIGP and the HCOC, supported by more than 40 countries
through the Hiroshima AI Process Friends Group, represents a significant milestone in global Al
governance.'"” This unified stance by the world’s leading democratic economies underscores a robust
international commitment to advancing human-centered Al development, safeguarding individual
rights, and strengthening trust in Al systems. The collective weight and global influence of the nations
lending their support to this process amplifies the significance of its agreements, marking them as
pivotal steps in shaping the future of AI governance.

However, for the promise of the Comprehensive Framework to be fully realized, its key practi-
cal instrument, the HCOC, requires further development. While the HCOGC, as this article reveals,
significantly aligns with the trajectory of existing G7 policies, it currently lacks the material speci-
ficity to provide truly effective guidance for practical implementation. Moving forward, it is crucial
to engage in substantive discussions on enhancing the HCOC in several key areas. These areas include
the following:

e Coordinating a common vocabulary: A unified understanding of key terms and definitions is
essential for ensuring consistent interpretation of Al terms across borders.

e Developing robust RMFs and risk-based categorization: The HCOC should provide clear
guidance on assessing and mitigating risks associated with advanced AI systems throughout
the entire Al life cycle, from pre-market duties to post-market updates.

e Promoting harmonized stakeholder engagement: The HCOC can play a valuable role in
encouraging cohesive approaches to stakeholder engagement and developing consistent trans-
parency standards.

e Strengthening democratic and human rights principles: The HCOC should provide more
concrete and actionable steps for upholding democratic values and safeguarding human rights
in the context of AI development and deployment.
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See generally HCoC.
"See generally discussion supra Section 1.
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o Pursuing further areas for discussion: The HCOC’s potential extends beyond its current scope.
The G7 can leverage this collaborative document to explore critical areas such as developing
special considerations for government AI use, harmonizing life cycle regulatory practices (e.g.,
certification mechanisms, oversight methodologies and audit mechanisms), fostering shared
responsibility within the Al ecosystem, and establishing efficient redress for AI harms.

By addressing these crucial areas, the HCOC has the potential to evolve into a truly robust and
impactful instrument for global AI governance. A strengthened HCOC can serve as a valuable refer-
ence point not only for G7 nations and friends, but also for a broader international audience seeking
to navigate the complexities of responsible Al development and deployment. This international align-
ment can help ensure the power of Al is harnessed for the benefit of all while mitigating potential risks
and upholding core human values.
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