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Abstract
Stock market bubbles arise as a joint monetary and financial phenomenon. We assess the potential of
monetary policy in mitigating the onset of bubbles by means of a Markov-switching Bayesian Vector
Autoregression model estimated on US 1960–2019 data. Bubbles are detected and dated from the regime-
specific interplay among asset prices, fundamental values, and monetary policy shocks. We rationalize the
empirical evidence with an Overlapping Generations model, able to generate a bubbly scenario with shifts
in monetary policy, and where agents form beliefs over transition dynamics. By matching the VAR impulse
responses, we find that procyclicality and financial instability align with high equity premia and the pres-
ence of asset price bubbles. Monetary policy tightening, by increasing real rates, is ineffective in deflating
bubble episodes.
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1. Introduction
This paper examines the role of monetary policy in mitigating stock market value procyclicality
and promoting macroeconomic and financial stability in an economy able to generate stock mar-
ket bubbles. The literature has brought different views on this matter over the decades. For a long
time, the prevailing one was that central banks should abstain from intervening in the presence
of stock market bubbles [see Galì (2014)] due to possible unintended consequences and to the
difficulty of detecting actual bubble episodes [Bernanke and Gertler (1999, 2001) and Greenspan
(2002)]. Price and financial stability were perceived as complementary objectives, and monetary
policy should have remained focused on inflation control [Taylor (2008)], intervening only even-
tually to “clean up the mess” left by the bubble burst. A new conventional view arose after the
2008 financial crisis, assigning central banks the role of actively acting to curb bubbles by raising
interest rates [see, among others, Miao et al. (2019) and Allen et al. (2018)]. This has been labeled
the “leaning against the wind” (LAW) policy.

Notwithstanding the fierce debate over the last decades, the literature on bubbles is still
unable to: (i) agree on the effects of monetary policy on bubbles; (ii) assess the relevance of
underlyingmacro-financial conditions tomeasure policy effectiveness on bubbles’ mitigation; and
(iii) rationalize through theoretical channels the related existing evidence.1
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Figure 1. Data evidence: monetary and financial facts.
Notes: The left plot shows the time series for the S&P500 stock price (black dotted line), and its fundamental component (red
line), namely the present value of future dividend streams. The bubbly component results from the vertical distance between
these two series. The right plot depicts the federal funds rate. US sample: 1960–2019.

The aim of this paper is twofold. Since part of the debate builds on an empirical dilemma, we
first use a Markov-switching structural vector autoregressive (MS-VAR) to provide new evidence
on the effects of monetary policy shocks on asset prices and their bubble component. We consider
the joint behavior of asset price and monetary policy cycles [see Corsi and Sornette (2014), Nneji
(2015), Bianchi et al. (2022), and Herwartz and Roestel (2022)], generating monetary-financial
regimes for stock market bubbles. Depending on the regime in place, a monetary policy tight-
ening increases stock prices and enhances procyclicality. Then, an OLG model of asset price
bubbles is used to study the monetary policy transmission mechanism in an economy with
nominal rigidities and collateral-constrained borrowers. Consistently with theMS-VAR, themon-
etary policy rule is augmented to consider reactions to bubbles and is subject to regime changes
jointly with the parameter governing the bubble size. Agents form their expectations based on
empirically calibrated transition probabilities. Since their beliefs affect equilibrium outcomes,
we perform credibility scenarios to show that policy announcements, agents’ expectations, and
learning mechanisms play a crucial role in monetary policy transmission.

Our empirical and model-based findings relate to the long-debated bubble identification and
measurement issue. Specifically, a financial bubble is defined as a temporary deviation of a stock
price from its fundamental value, namely the present value of future dividend streams [Cochrane
(2001)]. Using this convention, Figure 1 shows that most asset price fluctuations are described
by periodically growing and collapsing bubble episodes, as also reported by the bubbles detec-
tion empirical literature [Driffill and Sola (1998), Hall et al. (1999), Brooks and Katsaris (2005),
Michaelides et al. (2016), and Chan and Santi (2021)]. However, this definition runs into the objec-
tion raised by Fama (1991)’s joint hypothesis problem, which questions the ability to reliably
detect and evaluate asset price bubbles.2 We address this criticism in light of Greenwood et al.
(2019), showing that sharp increases in asset prices, while not necessarily predicting low future
returns, can predict a heightened probability of a subsequent crash. As long as specific charac-
teristics of acute price rises can help identify future asset price bubbles, monetary authorities may
use empirically relevant theoretical models to inform data-driven policymaking, considering asset
price bubbles within the target variables.

Under these premises, we first empirically test the low-frequency relationship amongmonetary
policy, bubbles, and asset prices by estimating aMS-SVAR onUS 1960–2019 data.We characterize
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model dynamics by using data for real output, real dividends, output and commodity inflation, the
federal funds rate, and the real stock price index. A standard recursive scheme identifies themodel.
We then select the regime-switching specification from a set of nonlinear candidate models. The
optimal one, nonlinear in the interest rate and the stock price MS-VAR equations, is able to detect,
date, and estimate bubbly regimes generated by the interaction of the monetary and financial
dynamics.

The empirical analysis shows that recurrent regimes in the monetary and financial environ-
ment determine the effectiveness of monetary policy on asset prices. First, we extract recurrent
regimes which align with historical monetary policy changes and financial deepening events. On
this basis, we label the states in the stochastic model component as variance states, generating
high, medium, and low shocks’ size, and those in the systematic component asmonetary-financial
states, generating regimes of “high” and “low finance”. The former emerge as periods with higher
asset prices, equity returns, and real interest rates. Higher premia generate and inflate bubbles,
whose size is, in turn, conditionally higher.

Second, state-dependent impulse responses show that a monetary tightening may be ineffec-
tive in reducing stock prices, further inflating their bubble component. This is more relevant in
the high finance regime, when bubbles exist and are large, showing that the conditional stock price
dynamics depend on the relative size of the bubble. Under the high finance regime, monetary pol-
icy tightening generates persistent increases in nominal and real interest rates, thus more sharply
affecting output and real dividends. Deeper recession/deflation combines with a positive response
of the stock price bubble component, which, when dominant over the fundamental component,
is responsible for increased asset prices in the long run.

Equipped with this evidence, we present an OLG model incorporating financial frictions and
capturing the interaction between monetary policy and bubble dynamics. We adopt a Markov-
switching version of the model for bubbles presented in Ciccarone et al. (2019), which, in line
with Galì (2014), Martin and Ventura (2016), is rooted in a well-established tradition of models
of macroeconomic equilibria under rational bubbles. They stem from the seminal work of Tirole
(1985) andWeil (1987).3 Our model includes borrowers and lenders in the credit market, physical
capital accumulation, and financial frictions. These credit market imperfections constrain the bor-
rowing capacity of investors in productive capital to the collateral value they can pledge. Nominal
frictions in the formation of final goods’ prices are also included and provide a role for monetary
policy in fixing the nominal interest rate. Furthermore, bequests from old borrowers to young
borrowers make it possible to adopt a realistic numerical version of the model.

In line with the MS-VAR evidence, Markov-switching nonlinearities [Farmer et al. (2009)]
affect the bubble size and the monetary policy rule.4 Model calibration is obtained by matching
the model- and VAR-based regime-dependent impulse responses, given the estimated transition
probabilities. The calibration generates a first regime corresponding to the high finance MS-VAR
state, where agents invest in bubbles, monetary policy is more persistent and less reactive to infla-
tion but more reactive to the bubble. Under this regime, the bubble level can weaken the effect of
financial frictions, allowing borrowers to demand more funds.5 The calibration also generates a
regime corresponding to the low finance VAR state, with no bubbles, stronger responsiveness to
inflation, and lower interest rate persistence.

The model’s predictions align with the empirical evidence and suggest that a monetary tight-
ening is ineffective in reducing stock prices and inflates bubbles, especially in a high finance
regime. This pro-cyclical effect operates through the increase in the real interest rate, which, in
addition to the demand channel favoring future consumption, generates two different results:
(i) a reduction in the demand for credit through the price channel (increased cost of borrowed
funds); (ii) an increase in the aggregate savings’ share allocated to non-productive assets, displac-
ing investments from productive capital, through allocation channel. These recessive channels
more than compensate for the expansionary effect of the increase in the bubble size through the
collateral channel. Moreover, a bubbly regime of magnified recession/deflation is explained by
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the augmented regime-dependent monetary policy rule: following the exogenous increase in the
policy rate, the increase in the real rate, driven by the fall in inflation, is partially offset by the
central bank’s reaction to the increased bubble component. This result produces a more sub-
stantial persistence in the nominal interest rate response, higher real rates, and a more severe
recession/deflation.

Agent’s expectations play a crucial role in this mechanism. We assess the role of announce-
ments’ credibility by building scenarios where agents attach different probabilities to the occur-
rence of a regime change. We show that the credibility of announcing a different policy can
significantly affect the efficacy of the current policy stance. For instance, in response to an
announced shift toward a stabilizing regime (low finance) with no bubble creation, agents start
disinvesting in the bubbly asset in anticipation, effectively raising the probability of switching to
the no bubble scenario. Alternatively, if agents believe that the transition to a bubbly regime is
more likely, a monetary shock’s effect is exacerbated by deeper recession/deflation and bubble
inflation.

At last, since our analysis inherently assumes full information with respect to bubble identifica-
tion and timing, we build counterfactual scenarios to test our results and evaluate the possibility
that agents may face uncertainty about the duration of regimes, hence about the emergence of
a bubble. We model this behavior as a learning mechanism, where agents cannot precisely infer
whether the bubbles are a short- or long-lasting phenomenon [Bianchi et al. (2022)]. Investors’
learning leads to a gradual adjustment in the bubble valuation after the regime shift dates, until
explaining an overreaction of the bubble to the monetary impulse once learning is complete.
Hence, our results are confirmed even when agents face uncertainty about the bubble.

Moreover, if we assume no monetary policy response to the bubble, the recession-
ary/deflationary effects of a tightening would be dampened. Noteworthy, the theoretical frame-
work adopted in the paper could be, in fact, envisioned as favorable to the LAW policies: we
assume that the central banker has sufficient information to detect and—at least partially—
evaluate a reference value (in steady state) for the bubble. Even in this favorable analytical
framework, the risk of injecting additional instability into the economy would be substantial.
This risk is particularly evident in the high finance regime. We interpret this result as offering
an additional cautionary argument for central bank activism in contrasting (presumably) patho-
logical bubbly episodes. Nevertheless, we acknowledge that the validity and generality of our main
results are limited to the hypotheses specifying the measurability of a bubble, i.e., the evaluation of
the fundamental component in asset prices out of other sources of variability (e.g., risk premium,
noise, and market frictions).

The paper is structured as follows. In Section 2, we present the empirical strategy. We then
discuss the emerging regimes and results from stochastic simulations. Section 3 describes the the-
oretical model, the monetary policy transmission channels, the policy credibility, and uncertainty
scenarios. Section 4 concludes.

2. Empirical evidence
The empirical analysis considers a nonlinear multivariate time series model, specified as a MS-
SVAR [Sims and Zha (2006) and Sims et al. (2008)], where we identify monetary policy shocks
using a standard recursive strategy. Following Galì and Gambetti (2015), we derive the asset
price bubble component as the difference between observed (real) stock prices and their fun-
damental component. The empirical novelty of our study relies on deriving bubbly regimes from
the interplay between monetary and financial dynamics.6 Then, by simulating a monetary policy
tightening, we characterize the uneven transmission dynamics to asset prices—and to its bubble
component—over different monetary-financial regimes.
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2.1. Bubble derivation
Since Tirole (1985), a bubble is defined as the difference between the asset price and its
fundamental value, as follows:

QB
t =Qt −QF

t

where Qt denotes the price of an infinite-lived asset, QB
t and QF

t its bubbly and fundamental
components.

A model for the asset fundamental value is required to test for the existence of bubbles.7 We
rely on the theory of rational asset price bubbles in a discrete-time setting [Giglio et al. (2016)],
such that a rational bubble is assumed to originate from the failure of the transversality condition
in the rational asset pricing equation for stocks. According to this theory, a rational bubble grows
at the real interest rate:

QB
t = Et

(
QB
t+1
Rt

)
where Rt is the real interest rate factor. This result implies that the price behavior is explosive.
The bubble tests developed by Diba and Grossman (1988), Hall et al. (1999), and Phillips et al.
(2015a, b) (among others), indeed, ascertain the existence of bubbles from the explosive dynamics
in long time series of asset prices, by using unit root and cointegration analysis on the price-
dividend relationship. Other approaches, instead, rely on the present-value literature—initiated by
Campbell and Shiller (1988) and followed by many others [Balke andWohar (2009), Al-Anaswah
andWilfling (2011), and Chan and Santi (2021)]—for which the fundamental price component is
derived under risk neutrality as the present discounted value of future dividend flows [Cochrane
(2001)], as follows:

qFt =K +
∞∑
k=0

�k [(1− �)Etdt+k+1 − Etrt+k
]

where dt is the dividend stream of the asset price,K = log (1+Q/D)− Q/D
1+Q/D is a constant (where

Q/D the average price-dividend ratio), and � < 1 is the mean difference between the gross rate of
growth of dividends and the real rate.

We follow Galì and Gambetti (2015) for the derivation of the predicted response of the fun-
damental component of asset prices to an exogenous shock in the monetary policy rate εm:

∂qFt+k
∂εmt

=
∞∑
j=0

�j
(
(1− �)

∂dt+k+j+1

∂εmt
− ∂rt+k+j

∂εmt

)
such that the response of the bubble component, ∂qBt /∂εmt , is obtained as the asset price residual
qBt = qt − qFt . Hence, the asset price response is defined as a weighted average of the two responses:

∂qt+k
∂εmt

= (1− γt−1)
∂qFt+k
∂εmt

+ γt−1
∂qBt+k
∂εmt

(1)

where the weight γt ≡QB
t /Qt denotes the share of the bubble in the observed price. The funda-

mental component contributes more to the asset price response in periods where its share in asset
prices is lower and vice-versa when bubbles are dominant.

A standard literature critique of the bubble theory is that risk attitudes can still explain the
residual asset price component once discounted dividends are accounted for. These attitudes
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are reflected in risk premia, namely the covariance term between the stochastic discount factor
and future payoffs. Two features of our approach mitigate this issue. First, we focus our anal-
ysis on rational bubbles, which impose restrictions on the dynamics of the bubble component.
Second, we use a less restrictive model for fundamentals by allowing the whole asset price equa-
tion to switch across regimes—hence, also its fundamental component. Therefore, as argued in
Chan and Santi (2021), the latter also embodies the role of time-varying discount rates and other
latent factors driving regimes in fundamentals. Consequently, the residual—namely, our mea-
sure for the bubble—is orthogonal to asset price fundamentals and to factors generating shifts in
fundamentals.8

In Appendix D, we directly tackle this critique by allowing for a risk premium in the decom-
position of the asset price response to the monetary shocks, as from the argument by Galì and
Gambetti (2015). From this decomposition, the bubble is thus a residual risk premia component
as in Jarrow and Lamichhane (2022). We show that accounting for an endogenous response of the
equity premium to monetary policy shocks tends to emphasize our primary evidence favoring a
positive bubble response.

2.2. The MS-SVAR
The MS-SVAR is estimated with Bayesian methods using quarterly US data spanning from 1960
to 2019. Six variables are included in the model: the real GDP level yt , real dividends dt , the GDP
inflation rate π

y
t , the inflation rate for non-energy commodities π c

t , the federal funds rate rt , and
the real S&P500 index qt . All variables enter in logs except for inflation and policy rates. For the
latter, we use the shadow interest rate by Wu and Xia (2016) over the 2009–2016 time interval, in
order to consider the zero lower bound period.9

Nonlinear dynamics are introduced as Markov-switching state-dependency in the systematic
and the stochastic model components. Hence, a Markov chain driving discrete coefficient states,
ξ ct , controls the former, whereas an independent Markov chain, ξ vt , controls the latter, captur-
ing discrete states for shocks’ heteroskedasticity. The two chains are collected under a composite
process ξt = {ξ ct , ξ vt }, evolving according to the transition matrix Q=Qc ⊗Qv = (qi,j)(i,j)∈(H×H) ∈
�h2 , where qi,j is the transition probability from state i to state j and H = {1 . . . h} is the set of
possible regimes for ξt .10

The MS-SVAR model is as follows:

y′
tA0(ξ ct )= c′

(ξ ct )+
ρ∑
i=1

y′
t−iAi(ξ ct )+ ε

′
t	

−1(ξ vt ) (2)

where y′
t =

[
yt dt π

y
t π c

t rt qt
]
, c(ξ ct ) is the vector of constants, A0(ξ ct ) is the invertible

contemporaneous correlations matrix, Ai(ξ ct ) denotes the dynamic cross-correlation matrices for
each lag term ρ, and 	 is a diagonal matrix capturing structural shocks’ sizes. Following the stan-
dard practice in MS-VAR modeling [Sims and Zha (2006) and Sims et al. (2008)], we fix ρ = 5
(i.e., to the data frequency plus one), and adopt Litterman (1986)’s randomwalk prior, consistently
with the stochastic properties of the variables.11 The calibration of priors follows Sims et al. (2008),
which provide a benchmark for quarterly data MS-SVARs.12 A multivariate normal distribution
for the orthogonal structural shocks εt is assumed:

P
(
εt|Yt−1,
t , θ , q

)=N (εt|0n, In) (3)

where the structural shocks’ standard deviations are given by the diagonal elements of 	−1(ξ vt ), θ
denotes the vector of the model’s structural parameters, and 
t and Yt−1 collect past information
on the latent processes and data, respectively.
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Table 1. Descriptive statistics of states: moments

Monetary-financial states

Means Standard deviations

Variables Data H-fin L-fin Data H-fin L-fin

yt 9.086 9.286 8.993 0.516 0.573 0.356
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

dt 2.928 3.554 3.735 0.318 0.524 0.500
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

π
y
t 0.982 0.754 0.709 0.631 0.828 0.354

.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

π c
t 0.961 1.436 1.091 0.525 3.432 2.873

.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

rt 1.209 2.092 0.711 0.972 1.609 0.762
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

qt 6.535 9.206 3.974 0.706 1.899 1.626

Equity return 0.883 2.714 −2.466 6.589 4.509 8.594
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ..

Real ffr 0.407 1.337 0.002 0.708 1.773 0.764
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ..

Price/dividend 3.611 5.653 0.239 0.394 1.592 1.918
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ..

qt (bubble) 6.061 6.644 −0.606 0.605 0.870 2.953
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ..

Equity R (bubble) 0.797 1.128 −4.369 6.665 4.781 8.597

The table reports model variables’ means and standard deviations and some selected derivations, conditional on staying
in each state. The equity return is computed as the growth rate of S&P500 stock prices; the real policy rate is the deviation
of the federal funds rate from inflation (based on the GDP deflator); “qt (bubble)” is the bubble component of S&P500
stock prices, as decomposed by Galì and Gambetti (2015), and “Equity return (bubble)” is the return rate of the bubble
component of S&P500 stock prices.

In this framework, we identify the monetary policy shock by imposing the (lower triangu-
lar) recursive strategy adopted by Galì and Gambetti (2015)—inherited from Christiano et al.
(2005)—where we order the federal funds rate after GDP, dividends, and inflation but before
asset prices. Hence, we assume that monetary policy cannot respond contemporaneously to
changes in asset prices and is consistent with some other key features: (i) on impact, only
stock prices respond contemporaneously to the federal funds rate shock and (ii) monetary pol-
icy can react contemporaneously to output, dividends, and inflation changes. In this vein, we
rely on an “information-based” identification approach, according to which slow-moving (real
sector) variables do not respond contemporaneously to fast-moving (financial sector) ones,
embodying a forward-looking component with considerable predictive content for the real
economy.

We then test the relevance and nature of regime switches by computing the marginal data
density (MDD) over differently specified competing models. As shown in Appendix B, this anal-
ysis selects a best-fit model

(
3ξ v2ξ cr,q

)
with a three-state Markov chain in the stochastic model

component (generating variance states) and a two-state Markov chain in the asset price and inter-
est rate systematic model component (generating monetary-financial states). Therefore, we label
ξ c = ξmf . The resulting regimes describe a story of state-dependent monetary policy and financial
interaction.

2.3. Monetary-financial regimes
Monetary-financial states reflect nonlinear regularities of structural relations and shocks’ trans-
mission, describing the interaction of monetary and financial phenomena. Their occurrence
defines two states: the “high finance state” (H-fin) and the “low finance state” (L-fin). As displayed
in Table 1, summarizing some descriptive statistics conditional on states, the former characterizes
periods of sustained and stable stock prices and equity returns, higher output, inflation, and higher
interest rates; the latter, the low finance state, defines periods of lower stock prices and crushes in
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Figure 2. United States: variance andmonetary-financial regimes.
Notes: The figure shows the states’ smoothed probabilities at the posterior mode from the best-fit benchmark model,
3ξ v2ξ cr,q. The upper plot displays the smoothed probabilities for the variance states. The bottom plot displays the smoothed
probabilities for states emerging on the monetary policy and the asset price equations. The series for the interest rate is
shown below the latter.

equity returns.13 By decomposing the S&P500 stock price index in a fundamental and a bubbly
component, as explained in Section 2.1, stock prices in the high finance state contain a sizeable
bubble component, which explains the higher stock price levels under this regime. Stock returns
are also explained (in levels and standard deviations) by their bubble component, which grows at
higher and more stable rates. The price-dividend ratio is substantially higher in the high finance
regime.

As for the US historical evolution of regimes, Figure 2 reports the smoothed probabilities evalu-
ated at the posteriormode for theMarkov chains emerging under the selectedmodel in 1960–2019
quarterly sample. The top panel displays states’ probabilities for the variance, capturing high (dark
gray area), medium (light gray area), and low (white area) shocks’ sizes. The bottom panel displays
probabilities for the monetary-financial states, where the gray areas identify the high finance state
and the white areas the low finance state. The red line tracks the evolution of the monetary policy
rate over time to enhance regimes’ interpretation.

Variance and coefficient regime switches can be interpreted in terms of historical events.
Regimes on shocks’ variances (low, medium, and high) detect high volatility during the two oil
price turmoils in the 70s [as in Bianchi and Ilut (2017)], the reserve targeting period of the early
80s, and the first stages of the global financial crisis in 2008–09. The medium variance regime
materialized around the second half of the 80s, covering the stock market crash in 1987 and the
recession due to the GulfWar I of the early 90s. The remaining periods, thus the pre-70s, the finan-
cial deepening era of the early 90s until 2008, and the post-2009, reflected conditions of relative
stability and low variations in shocks (low variance state).

Monetary-financial states emerge as a result of the interaction of monetary and financial phe-
nomena.14 Consistent with Jarrow and Kwok (2021), and Fusari et al. (2022), high finance regimes
closely track market performance. In contrast, switches towards low finance states are centered
around stock price turning points and occurred in the late 60s, during the first half of the 80s
(Volker era), the dot-com bubble (2001), and the 2015–16 stock market sell-off, including the
Chinese stock market turbulence, the Greek debt default and the effects of the end of quantitative
easing in the US.
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Figure 3. Monetary policy shock. Impulse responses.
Notes: The figure shows the impulse responses to a 1% monetary policy shock. The difference across regimes only reflects
nonlinearities in the monetary policy and asset price equations, driven by ξmf . Shaded areas denote 68% credibility sets.

2.4. Impulse responses
We evaluate the regime-specific conditional dynamics generated by an unexpected increase in
the federal funds rate considering regime-dependent impulse response functions (IRFs).15 To
enhance the interpretation of results concerning the transmission dynamics across regimes, we
condition the IRFs to a 1% contractionary monetary shock in all states.16

In Figure 3, impulse responses are regime-dependent and display different channels of mone-
tary transmission, depending on whether the high or low finance state is in place. Specifically, a
1% interest rate shock triggers a drop in real GDP and real dividends, which worsens expectations
of future profitability and reduces stock price evaluations, as predicted by the traditional the-
ory.17 The high finance state, where the bubbly component of stock prices is higher, features more
amplification and less policy effectiveness in stabilizing target variables, leading to more robust
and more persistent drops in real activity and dividends and a further increase in real interest
rates.

Notwithstanding the drop in expected dividends, the fall in stock price is lower under the high
finance (bubbly) state and vanishes after 1 year. Indeed, asset prices do not only co-move with div-
idends but also embed an additional premium resulting from their bubbly component, growing
with real rates. By decomposing the stock price impulse response in a fundamental and a bubble
component (equation 1), Figure 4 shows that the rise in the real interest rate, combined with the
decline in dividends, generates a drop in the asset price fundamental component (in line with the
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Figure 4. Monetary policy shock. Impulse responses: stock price decomposition.
Notes: The figure shows the impulse responses of asset prices, and their decomposition in a fundamental and bubbly com-
ponent, to a 1% monetary policy shock. Differences across regimes only reflect nonlinearities in the monetary policy and
asset price equations, driven by ξmf . Shaded areas denote 68% credibility sets.

conventional wisdom and economic theory). Under the high finance regime, real rates and divi-
dends respond more, and the bubbly component of asset prices increases. This result is explained
by the larger relative size of the bubble, as shown in Table 1, and by the more persistent response
of real interest rates.

Our evidence confirms the findings in Galì and Gambetti (2015), which—using a time-varying
VAR—find that an exogenous monetary tightening inflates the bubble, amplifying financial insta-
bility, mainly after the 90s with the Great Moderation and the onset of financial deepening. We
qualify that heightened monetary-financial interaction, resulting in high equity premia, real rates,
and a high bubble share in the composition of asset prices, is the main determinant of their result.
Policy ineffectiveness to dampen the emergence of rational bubbles depends on the (recurrent)
joint determination of financial outcomes with the monetary policy behavior.

3. A MS-OLGmodel for bubbles
We introduce Markov-switching behavior in Ciccarone et al. (2019)’s analytical model, as
described in Appendix G. The economy is populated by overlapping generations (OLG) of agents
living for two periods; young and old agents coexist in equal and constant proportion within each
period.

The OLG framework is characterized by three main elements: (i) frictional financial markets;
(ii) physical capital accumulation; and (iii) sticky prices. Households are grouped in two types:
borrowers and lenders in the credit market. Borrowers can invest in physical capital and can trade
an additional asset which is modeled as a “pure” bubble, analogous to a pyramid scheme.18 Due
to asymmetric information between creditors and debtors and the absence of state-contingent
securities, the amount of credit that borrowers can obtain varies with the amount of collateral that
can be pledged, which also depends on the (expected) value of the bubbly asset.

The economy produces one intermediate good and a continuum of differentiated final goods.
Using capital and labor traded in competitive markets, a representative firm produces the inter-
mediate good, which is sold under perfect competition to a continuum of monopolistically
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competitive final producers. Final goods can be consumed or transformed into new physical
capital, and are subject to price stickiness, through which monetary policy displays real effects.

Within each generation, the two classes of agents participate in the final goods market, the
markets for productive inputs, and the financial markets. The savers work when young and save
part of their labor income to purchase credit contracts paying the nominal interest. The firms
producing the final output are owned by the old savers, who pass them on as a bequest at the
end of their lives when young savers enter their old age. Profits and interest payments on credit
contracts finance the consumption of old savers. Borrowers, who also consume the final good over
their lifetime, invest, when young, in the productive (“fundamental”) and in the non-productive
(“bubbly”) assets, and finance this expenditure by borrowing in the financial sector and using the
resources left to them as a bequest by the borrowers of the previous generation.

Productive investments add to the capital stock, which the young borrowers buy from the old
ones at the end of the period. The representative intermediate firm rents physical capital from
borrowers and hands them the remuneration of capital when they become old. The bubbly assets
are valued on the expectation of their resale value. Each generation of borrowers issues new bub-
bles with random initial values, which are traded in the market for bubbles alongside the old ones
issued by previous generations and sold to the young ones.

In the credit market, identical and perfectly competitive banks accept the deposits demanded
by savers and use them to supply the loans demanded by borrowers at the nominal loan rate. At
the end of each period, loans and deposits (plus interest) are paid back, banks’ balance sheets clear,
and banks shut down to open again at the beginning of the next period. Savers can hold two types
of financial assets: money supplied by the central bank and bank deposits. The central bank sets
the interest rate on deposits by following a dynamic rule targeting inflation and the bubbly asset.19

Old borrowers supply the outstanding bubbles issued in the previous period and can issue
new bubbles. Young borrowers demand both types of the bubble. Young savers, who supply
labor inelastically, enter each period without previously accumulated cash holdings and deposits,
receive money wage income, and deposit at banks. At the end of the period, deposits and interest
earnings are repaid. A cash-in-advance constraint requires agents to allocate money balances and
money wage income for consumption, net of the deposits they make at banks. The old savers
receive the aggregate profits obtained from retailer firms and banks and are not interested in
carrying financial assets to the future (bequest motive).

Credit market imperfections affect the behavior of banks, which may not always obtain the full
repayment of the loans provided to the borrowers. To obtain loans, borrowers must then provide
credit intermediaries with collateral. They can pledge only a fraction of their future resources
but create and exchange a bubbly asset that can also be used as collateral. The overall guarantee
provided by borrowers eliminates the need for banks to add a risk premium on top of the riskless
rate.

The OLG model is Markov-switching in the bubble size and the monetary policy rule, accord-
ing to a Markov process capturing monetary-financial regimes. This feature generates two states,
namely the high finance and low finance states, in line with the empirical evidence. In this model-
ing framework, agents form expectations knowing that in each period the economy can switch to
a different monetary-financial state of the economy, with a given transition probability.

3.1. The market for bubbles
The equilibrium between demand (by young borrowers) and supply (by old borrowers) of the
bubble in every period is Bt+1 = Bt + BNt+1, where Bt+1 ≥ 0 is the physical amount of the bubble
supplied at t + 1 and BNt+1 represents newly issued bubbles. The bubble equilibrium equation can
be expressed as

Qt+1 = RBt+1Qt +QN
t+1 (4)
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where RBt+1 = PBt+1/P
B
t is the real factor of return on the bubble, PBt+1 and Qt = PBt Bt are the real

price and the real value of the bubble, respectively. The new bubble creation process is linked
to the economy’s size through the parameter ω > 0: qNt = ωy= ωAkα , where qNt =QN

t /gt is the
trend-less value of the new bubble and y, k are the stationary levels of output and capital, respec-
tively; hence, ω measures the bubble-to-output ratio.20 If ω = 0, the economy sets itself into a “no
bubble” stationary state in which the level of capital kNB is generally lower than that of a “bubbly”
economy (ω > 0).

We assume the bubble share follows a two-state Markov process ξ
mf
t , capturing the financial

side of the monetary-financial interaction we evidence in the MS-VAR. The Markov process pro-
duces two states: a bubbly and a no-bubbly scenario.21 The monetary policy counterpart will be
discussed in the next section.

In order to understand the effects of ω̄ on the stationary value of capital k, and hence
on y, take the equilibrium relationship between k and the real interest factor R in the credit
market, Akα−1 = fB (R) from equation (G27), and solve it for k. Then, compute the following
derivative:

dk(R)
dω̄

= gk(R)2−α

(1− α)AR

⎡⎣φrk − εR,ω̄
ω̄

(
rk
μα

(φμα + ω̄) + (1− δK) φ
)

g
R (φμα + ω̄)

+ (1− φ) η

η + β
μα

⎤⎦
εR,ω̄ = dR/R

dω̄
ω̄

> 0, rk = αμAkα−1

The sign of dk(R)
dω̄ defines two different regions for the effect on capital of an increase in the bubble

share. We are in crowding-in (crowding-out) when an increase (decrease) in the bubble share ends
up stimulating (dampening) the accumulation of capital:

ω̄φrk −
[(

rk + 1− δK
)

φ + qN

k

]
εR,ω̄ ≷ 0

Therefore, the direction in which the bubble share ω̄ in the (locally unique) stationary state
affects capital depends on three different channels acting on the three terms of the above
inequality:

• Collateral channel: an increase in the bubbly asset (higher ω̄) slackens the collateral con-
straint allowing borrowers to demand more funds and invest more. This yields a positive
effect on k and y (crowding-in), through the term ω̄φrk;

• Price channel: a higher ω̄ increases the cost of borrowed funds, leading borrowers to
demand fewer funds and to invest less. This result produces a negative effect on k and
y (crowding-out), via the term εR,ω̄;

• Asset allocation channel: a higher ω̄ increases the quantity of the bubbly asset to be pur-
chased, crowding out productive investment expenditures. This effect increases with the
total return on capital, and it yields a negative effect on k and y (crowding-out), through
the term

(
rk + 1− δK

)
φ + qN

k .

The final effect of an exogenous increase of ω̄ on k (i.e., whether the economy is in a crowding-
in or a crowding-out regime) is determined by the relative size of these three channels.
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3.2. Monetary policy
In order to simulate an exogenous shock to the policy rate, we assume the following monetary
rule:22

̂(1+ it) = ρi,ξmf
t

̂(1+ it−1) +
(
1− ρi,ξmf

t

) (
δ
π ,ξmf

t
πt + δq,ξmf

t
q̂t
)

+ eit (5)

eit ∼ i.i.d.
(
0; σ 2

ei
)

where ̂(1+ it) is the deviation of the monetary policy factor from its steady-state value, δπ > 1 and
δq ≥ 0 denote the policy reaction parameters to inflation and the bubble (δq > 0 indicates a LAW
policy), and ρi captures the persistence of the policy rate.23 We set the policy reaction to inflation
and the bubble and the policy persistence as functions of the two-state Markov process, ξ

mf
t ∈

{H-fin, L-fin}, which jointly affects the steady-state bubble-to-output ratio. This process evolves
according to a transition matrix,Hmf , whose calibration is given by the VAR estimates, and which
delivers monetary-financial regimes.

3.3. Solutionmethod
We solve the model using the efficient perturbation methods applied to Markov-switching mod-
els elaborated by Maih (2015) and Foerster et al. (2016).24 A detailed description of the solution
method is reported in Appendix H. The model’s first-order approximated solution can be written
in the following form:

ϒt = T
ξ
mf
t
(ϒt−1, χ , εt) (6)

T
ξ
mf
t

= T
ξ
mf
t

(
z
ξ
mf
t

)
+DT

ξ
mf
t

(
z
ξ
mf
t

) (
zt − z

ξ
mf
t

)
where ϒt is the vector of model variables, T

ξ
mf
t

the Taylor first-order expansion, χ defines the
perturbation parameter, εt the vector of structural shocks, andDT the matrix of first-order deriva-
tives. The expansion point, z

ξ
mf
t

= (ϒ , 0, 0), is the vector of the steady states of the state variables,
zt = (ϒt−1, σ , εt). As in Aruoba et al. (2018), where both a targeted-inflation steady state and a
deflationary steady state are considered, we expand around two steady states per regime.

3.4. Model-based impulse responses
We compute the impulse response functions to themonetary policy shock.We calibrate themodel
at the annual frequency by fixing β = 0.96, α = 0.33, γb = 1, gs = 1.02, γs = 0.2, μ = 1− 1/42,
δk = 0.1, βbeq = 42, φ = 0.03, A2 = 0.3, σi = 0.01. The transition probabilities are fixed at the
annual counterparts of the MS-VAR quarterly estimates: the probability of moving from the high
to the low finance regime is thus 0.1834 and that from the low to the high 0.4205.

The Markov-switching parameters, ω, ρi, δπ , and δq, are estimated using a novel regime-
dependent impulse response matching algorithm, mapping model-implied impulse responses to
VAR results. More specifically, we match four regime-dependent VAR impulse responses: output,
inflation, interest rate, and the bubble component of asset prices. Table 2 reports the results.

The estimation leads to a regime of high finance corresponding to a bubbly economy with a
more persistent and less reactive monetary policy rule for inflation and displaying a LAW mon-
etary policy rule (δq > 0). Under this regime, the stationary level of the bubble is high enough to
locate the economy in a crowding-in mode, with higher stationary levels of real rates, capital, and
output. Instead, the L-fin regime corresponds to a no-bubbly economy, with policy rates targeting
more actively inflation and lower interest rate persistence. This result provides further insight into
Galì and Gambetti (2015)’s main conclusion.
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Table 2. Model calibration based on impulse response-matching

Parameter Definition Strategy Value

ω(H-fin) Bubble share of GDP in H-fin regime IRF Matching 0.014
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

ω(L-fin) Bubble share of GDP in L-fin regime IRF Matching 0.000
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

ρi(H-fin) Monetary policy persistence in H-fin regime IRF Matching 0.379
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

ρi(L-fin) Monetary policy persistence in L-fin regime IRF Matching 0.198
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

δπ (H-fin) Reactiveness of ffr to inflation in H-fin regime IRF Matching 0.866
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

δπ (L-fin) Reactiveness of ffr to inflation in L-fin regime IRF Matching 1.531
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

δb(H-fin) Reactiveness of ffr to bubble in H-fin regime IRF Matching 2.000
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

δb(L-fin) Reactiveness of ffr to bubble in L-fin regime IRF Matching 0.000

The estimated values are generated by matching the regime-dependent impulse responses of output, inflation, interest rate, and
the asset price bubble component. Weights are based on their confidence intervals.

Given the above calibration for the two states, Figure 5 shows the model-based impulse
responses in the two regimes compared to the VAR counterparts. Following a positive shock to
the nominal interest rate, the model predicts a recession/deflation and an increase in the real
rate.25 More importantly, in a bubble economy (H-fin regime) the contractionarymonetary policy
inflates bubbles’ valuation, in line with our empirical evidence in Section 2.

The economic mechanism underlying these results is as follows: the monetary policy shock has
a direct impact on the real interest rate, due to the nominal rigidity. In addition to the demand
channel acting through the Euler equation and favoring future consumption, the increase in the
real interest rate generates two additional effects: the demand for credit is reduced due to a price
channel (the increased cost of borrowed funds); the value of the bubble rises, and an allocation
channel redirects more resources toward the purchase of the bubble. These recessive channels
more than compensate for the effect of the increase in the bubble size on credit demand due to the
slackening of the collateral constraint, which allows borrowers to demand more funds (collateral
channel). The outcome is a recession/deflation coupled with a rise in the bubble value. The policy
reaction to the fall in inflation tends to mitigate the recessionary effects of the shock by reducing
the amplitude of the downturn of output and inflation.

The recession/deflation and the increase in the real rate (and hence in the bubble component)
are magnified when ρi > 0 and/or δq > 0, namely under the high finance regime. The reason is
that, following the exogenous interest rate shock, the policy reaction is dampened by the higher
policy persistence and by the response to the bubble. Under LAW, the signal sent from the fall of
inflation, which calls for a reduction of the real rate, is partially offset by the increase in the bubble
component. The response of the central bank results in an effort that is too feeble in stabilizing
the real interest rate. This result explains more persistence in the nominal interest rate response,
higher real rates, and more severe recession/deflation compared to the L-finance regime. In a no-
bubbly economy, interest rates respond to inflation only (and more than in H-fin), dampening
the initial effects of the shock.

3.5. Policy credibility and uncertainty scenarios
Our empirical and theoretical results are obtained under the hypothesis that stock market bub-
bles exist and can be measured, at least indirectly. A recent macro-finance literature [e.g., Jarrow
(2016), Jarrow et al. (2011a, b), Jarrow and Kwok (2021), Fusari et al. (2022)] provides several
convincing contributions on the existence of bubbles. However, the proliferating bubble detection
methods testify that measurement issues are far from being solved. Uncertainty about the empir-
ical reliability of specific bubble component’s evaluation methods is a pervading limitation our
analysis shares with previous contributions. To widen its validity domain, we test the robustness
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Figure 5. Monetary policy shock. Regime-dependent impulse responses.
Notes: The figure shows the model-implied versus VAR-based impulse responses of selected variables (output, inflation,
nominal interest rate, bubble, and the real interest rate) to a 1% monetary policy shock. Regimes affect the steady state
parameter ω and the monetary policy rule, namely ρi , δπ and δq. The impulse response matching is based on the fol-
lowing grid: ω(H-fin) ∈ [0, 0.018], ω(L-fin) ∈ [0, 0.01], ρi(H-fin) ∈ [0.3, 0.6], ρi(L-fin) ∈ [0.1, 0.3], δq(H-fin) ∈ [0, 0.2], δq(L-fin) ∈
[0, 2], δπ (H-fin) ∈ [0.8, 2], δπ (L-fin) ∈ [1.25, 2]. The corresponding loss function, computed on the distance between VAR and
model-based impulse responses at the estimates, is equal to 0.1438. Shaded areas denote 68% credibility sets.

of our results against alternative assumptions regarding the monetary-financial regimes and the
agents’ capacity to observe them.

In the first set of counterfactual scenarios, we assess the role of agents’ beliefs on macroe-
conomic dynamics under the two regimes, by comparing the benchmark impulse responses to
scenarios built by varying the probability distribution of regimes. Being part of their information
set, they may depend on policy credibility. A second set of counterfactuals is used to consider
the role of uncertainty around the realization of regimes, hence the existence and valuation of a
bubble. In this case, we depart from the standard rational expectations assumption that agents
can observe the true transition matrix for monetary-financial regime shifts and assume that they
are uncertain about how long any observed regime shift will last and hence must learn about its
duration.We do so by comparing the benchmark impulse responses to those built under learning,
passing from the perception of a short-lived to a long-lived high finance regime. To complement
the analysis, we evaluate the same counterfactuals for the case of a monetary authority setting the
interest rate disregarding bubbles, even when they exist.
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Figure 6. Impulse responses to monetary policy shock. Counterfactual scenarios on policy credibility.
Notes: The figure compares the impulse responses extracted from the estimatedmodel to those from counterfactual scenar-
ios defined as follows: an H-fin credible scenario increases the probability of switching from L-fin to H-fin and decreases the
probability from H-fin to L-fin; an L-fin credible scenario increases the probability to switch from H-fin to L-fin and decrease
the probability from L-fin to H-fin.

More specifically, in the first set of scenarios in Figure 6, the transition matrix is modified such
that agents attach different probabilities to the occurrence of a regime change. We label as “H-
fin credible” the scenario where we set to zero the probability of going from H-fin to L-fin and
increase by 50% that of transitioning from L-fin to H-fin (from 0.1834 to 0.2751). We label as
“L-fin credible” the scenario where we set to 0.01 the probability to go from L-fin to H-fin and
increase by 50% that of transitioning from H-fin to L-fin (from 0.4205 to 0.6307).

The credibility of announcing a different policy can significantly affect the efficacy of the cur-
rent policy stance.When agents expect the high finance policy (ρi > 0, δq > 0) to last longer (H-fin
credible), the effect of a monetary policy shock is exacerbated both in terms of deeper reces-
sion/deflation and bubble’s inflation. In the long run, the increase in asset valuation boosts the
borrowing capacity and favors a faster exit from the crisis. Suppose, instead, that in response to
an announced shift toward a stabilizing regime (low finance), agents assign a higher probability to
switch to the low finance regime (L-fin credible). In that case, they also assign a higher probability
to the belief that the policy rule will be more stabilizing in the future. Hence, they may start dis-
investing in the bubbly asset in anticipation, effectively raising the probability of switching to the
no-bubble scenario. This result makes the deflationary and recessive effects of the monetary policy
shock smoother. In a nutshell, in a bubbly world, the impact of monetary tightening depends on
how agents form their beliefs on the credibility of the monetary policy and the state of the bubble.

In the second set of counterfactual scenarios, we model the idea that agents can still observe
the regime in place at each point in time. However, they face uncertainty about the nature of
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Figure 7. Impulse responses of the bubble to a monetary policy shock in high finance regime. Counterfactual scenarios on
regime uncertainty.
Notes: The figure compares the benchmark impulse response of the bubble to themonetary policy shock in the high finance
regime to those from two counterfactual scenarios defined as follows: an H-fin long scenario where the probability of going
from H-fin to H-fin long-lasting is 0.99, and the probability of going from H-fin temporary to the L-fin regime is 0.01; an H-fin
short scenario where the probability of going from H-fin temporary to H-fin long-lasting is 0.01, and the probability of going
from H-fin temporary to the L-fin regime is 0.4205. The left panel performs the counterfactual scenarios with a monetary
policy rule targeting the bubble, as from the impulse response matching, δb = 2. The right panel assumes the monetary
authority does not respond to the bubble, δb = 0.

deviations from the low finance regime. Namely, they are unsure if the central bank is engaging
in a short or long-lasting high finance regime. This simulation introduces a learning mechanism
on the persistence of regime changes [Bianchi et al. (2022)], by expanding the number of regimes
to account for short- or long-lasting perceived high finance regimes.26 We use three states: a low
finance regime, a short-lasting, and a long-lasting high finance regime. Uncertainty arises because
the two high finance regimes share the same parameter values governed by ξmf , which agents
recognize as belonging to a high finance regime. However, they cannot precisely infer whether it
is a short- or long-lasting high finance regime. This is something they learn after switching to the
new regime. After the switch to high finance, agents initially perceive it as a temporary deviation
while adjusting only afterward to persistent changes.

In Figure 7, we compare the bubble impulse response to a monetary tightening in the high
finance regime (blue line), under the estimated VAR-based calibration, to those when it is per-
ceived as temporary (purple dotted) and long lasting (black dashed). In the first case, we assume
a transition matrix where the probability of going from the temporary to the long-lasting high
finance regime is 0.01, and the probability of going from short-lasting high finance to the low
finance regime is 0.4205. We denote this as the “H-fin short scenario”. In the second case, we
assume the probability of going from H-fin temporary to H-fin long-lasting is 0.99, and the prob-
ability of going from H-fin temporary to the L-fin regime is 0.01. We denote this scenario as an
“H-fin long scenario”.

Learning about the persistence of the high finance regime implies that bubbles in the model
respond to shifts to the high finance regime by initially underreacting to the monetary policy
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shock (short-lasting scenario) compared to the benchmark high finance response. Then, when
they realize the shift is more persistent, they tend to overreact. We run the same counterfactual
scenarios on a model where the central bank does not target the financial cycle and disregards
bubble dynamics (δb = 0). Both in the benchmark VAR-based version of the transition matrix and
in the counterfactual scenarios on the duration of the high finance regime, the bubble response
to a monetary policy shock is lower and less persistent, thus reinforcing our argument against the
LAW policy.

4. Conclusions
This paper contributes to the empirical evidence showing that an unexpectedmonetary tightening
determines an increase in the stock price’s bubble component. By estimating a Markov-switching
structural vector autoregressive model over U.S. data, we find that regimes of high stock prices
and equity returns are those in which a monetary policy tightening leads to higher fluctuations in
real macroeconomic variables and inflation, together with an increase in the bubbly component of
the stock price. That more than offsets the decline in the fundamental component in the medium
to long term. This result is described over identified regime-shift events in the history of the U.S.
monetary and financial facts.

We then use a model for rational bubbles to match and rationalize the empirical findings. The
model predicts that a monetary tightening proves ineffective in reducing stock prices in a bubbly
economy, increasing real rates. Under this state, monetary policy is less reactive to inflation, favor-
ing more persistent recession/deflation. The outcome is a more severe recession/deflation coupled
with a rise in the bubble value.

Counterfactual scenarios on policy credibility show that if agents believe that the transition
to a bubbly regime is more likely, a monetary policy shock is exacerbated in terms of deeper
recession/deflation and bubble inflation. Instead, if agents face uncertainty about the duration
of regimes, a gradual adjustment in the bubble valuation is observed after the regime shift dates,
until explaining an overreaction of the bubble to the monetary impulse. Despite the limitations
of the analysis coming from the unresolved empirical issue on bubble detection, these additional
checks help interpreting our findings in the context of a realistic policy making.

Notes
1 These issues relate to: (i) monetary policy ineffectiveness in long-run models [Martin and Ventura (2016) and Ikeda and
Phan (2016)]; (ii) the difficulty of including productive capital in “perpetual youth” frameworks [Galì (2021)]; (iii) the
preference for the backward-looking sunspot solution around a stable bubbly steady state vs. the forward-looking mini-
mal state variable solution around an unstable bubbly steady state; and (iv) the differences produced by the adoption of an
infinite-horizon framework vs. an overlapping generations (OLG) model [Miao et al. (2019)].
2 Fama’s criticism states that when an abnormal asset (or portfolio) return behavior is observed, it is unclear whether it should
be attributed to market inefficiency or a flawed market equilibrium model. Furthermore, on average, substantial increases
in asset prices are only sometimes followed by low returns. Hence, if bubble components in asset prices (and the related
dynamics) cannot generally be reliably detected and evaluated, it is hard to see how a monetary authority can condition its
policy decisions on them.
3 This modeling approach has been recently revitalized by Martin and Ventura (2015, 2016), Carvalho et al. (2012), Ikeda
and Phan (2016), among others. In these contributions, the inclusion of financial frictions plays a crucial role in shaping the
features of the bubbly equilibrium and in overcoming the restriction of the dynamic inefficiency affecting former friction-
less models. Several theories try to rationalize mechanisms that allow for the emergence of bubbles other than the dynamic
inefficiency assumption typical of the OLG framework. See Brunnermeier (2001) for a review of bubble models based on
asymmetric information and Enders and Hakenes (2021) for a bubble-generating mechanism based on an unknown market
depth and limited liability. For a theory of credit-driven stock-price bubbles in infinite horizon models, see Miao and Wang
(2018), where bubbles emerge because firms borrow against the stock market value of their collateralized assets.
4 See Shorfeide (2005), Davig and Leeper (2007), and Bianchi (2013) for applications to forward-looking Markov switching
rational expectations models.
5 Jarrow and Lamichhane (2022) also link bubbles’ dynamics to the monetary policy reactiveness.
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6 A Markov-switching model reveals appropriate to this purpose because (i) variations in asset prices are consistent with
discrete abrupt changes, well captured by Markov chains, as documented by the extensive literature detecting regimes of
surviving and collapsing bubbles [Driffill and Sola (1998), Hall et al. (1999), Brooks and Katsaris (2005), Michaelides et al.
(2016), and Chan and Santi (2021)]; (ii) it allows distinguishing between nonlinearities affecting the structure of the economy
(and transmission of shocks) and the size of shocks separately.
7 The traditional approaches to bubble detection define a model for the asset’s fundamental value, therefore being plagued
by the joint hypothesis problem [Fama (1991)]. This argument does not apply to continuous-time bubbles, which, relying on
the local martingale theory of bubbles (see Protter (2013) for a comprehensive survey), can be detected without the need for
a model of the asset’s fundamental value, or it can be independently validated, thereby enabling a direct test for asset price
bubbles [Jarrow (2016)]. Within this framework, two main empirical approaches are emerging. The first tests whether the
asset price process is a local martingale using diffusion models [Jarrow et al. (2011a, b)]. The second infers bubbles using
option prices, namely the differential pricing between put and call options. Applications by Jarrow and Kwok (2021) and
Fusari et al. (2022) to S&P500 data document the existence of significant bubbles whose historical recurrence is consistent
with our evidence on regimes. Nevertheless, our time-series approach allows us to track a more extended pricing history to
study the interaction with monetary policy.
8 In Appendix C, we estimate the bubble response with a linear Bayesian VAR and show that regime changes extract
amplification in dividends and persistence in real rates, leading to a more profound decline in asset price fundamentals.
9 A detailed description of variables’ definitions and data sources is presented in Appendix A.
10 Coefficient and variance switching should be considered as two independent sources of nonlinearities differently affecting
the properties of the model. The former alters the transmission of shocks to the economy through nonlinearities in the agents’
behavior or the economy’s structure. The latter pertains to differences in structural shocks’ sizes as resulting merely from big
or small shocks. It is a standard practice in the Markov-switching literature [see Sims and Zha (2006), and Bianchi and Ilut
(2017)] to make this distinction to ensure that variance switching is not wrongly attributed to coefficient switching. If, when
accounting for variance regimes, the resulting coefficient regimes denote an improvement in model fit, then they are relevant
and worthy to be studied.
11 We have verified that both the SBC and AIC on the linear VAR suggest selecting a lag order of 3. With this specification,
results are qualitatively unaffected, signaling that the Bayesian penalty introduced by the Minnesota prior structure is not
critical in driving our main results.
12 Specifically, we adopt the following hyperparameters:μ1 = 1;μ2 = 1;μ3 = 0.1;μ4 = 1.2;μ5 = 1;μ6 = 1. The prior for the
transition probabilities is a Dirichlet distribution implying a symmetric prior average duration of regimes of six quarters. The
results are robust to reasonable variations in the hyperparameters. Estimates are generated with one million Gibbs sampling
replications, where the first 100,000 draws are discarded as burn-in, and one in every ten draws is retained.
13 The states’ descriptive statistics correspond to the values to which selected moments are expected to converge once a state
is in place for an extended period.
14 In line with the literature on macro-financial switches [Hubrich and Tetlow (2015), Patella and Tancioni (2021), Beqiraj
et al. (2021)], they are characterized as highly recurrent states.
15 Forecast error variance decompositions (FEVDs) are in Appendix F.
16 Note that variance states do not affect the model-generated transmission dynamics, which depend only on the model’s
coefficients. The relative contribution of the monetary policy shock to each variable’s variance is also unaffected by such a
re-scaling. In Appendix E, we report results where we do not apply the normalization, hence considering variance regimes.
17 The impulse response of inflation does not display a price puzzle, a well-recognized issue in the empirical literature [Sims
(1992)]. This result is obtained by applying the Estrella (2015)’s overidentifying restriction.
18 Although this structure may seem oversimplified, it is worth noting that assets made up of a pure bubble component (and
devoid of a fundamental one) are not impossible to imagine, nor are they limited to “fiat money”. A notable example is with
cryptocurrencies: they are mostly held as assets (their role as a medium of exchange is still quite limited), hence no visible
fundamental or contractual element back them. Most students and experts conceive cryptocurrencies as a pure bubble, and
their dynamic behavior is often compatible with such type of asset [see, e.g., Enoksen et al. (2020)].
19 This result is equivalent to allowing households to buy government assets and to hold bank deposits, representing a
form of private liquidity [Aksoy et al. (2013)]. As riskless deposits and riskless noncontingent government bonds are perfect
substitutes in the savers’ portfolios, assuming no-arbitrage conditions, the deposit rate always equals the government bond
rate [Freixas and Rochet (1997)]. The central bank is also setting the nominal interest rate on public (outside) liquidity (in
zero net supply), reflecting in reduced form open market operations.
20 The term g is the economy’s exogenous growth factor, while A and α are the parameters of the Cobb–Douglas production
function.
21 Since the bubble-to-output ratio is a steady state parameter, it is computed as the ergodic mean value of the Markov-
switching shares, ωmf = ω̄ [Foerster et al. (2016)]. See Section G.5 for details.
22 The percentage deviations for the generic (trendless) variable zt from the stationary state are indicated as ẑt = zt−z

z .
23 The assumption that the central bank can form an idea of the quantity q̂t may be considered a strong one, especially in
the light of Fama’s criticism. Nevertheless, recalling the discussion in Section 1, the same problem applies to many different
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conceptual variables frequently used in macroeconomics, which are by nature unobservable. The component of the Taylor
rule related to ameasure of the output gap is only one policy-relevant example. Inmost of the theoretical and applied literature
onmonetary policy, the output gap is defined in theoretical terms and then translated into estimated values: the reaction term
δ
q,ξmf

t
q̂t can be analogously justified.

24 They differ in the fixed point around which they perform the Taylor series expansion. Foerster et al. (2016) expand around
the steady state associated with the parameters’ ergodic mean. The approach pioneered by Maih (2015), instead, expands
around the steady state associated with each regime taken in isolation. In our case, the regimes do not alter the steady state.
Therefore, the two approaches would not differ.
25 The distance between the model- and VAR-based impulse responses of inflation is due to the weak and delayed reaction
in the price dynamics generated by the VAR.
26 Bianchi et al. (2022) performs a similar simulation to explain extrapolative behaviors of investors’ asset valuation to
monetary policy regime changes.
27 To take model complexity under control and numerical computation feasible, we allow no more than three states for
the chain on shock variances and two states for the chain on the structural parameters. Limiting the nonlinear structure to
a compact size unavoidably comes at the risk of ignoring potentially relevant additional states. However, keeping the state
space to a minimum dimension on the shocks’ variance domain allows for identifying meaningful changes in the systematic
model component, which may otherwise be hidden under the proliferation of stochastic states. The unobservables would
become uninformative for the identification of the actual source of nonlinearity in the SVAR [Benati and Surico (2009) and
Fernández-Villaverde et al. (2010)].
28 It corresponds to an Epstein–Zin utility function when agents are “risk neutral”. See Martin and Ventura (2015).
29 The inclusion of the bequest term is needed in order to calibrate the steady state of the model at yearly frequency.
30 This condition guarantees that borrowers are willing to borrow funds in the credit market, as the return on the real capital
they can buy with them is greater than the factor of return on credit that will be paid to savers.
31 We use the Mankiw and Reis (2002) “sticky information” model.
32 The steady state must be independent of the realization of any regime in the discrete Markov process governing parameter
changes [Foerster et al. (2016)]. We follow the literature and define the steady state with the ergodic mean values of the
Markov-switching bubble-to-output share.
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Appendices
A. Data
We use quarterly US data spanning the period 1960–2019. The six variables included in the MS-
SVAR are: log-real GDP yt , log-real dividends dt , the GDP deflator inflation π

y
t , the inflation rate

for non-energy commoditiesπ c
t , the federal funds rate rt , and the log-real S&P500 index qt . For the

policy rate, we control for non-conventional measures by taking the Wu and Xia (2016) shadow
interest rate over the 2009–2016 time interval. Table A1 below summarizes the variable’s data
sources and their transformations in the estimates.
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Table A1. Data sources and their transformations

Variable Definition Source Transf.

yt Real GDP FRED log (Yt)
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

dt Real SP Comp. dividends Shiller’ Stock Market data log
(
Dt
Pyt

)
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

π
y
t GDP-deflator inflation FRED � log

(
Pyt
)

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

π c
t Inflation on non energy comm. WB - The Pink Sheet � log

(
Pct
)

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

rt Federal funds rate (shadow rate) FRED (Wu and Xia, 2016) −
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

qt Real SP Comp. stock price Shiller’ Stock Market data log
(
Qt
Pyt

)

B. MS-SBVAR. Model selection

We select the best-fit model by comparing the fit of several Markov-switching SVARs through
marginal data densities (MDD), namely the probability of the data after integrating out the
parameters in the model:

p(YT)=
∫

p(YT |θ)p(θ)dθ

where θ is the vector of the SVAR parameters, p(YT |θ) is the likelihood function, and p(θ) is the
priors. The modified harmonic mean (MHM) method of Gelfand and Dey (1994) is based on the
following theoreom:

p(YT)−1 =
∫ h(θ)

p(YT |θ)p(θ)p(θ |YT)dθ

where p(θ |YT) is the posterior distribution, and h(θ) is a weighting function chosen to deliver the
following Monte Carlo integration:

p(YT)−1 = 1
N

N∑
i=1

h(θ)
p(YT |θ)p(θ)

Alternativemethods to compute theMDDdiffer in the weighting function used for this numer-
ical approximation since, in Markov-switching models, the posterior is highly multimodal and
contains zeros in the interior points of the parameter space. In Table B1, we, therefore, evaluate
MDDs over three metrics: the new modified harmonic mean method (MHM) suggested by Sims
and Zha (2006), Meng andWong (1996)’s bridge sampling method, and the Muller’s method [Liu
et al. (2011)]. They are compared to the fit of a constant-coefficient model using the Chib (1995)’s
method.27

A set of results can be extracted. First, all models with time-varying properties outperform
the linear model. Second, a model with regime-switching variances with up to three states (3ξ v)
improves substantially over the linear case but is dominated by models with regime switches in
both the systematic and stochastic components. Third, introducing MS dynamics in the system-
atic model component featuring the real sector only worsens model fit when compared to the
model with variance regimes only while introducing nonlinearities in the monetary policy or
the asset price equations improves model performance

(
3ξ v2ξ cr , 3ξ v2ξ cq

)
. Finally, it is the inter-

action of monetary and financial structural dynamics
(
3ξ v2ξ cr,q

)
that best describes our data,

outperforming the independent alternative
(
3ξ v2ξ cr 2ξ cq

)
.
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Table B1. Marginal Data Densities for model selection

Method—Model Linear 2ξ v 3ξ v

Chib 2906.6
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

SWZ MDD 3104.5 3214.3
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Muller MDD 3104.9 3213.0
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Bridge MDD 3104.6 3211.7
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Method—Model 3ξ v2ξ cr 3ξ v2ξ cr 2ξ cq 3ξ v2ξ cr,q 3ξ v2ξ cq 3ξ v2ξ creal. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

SWZ MDD 3259.5∗ 3275.8∗ 3243.3 3241.7 3230.3
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Muller MDD 3219.4 3219.4 3222.4 3216.6 3197.6
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Bridge MDD 3212.7 3212.7 3221.2 3215.3 3196.4

The table reports the log MDDs associated with different models under the new modified harmonic mean, the bridge, and Müller
methods. The Markov-switchingmodels under assessment are defined as follows: a two-state Markov chain on all shock variances
(2ξ v ); a three-state chain on all shock variances

(
3ξ v

)
; two independent Markov chains, one three-state chain on all shock vari-

ances and a two-state chain on the interest rate equation (3ξ v , 2ξ cr ); three independent Markov chains, one three-state chain on
all shock variances, a two-state chain on the interest rate equation and one chain governing asset price equation (3ξ v2ξ cr 2ξ cq ); two
independent Markov chains, one three-state chain on all shock variances and a two-state chain jointly on the interest rate and the
asset price equations (3ξ v , 2ξ cr,q); two independent Markov chains, one three-state chain on all shock variances and a two-state
chain on the asset price equation (3ξ v , 2ξ cr ); two independent Markov chains, one three-state chain on all shock variances and a
two-state chain on the equations defining the real-sector variables

(
3ξ v , 2ξ creal

)
.

C. MS-SBVAR. Linear model

We estimate a linear BVAR using the same data and identification strategy as in the Markov-
switching model. In Figures C1 and C2 we simulate a 1% monetary policy shock and show that

Figure C1. Monetary policy shock. Impulse responses.
Notes: The figure shows the impulse responses to a 1%monetary policy shock. Shaded areas denote 68% credibility sets.
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Figure C2. Monetary policy shock. Impulse responses: stock price decomposition.
Notes: The figure shows the impulse responses of asset prices, and their decomposition in a fundamental and bubbly
component, to a 1%monetary policy shock. Shaded areas denote 68% credibility sets.

asset price fundamentals (dividends, real rates) react more weakly in a linear world, display-
ing moderate and less persistent responses. Moreover, the overall S&P500 response is negligible,
leading to a residual bubble response completely offsetting the fundamental one. These results
highlight that introducing regime changes amplifies the contribution of the fundamental asset
price component to the build-up of the bubble.

D. MS-SBVAR. Time-varying equity premium

This section examines how our estimated deviation between observed stock prices and the
measured fundamental component should be interpreted compared to the one resulting from
considering a time-varying equity premium.

By computing the log-linearized excess stock returns as

zt+1 = �qt+1 + (1− �)dt+1 − qt − rt

Galì and Gambetti (2015) show that the dynamic response of the stock prices to an exogenous
monetary policy shock as comprising the response of the equity premium:

∂qt+k
εmt

= ∂qFt+k
∂εmt

−
∞∑
j=0

�j ∂zt+k+j+1

∂εmt
+ ∂qBt

∂εmt

where ∂qFt+k/∂εmt =∑∞
j=0 �j(1− �)∂dt+k+j+1/∂εmt . The bubble response and the excess stock

returns explain the gap between the observed asset price and its fundamental component. If excess
returns respond positively to the monetary policy shock, the bubble response is higher than the
one computed under the assumption of risk neutrality. Hence, the presence of a risk premium
downplays the bubble evidence only if it declines substantially and persistently in response to a
tightening of monetary conditions.

In line with the existing evidence [Bernanke and Kuttner (2005) and Caldara and Herbst
(2019)], Figure D1 documents a positive response of the excess S&P500 stock return to the mon-
etary policy shock. This result reflects the premium agents require for the higher risk they carry
by investing in risky assets due to bonds becoming more attractive relative to stocks. Under the
high finance regime, the positive response of the bubble more than offsets the positive risk pre-
mium response, which in turn enters negatively into the asset price response derivation. Hence,
our evidence is emphasized in the presence of a risk premium component.
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Figure D1. Monetary policy shock. Impulse responses: stock price decomposition.
Notes: The figure shows the impulse responses of asset prices, and their decomposition in a fundamental and bubbly com-
ponent, to a 1% monetary policy shock. Differences across regimes only reflect nonlinearities in the monetary policy and
asset price equations, driven by ξmf . Shaded areas denote 68% credibility sets.

E. MS-SBVAR. Impulse responses with variance regimes

In the VAR, regimes characterize the shocks’ size and their transmission mechanism, thus affect-
ing both quantitatively and qualitatively model dynamics. Section 2.4 shows impulse responses to
a 1% monetary policy shock in all regimes. This normalization rules out the impact of variance

Figure E1. Monetary policy shock. Impulse responses.
Notes: The figure shows the impulse responses to a monetary policy shock in the six combinations of regimes, hence driven
by the composite Markov process ξ = {ξmf , ξ v} ∈ {H-finance: L-variance, H-finance: M-variance, H-finance: H-variance,
L-finance: L-variance, L-finance: L-variance, L-finance: L-variance}.
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Figure E2. Monetary policy shock. Impulse responses: stock price decomposition.
Notes: The figure shows the impulse responses of asset prices and their decomposition in a fundamental and bubbly
component, to a monetary policy shock, in the six combinations of regimes, hence driven by the composite Markov process
ξ = {ξmf , ξ v} ∈ {H-finance: L-variance, H-finance: M-variance, H-finance: H-variance, L-finance: L-variance, L-finance:
L-variance, L-finance: L-variance}.

regimes and allows us to focus on systematic nonlinearities, namely the monetary-financial
regimes. However, the combination of variance and coefficient regimes identifies six regions over
the history of the data sample. Figures E1 and E2 display impulse responses accounting for each
state.

The state of high shocks’ variance vastly amplifies the size of impulse responses, both under the
high finance and low finance regimes. However, the high finance-high variance state—prevailing
in the 1970–1975 and 2008–2009 periods—adds persistence dynamics to the amplification, result-
ing in significant reversals in the fundamental/bubbly composition of the asset price response.

F. MS-SBVAR. Forecast error variance decomposition

Table F1 reports the forecast error variance decomposition for each state in the model systematic
component, indicating the fraction of variance of model variables explained by the monetary pol-
icy shocks on impact at the 1-year and 5-year time horizons. The displayed results are for the low
variance state only. The FEVDs show that the relevance of the policy shock is higher under the

Table F1. Forecast error variance decomposition—monetary policy shock. Low-variance state

Monetary-financial states

L-fin H-fin L-fin H-fin L-fin H-fin

Output Dividends Inflation-GDP

1qr 0.101 0.050 0.091 0.052 0.004 0.002
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

1yrs 2.064 1.462 0.407 0.267 0.057 0.032
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

5yrs 0.892 2.625 1.164 3.037 0.251 0.600
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Inflation-commodity Federal funds rate Stock price
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

1qr 0.022 0.008 43.992 63.622 0.875 1.019
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

1yr 0.150 0.081 14.689 27.206 0.873 0.754
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

5yrs 0.368 0.481 4.139 6.428 0.455 0.845

The table presents the fraction of variances (computed from the posterior median) of model variables explained by the monetary
policy shock at various horizons under each regime. The results are for the low-variance state.
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high finance state in the long term, being around 3% after 5 years when a monetary shock is more
persistent, generates amplified effects, and stock prices contain an higher bubble share.

G. A model for bubbles

G.1. Savers/lenders
The following specifies the preferences of the representative saver utility function:28

U s
t =

(
Cs
1,t
)1−γs − 1
1− γs

+ β

(
EtCs

2,t+1
)1−γs − 1

1− γs
(G7)

where γs ∈ [0;1) is the inverse of the intertemporal elasticity of substitution, β ∈ (0; 1) is the sub-
jective discount factor, and Et represents the (conditional) expectation operator. Cs

1,2 is an index
of the saver’s aggregate consumption of the final goods in the two periods:

Cs
1,t =

(∫ 1

0
Cs
1,t
(
j
) ε−1

ε dj
) ε

ε−1
; Cs

2,t+1 =
(∫ 1

0
Cs
2,t+1

(
j
) ε−1

ε dj
) ε

ε−1
(G8)

where ε is the elasticity of substitution between the j-types of final goods.
The budget constraints are

Cs
1,t =

Wt
Pt

− LSrealt ; Cs
2,t+1 = LSrealt

Pt
Pt+1

(1+ it) + �R
t+1 (G9)

where LSrealt is the amount of savings, Wt
Pt is the real wage, and �R

t+1 are real profits.
The optimization problem of savers is then:

max
Cs
1,t ,C

s
2,t+1,L

Sreal
t

U s
t s.t. (G9)

from the first-order conditions of this problem, the supply of funds (expressed in real terms) can
be obtained:

LSrealt = β
1
γs

β
1
γs + (EtRt+1)

1− 1
γs

(
Wt
Pt

− Et
(
�R

t+1
)

β
1
γs (EtRt+1)

1
γs

)
(G10)

where Rt = Pt
Pt+1

(1+ it) is the real interest rate.

G.2. Borrowers/investors
We assume that, differently from savers, borrowers leave resources St+1 ≥ 0 to the next genera-
tion:29

Ub
t =

(
Cb
1,t

)1−γb − 1

1− γb
+ β

(
EtCb

2,t+1

)1−γb − 1

1− γb
+ η

(EtSt+1)
1−γb − 1

1− γb
(G11)

where γb ∈ (0; 1) can be different from γs and η > 0. The young borrower can also use part of

his/her resources to buy investment goods whose aggregate index is It =
(∫ 1

0 It
(
j
) ε−1

ε dj
) ε

ε−1
:
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The borrowers’ budget constraints can be written as

Cb
1,t =

LDt
Pt

+ St −Qt − It − (1− δK)Kt ; (G12)

Cb
2,t+1 = rkt+1Kt+1 + (1− δK)Kt+1 − St+1 + RBt+1Qt +QN

t+1 − 1+ iLt
Pt+1

LDt (G13)

where LDt is the agents’ demand for funds; 1+iLt
Pt+1

LDt is the amount to be repaid when old; Qt is the
amount of the bubble purchased when young and RBt+1Qt +QN

t+1 represents the accruals from
selling the bubble when old, i.e., the bubble purchased when young, augmented with its factor of
return, plus the value of the newly created (and sold) bubble. The rate rkt+1 is the rental rate of
physical capital, so that rkt+1Kt+1 is the physical capital income obtained by the old agent. The
amount (1− δK)Kt+1 represents the value of the remaining capital stock [net of depreciation
δK ∈ (0; 1)] that old agents sell to young agents.

Finally, the following capital accumulation constraint holds:
Kt+1 = It + (1− δK)Kt (G14)

Credit market imperfections. Credit market imperfections affect the behavior of banks, which
may not always obtain the full repayment of the loans (capital plus interest) provided to the bor-
rowers, LDt

(
1+ iLt

)
, due, e.g., to a risk of bankruptcy leading to default or forms of misbehavior by

the borrowers. Consequently, borrowers cannot obtain loans without providing credit interme-
diaries with collaterals given by the sum of a fraction φ ∈ (0; 1) of their future resources and the
re-sell value of their bubbly asset Bt .

The banks’ problem can then be written as

max
LDt

�bank
t = (

1+ iLt
)
LDt − (1+ it)Dt ; s.t. Dt = LDt

and the optimality condition implies: iLt = it .
Being Dt = LDt = LSt , it follows that the borrowing constraint—which we here assume to hold

with equality—can be written as
(1+ it)
Pt+1

LDt = φ
(
rkt+1 + 1− δK

)
Kt+1 + RBt+1Qt +QN

t+1 (G15)

The optimization problem of the borrowers is

max
It ,L

Dreal
t ,Qt ,QN

t+1,St+1

Ub s.t. (G12), (G13), (G15) (G16)

If the collateral constraint always holds, by using equation (G15) the demand for credit funds,
rewritten with the appropriate expectation operators, will be:

LDreal
t = 1

EtRt+1

[
φEt

(
rkt+1Kt+1

)
+ φ (1− δK)Kt+1 +EtQt+1

]
(G17)

Then, the first-order conditions of equation (G16) deliver the equilibrium condition in asset
(and credit) markets:

EtRBt+1 =EtRt+1 (G18)

and in investments:

Kt+1 =
β

1
γb
(
LDreal
t −Qt + St

)
+ [

(1− φ)
(
EtRKt

)]− 1
γb St+1

β
1
γb + [

(1− φ)
(
EtRKt

)]1− 1
γb

(G19)
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where the return factor is RKt = rkt + 1− δK . The latter implies that:

EtRKt+1 >EtRt+1 =EtRBt+1

which must be satisfied in equilibrium.30
Finally, the first-order condition of (G16) with respect to St+1 (recall that St is predetermined

for the young agent) leads to:

St = (1− φ)

[
1+

(
β

η

) 1
γb

]−1

RKt Kt

that is, the amount of the bequest is proportional to the net resources RKt Kt deriving from capital
ownership.

G.3. Intermediate and final firms
Intermediate firm. The firm’s production technology is of the Cobb–Douglas type:

Xt = F (Kt ;Nt) =AKα
t
(
gtNt

)1−α ; α ∈ (0; 1) (G20)

where A> 0 is a scale factor. We assume that the economy grows at rate g > 1, according to an
exogenous (Harrod-neutral) technical progress. The intermediate firm profit, expressed in real
terms, is

�X
t = PXt

Pt
AKα

t
(
gtNt

)1−α − Wt
Pt

Nt − rkt Kt

where PXt /Pt is the real price of the intermediate good. The demand functions for inputs stemming
from profit maximization (with Nt = 1) are as follows:

Wt
Pt

= gt (1− α)A
(
Kt
gt

)α PXt
Pt

rkt = αA
(
Kt
gt

)α−1 PXt
Pt

Final goods producers. The production function of the jth producer is linear in the input Xt
(
j
)
:

Yt
(
j
)= Xt

(
j
)

(G21)

and the monopolist faces a demand:

Yt
(
j
)=

(
Pt
(
j
)

Pt

)−ε

(Ct + It) , where Ct ≡ Cb
1,t + Cb

2,t + Cs
1,t + Cs

2,t (G22)

The final producer’s real profit is �R (j)t = Pt(j)
Pt Yt

(
j
)− PXt

Pt Xt
(
j
)
, where PXt

Pt Xt
(
j
)
is the real cost

of production. Hence, the firm’s marginal cost is mct = PXt
Pt . The monopolist sets the price Pot

(
j
)

so as to solve the problem:

max
Pot (j)

�R (j)t s.t. (G21), (G22)

Hence, the real price of the individual good j writes:

Pot
(
j
)

Pt
=
(

ε

ε − 1

)
mct . (G23)
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As we assume nominal rigidities, in every t, some of the prices Pot
(
j
)
can be equal to a value set

some period in the past. We may hence assume that the average price index Pt is a function not
only of the current mct but also of the level of prices and marginal cost that were expected in the
past:31

Pt = P (mct ;Et−1−sPt ;Et−1−smct)s=0,1,2...,∞ (G24)

Under a flexible price regime in which Pot
(
j
)= Pt , equation (G23) univocally sets the value of the

marginal costmct = μ = 1− 1
ε

∈ (0; 1), ∀t, where 1
μ
is the mark-up over production costs.

G.4. Monetary policy
In order to calculate the predicted dynamic responses of the model economy to an exogenous
shock to the nominal interest rate (it), we assume that the monetary authority sets the policy rate
according to equation (5), discussed in the main text.

G.5. Stationary state
The economy converges to one unique steady state, where the endogenous model variables are
constant through time, and prices are fully flexible, so that P

(
j
)= P, mc= μ and y

(
j
)= y=∫ 1

0 y
(
j
)
dj= ȳ= x, zero trend inflation is assumed: π = 0, and the bubble-to-output share is at its

ergodic level, ω = ω̄.32 The latter is equal to the weighted average of the two state-specific shares
ωmf , where the weights are the ergodic states’ probabilities.

The equilibrium system can be reduced to the following set of equations:

gk=
(
lD − q

) (
η

1
γb + β

1
γb

)
+ η

1
γb (1− φ)

(
μαAkα + 1− δK

)
k(

η
1
γb + β

1
γb

)
+ [

(1− φ)
(
μαAkα + 1− δK

)]1− 1
γb

(G25)

lS = β1/γs

β1/γ s + R1−
1
γ s

[
μ (1− α) − g (1− μ)

ε (βR)1/γs

]
Akα ;

lD = g
R
(
φμαAkα + φ (1− δK) k+ q

)
;

lD = lS; q= R
g
q+ qN ;

By assuming ω̄ > 0, which requiresωmf = 0 at least in one state, the economy is in a bubbly station-
ary equilibrium, i.e., a vector

(
lD, lS, k, R, q

)
solves (G25) under qN > 0, where the bubble market

q=
(

g
g−R

)
qN poses a constraint: given qN ≥ 0, the interest rate on the credit (and the bubble)

market must be small enough: g > R= RB. This condition is necessary for the young agents to be
able to buy the bubble (using their resources and the lent funds).

From the equilibrium lD = lS we obtain:

φ (1− δK) =
{

β1/γs

β1/γ s/R+ R− 1
γ s

[
μ (1− α)

g
− 1

ε (βR)1/γs

]
− φμα − ω̄g

g − R

}
Akα−1 (G26)
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Furthermore, as we also assume that γb = 1, the borrowers’ accumulation equation is

rk = αμ
(
Akα−1)= μα · fB (R) (G27)

fB (R) =
g
(
1+ 1

β+η

)
g
R (φμα + ω̄) +

(
(1−φ)η
η+β

)
μα

−
(1− δK)

[(
(1−φ)η
η+β

)
+ φ

g
R

]
g
R (φμα + ω̄) +

(
(1−φ)η
η+β

)
μα

H. Model solution method

The Markov-switching OLG model is solved using the perturbation method of Foerster et al.
(2016). They develop an iterative procedure that approximates the model’s solution by guess-
ing a set of approximations under each regime; on this basis, each regime’s approximation follows
standard perturbation techniques. The iterative algorithm stops when obtained approximations
equal the guesses.

We stack the vector of model variables ϒt into a group of predetermined variables, xt ∈Rnx ,
and a group of control variables, yt ∈Rny . Then, we define the vector of independent and identi-
cally distributed innovations to the exogenous predetermined variables as εt ∈Rnε and the vector
of switching parameters as θ

(
ξ
mf
t

)
∈Rnθ .

The equilibrium conditions have the following general form:

Etf
(
yt+1, yt , xt , xt−1, εt+1, εt , θ

(
ξ
mf
t+1

)
, θ
(
ξ
mf
t

))
= 0ny+nx

where f is a nonlinear function. Then, the algorithm works as an extension of conventional per-
turbation methods [Judd (1998) and Schmitt-Grohé and Uribe (2004)], where not only εt+1 is
perturbed but also the switching parameters, θ

(
ξ
mf
t+1

)
, θ
(
ξ
mf
t

)
. Since in our model, the steady

state is affected by the policy regime in place, the perturbation function for θ
(
ξ
mf
t

)
is θ(k, χ)=

χθ(k)+ (1− χ)θ̄ , where χ ∈R is the perturbation parameter, k indicates a generic regime, and
θ̄ = [θ(1) . . . θ(nξ )]p̄ is the ergodic mean of θ

(
ξ
mf
t

)
.

Stacking the regime-dependent solutions for yt and xt , the algorithm assumes they are of the
form:

yt = g
ξ
mf
t
(xt−1, εt , χ)

xt = h
ξ
mf
t
(xt−1, εt , χ)

for all ξ
mf
t , where g

ξ
mf
t

:Rnx+nε+1 →Rny and h
ξ
mf
t

:Rnx+nε+1 →Rnx are continuously differen-

tiable regime-dependent functions. Then, Yt = yt
(
eT
ξ
mf
t

⊗ Iny
)−1

and Xt = xt
(
eT
ξ
mf
t

⊗ Inx
)−1

,

such that approximating a solution to yt and xt is equivalent to approximating to:

Yt =G(xt−1, εt , χ)=

⎡⎢⎢⎣
g
ξ
mf
t =1

(xt−1,εt ,χ)

...

g
ξ
mf
t =nξ

(xt−1,εt ,χ)

⎤⎥⎥⎦

Xt =H(xt−1, εt , χ)=
⎡⎢⎣

h
ξ
mf
t =1

(xt−1,εt ,χ)

...
h
ξ
mf
t =nξ

(xt−1,εt ,χ)

⎤⎥⎦
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Given the vector of states zt = (xt−1, εt , ξ
mf
t ) of dimension nx + nε + 1, the first-order

approximation of G(zt) and H(zt) is:

G(zt)≈ Y +DG
(
z
ξ
mf
t

) (
zt − z

ξ
mf
t

)
H(zt)≈ X +DH

(
z
ξ
mf
t

) (
zt − z

ξ
mf
t

)
where DG

(
z
ξ
mf
t

)
and DH

(
z
ξ
mf
t

)
can be obtained by solving a system of quadratic polynomial

equations and two systems of linear equations.
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