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Abstract

We introduce an index for symmetry-protected topological (SPT) phases of infinite fermionic chains with an on-site

symmetry given by a finite group G. This index takes values in Z2 ×�1 (�,Z2) ×�2 (�,* (1)p) with a generalised

Wall group law under stacking. We show that this index is an invariant of the classification of SPT phases. When

the ground state is translation invariant and has reduced density matrices with uniformly bounded rank on finite

intervals, we derive a fermionic matrix product representative of this state with on-site symmetry.

1. Introduction

The notion of symmetry-protected topological (SPT) phases was introduced by Gu and Wen [16]. We

consider the set of all Hamiltonians with a prescribed symmetry and that have a unique gapped ground

state in the bulk. Two Hamiltonians in this set are equivalent if there is a smooth path within the set

connecting them. We may classify the Hamiltonians in this family by this equivalence relation. The

equivalence class of a Hamiltonian with only on-site interactions is regarded as a trivial phase. If a

phase is nontrivial, it is called an SPT phase (see also Remark 1.2).

A basic question is how to show that a given Hamiltonian belongs to an SPT phase. A mathematically

natural approach for this problem is to define an invariant of the classification. This approach has been

studied in the physics literature using matrix product states (MPS) [35, 36, 16, 12, 37]. MPS is a powerful

framework introduced in [13], after the discovery of the famous Affleck-Kennedy-Lieb-Tasaki (AKLT)

model [1]. Hastings showed that MPS approximates unique gapped ground states of quantum spin chains

well [17]. However, we cannot comprehensively study invariants of the path-connected components of

the space of unique gapped ground states via MPS only. Firstly, MPS are translationally invariant

systems and we would like to define an invariant that does not require this assumption. Furthermore,

an approximation of a gapped ground state by MPS may not be compatible with the path-connected

components and so is insufficient to define an index in general. If the index is not defined for all unique

gapped ground states, there is no way to discuss whether it is actually an invariant or not.

In [29, 30, 31], an index for SPT phases with on-site finite group symmetry and global reflection

symmetry was defined for infinite quantum spin chains in a fully general setting. In these papers, it

was proven that the index is actually an invariant of the classification of SPT phases. An important

observation for stability of the index is the factorisation property of the automorphic equivalence. The
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key ingredient for the definition of the index is the split property of unique gapped ground states,

proven by Matsui [23]. The index introduced in [29, 30] generalises the indices introduced for MPS

in [35, 36, 16, 12, 37], where an MPS emerges naturally from a translation-invariant split state whose

reduced density matrix has uniformly bounded rank on finite intervals [7, 23].

In this article, we are interested in the analogous problem for fermionic chains with on-site finite group

symmetries. Fermionic SPT phases for finite systems in one dimension have already been extensively

studied in the physics literature [14, 15, 11, 19, 20, 39]. In contrast to quantum spin chains, for parity-

symmetric gapped ground states without additional symmetries, there are two distinct phases. A Z2-

index to distinguish these phases in infinite systems was introduced in [4] and independently in [24].

It was outlined in [4] that this Z2-index is an invariant of the classification of unique parity-invariant

gapped ground state phases using techniques from [29] and [28]. The aim of this article is to extend the

analysis of fermionic gapped ground states to the case with an on-site symmetry; namely, a classification

of one-dimensional fermionic SPT phases.

1.1. Setting and outline

We assume that the reader has some familiarity with the basics of operator algebras and their application

to quantum statistical mechanical systems; see [8, 9]. Throughout this article, we fix 3 ∈ N. Let

h := ;2 (Z) ⊗ C3 and A be the CAR-algebra over h; that is, the universal �∗-algebra generated by the

identity and {0( 5 )} 5 ∈h such that 5 ↦→ 0( 5 ) is anti-linear and

{0( 51), 0( 52)} = 0, {0( 51), 0( 52)
∗} = 〈 51, 52〉. (1.1)

For each subset - of Z, we set h- := ;2 (-) ⊗ C3 and denote by A- the CAR-algebra over h- . We

naturally regard A- as a subalgebra of A. We also use the notation A' := AZ≥0
and A! := AZ<0

. We

denote the set of all finite subsets in Z by SZ and set Aloc :=
⋃

- ∈SZ A- . Given a Hilbert space K, the

fermionic Fock space of anti-symmetric tensors is denoted by F(K). For a unitary/anti-unitary operator

* on C3 , we denote the second quantisation of * on the Fock space F(C3) by Γ(*).

By the universality of the CAR-algebra, for any unitary/anti-unitary F on h, we may define a

linear/anti-linear automorphism VF on A such that VF (0( 5 )) = 0(F 5 ), 5 ∈ h. In particular, for

F = −I, we obtain the parity operator Θ := V−I. For each - ∈ SZ, A- is Θ-invariant. We denote the

restriction Θ|A-
by Θ- . For f = 0, 1, the set of elements � in A with Θ(�) = (−1)f� is denoted by

A(f) . Elements in A(0) are said to be even and elements in A(1) are said to be odd.

In this article, we consider an on-site symmetry given by a finite group�. We let M3 denote the algebra

of 3 × 3 matrices with complex entries and consider a projective unitary/anti-unitary representation of

� on C3 relative to a group homomorphism p : � → Z2.1 That is, there is a projective representation

* of � on C3 such that *6 is unitary if p(6) = 0 and anti-unitary if p(6) = 1. Because * is projective,

there is a 2-cocycle h : � × � → * (1) such that *6*ℎ = h(6, ℎ)*6ℎ and for all 5 , 6, ℎ ∈ �

h(4, 6) = 1 = h(6, 4),
h(6, ℎ)

p ( 5 )
h( 5 , 6ℎ)

h( 5 , 6)h( 5 6, ℎ)
= 1, (1.2)

where Ip ( 5 ) = I if p( 5 ) = 0 and Ip ( 5 ) = I if p( 5 ) = 1. For a fixed homomorphism p, equivalence

classes of such 2-cocycles give rise to the cohomology group �2 (�,* (1)p).

For a fixed projective unitary/anti-unitary representation * of � on C3 relative to p : � → Z2, we

can extend this representation to an on-site representation
⊕
Z
* on ;2 (Z) ⊗C3 . We therefore can define

the linear/anti-linear automorphism U on A, where

U6 := V(
⊕
Z
*6) , 6 ∈ �. (1.3)

1Throughout this article we use the presentation of Z2 as the additive group {0, 1}.
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If p(6) = 0, then U6 is an automorphism on A and if p(6) = 1, then U6 is an anti-linear automorphism

on A. Note that U satisfies

U6 ◦ Θ = Θ ◦ U6, U6 (A- ) = A- , 6 ∈ �, - ∈ SZ. (1.4)

For each 6 ∈ � and a state i on A, we define a state i6 by i6 (�) = i ◦ U6 (�), � ∈ A if p(6) = 0, and

by i6 (�) = i ◦ U6 (�
∗), � ∈ A if p(6) = 1. We say that i is U-invariant if i6 = i for any 6 ∈ �.

In the latter half of the article we also consider space translations V(G
, G ∈ Z. Here the unitary (G is

given by (G = BG ⊗ IC3 with BG the shift by G on ;2 (Z).

Throughout this article, for a state i on A- (with - a subset of Z), (Hi , ci ,Ωi) denotes a Gelfand-

Naimark-Segal (GNS) triple of i. When i is Θ- -invariant, then Γ̂i denotes the self-adjoint unitary on

Hi defined by Γ̂ici (�)Ωi = ci ◦ Θ- (�)Ωi for � ∈ A- . If i is U-invariant, then we denote by Ûi

the extension of U |A-
to ci (A- )

′′.

The mathematical model of a one-dimensional fermionic system is fully specified by the interaction

Φ. An interaction is a map Φ fromSZ into Aloc such that Φ(-) ∈ A- and Φ(-) = Φ(-)∗ for - ∈ SZ.

When we have Θ(Φ(-)) = Φ(-) for all - ∈ SZ, Φ is said to be even. We say that Φ is U-invariant

if we have U6 (Φ(-)) = Φ(-) for all - ∈ SZ and 6 ∈ �. An interaction Φ is translation invariant if

Φ(- + G) = V(G
(Φ(-)), for all G ∈ Z and - ∈ SZ. Furthermore, an interaction Φ is finite range if there

exists an < ∈ N such that Φ(-) = 0 for any - with diameter larger than <. We denote by B4
5

the set of

all finite range even interactions Φ that satisfy

sup
- ∈SZ

‖Φ (-)‖ < ∞. (1.5)

For an interaction Φ and a finite set Λ ∈ SZ, we define the local Hamiltonian on Λ by

�Λ,Φ :=
∑

- ⊂Λ

Φ(-). (1.6)

The dynamics given by this local Hamiltonian is denoted by

g
Φ,Λ
C (�) := 48C�Λ,Φ�4−8C�Λ,Φ , C ∈ R, � ∈ A. (1.7)

If Φ belongs to B4
5
, the limit

gΦC (�) = lim
Λ→Z

g
Φ,Λ
C (�) (1.8)

exists for each � ∈ A and C ∈ R and defines a strongly continuous one-parameter group of automorphisms

gΦ on A (see Appendix B). We denote the generator of gΦ by XΦ.

For Φ ∈ B4
5
, a state i on A is called a gΦ-ground state if the inequality −8 i(�∗XΦ(�)) ≥ 0 holds

for any element � in the domain D(XΦ) of XΦ. If i is a gΦ-ground state with GNS triple (Hi , ci ,Ωi),

then there exists a unique positive operator �i,Φ on Hi such that 48C�i,Φci (�)Ωi = ci (g
Φ
C (�))Ωi ,

for all � ∈ A and C ∈ R. We call this �i,Φ the bulk Hamiltonian associated with i. Note that Ωi is

an eigenvector of �i,Φ with eigenvalue 0. The following definition clarifies what we mean by a model

with a unique gapped ground state.

Definition 1.1. We say that a model with an interaction Φ ∈ B4
5

has a unique gapped ground state

if (i) the gΦ-ground state, which we denote as i, is unique and (ii) there exists a W > 0 such that

f(�i,Φ) \ {0} ⊂ [W,∞), where f(�i,Φ) is the spectrum of �i,Φ.

Note that the uniqueness of i implies that 0 is a nondegenerate eigenvalue of �i,Φ.

If i is a gΦ-ground state of an U-invariant and Θ-invariant interaction Φ ∈ B4
5
, then i ◦ Θ and i6

is also a gΦ-ground state for each 6 ∈ �. In particular, if i is a unique gΦ-ground state, it is pure,
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Θ-invariant and U-invariant. We denote by G
4,U
5

the set of all U-invariant interactions Φ ∈ B4
5

with a

unique gapped ground state.

Now the classification problem of SPT phases is the classification ofG
4,U
5

with respect to the following

equivalence relation: Φ0,Φ1 ∈ G
4,U
5

are equivalent if there is a smooth path in G
4,U
5

connecting them.

(See Section 3 for a more precise definition.)

We now outline the main results of the article. In Section 2, we introduce an index for Θ-

invariant and U-invariant gapped ground states in a fully general setting. This index takes value in

Z2 × �1(�,Z2) × �2 (�,* (1)p), which is analogous to the indices introduced in [19] in the context

of spin-topological quantum field theory (spin-TQFT) and [11, 20, 39] for the fermionic MPS setting.

When � is trivial, the index is Z2-valued and recovers the index studied in [4, 24]. The key ingredient

for the definition is again the split property of unique gapped ground states for fermionic systems proven

recently in [24]. In Section 3, we show that our defined index is an invariant of the classification; that

is, it is stable along the smooth path in G
4,U
5

.

Because our index takes values in a group, it suggests that one may compose fermionic SPT phases

to obtain a new phase with index determined from the original systems. In the physics literature,

this is achieved by stacking of systems; see [15, 39], for example. Mathematically this operation

corresponds to a (graded) tensor product of ground states. In Section 4, we show that our index is

indeed closed under this tensor product operation. However, despite the notation, the group operation

on Z2 × �1(�,Z2) × �2(�,* (1)p) is not the direct sum but rather a twisted product that follows a

generalised Wall group law; cf. [40]. As an example, we consider the case of an anti-linear Z2-action

(e.g., an on-site time-reversal symmetry) and show that our index takes values in Z8. This recovers the

Z8-classification of time-reversal symmetric one-dimensional fermionic SPT phases noted in [14, 15]

and extends this classification to infinite systems.

In Sections 5 and 6 we consider the unique ground state of a translation invariant Φ ∈ G
4,U
5

. For

quantum spin systems, it is known that a representation of Cuntz algebra emerges from translation

invariant pure split states [7, 21]. The generators of this Cuntz algebra representation give an operator

product representation of the state and also implement the space translation. We find an analogous object

for fermionic systems in Section 5. Because odd elements with disjoint support anti-commute in the

CAR-algebra, the operator product representation and space translation is more complicated than the

quantum spin chain setting. The results of Section 5 are then applied to the study of fermionic MPS in

Section 6. When the rank of the reduced density matrices of the infinite volume ground state is uniformly

bounded, we show that the ground state has a presentation as a fermionic MPS with on-site symmetry.

We then show that our index agrees with and therefore extends the indices defined for fermionic MPS

with an on-site symmetry in [7, 20, 39].

Basic properties of graded von Neumann algebras are reviewed in Appendix A. In Appendix B we

adapt the Lieb-Robinson bound to the setting of lattice fermions (see also [10, 27]).

Remark 1.2 (A note on terminology). For the sake of clarity, let us more carefully specify the char-

acterisation of an SPT phase used in this article. Given a �-symmetric unique gapped ground state,

an SPT phase is often defined to be an equivalence class of ground states that can be connected to a

ground state from an on-site interaction but that cannot be connected �-equivariantly. In this article,

we define a Z2 × �1(�,Z2) × �2 (�,* (1)p)-valued invariant for any unique gapped ground state of a

one-dimensional fermionic interaction and do not assume that the ground state can be connected to a

ground state from an on-site interaction without symmetry.

2. The index of fermionic SPT phases

2.1. Graded von Neumann algebras and dynamical systems

In order to introduce the index, we first need to introduce type I central balanced graded ,∗-

(�,p)-dynamical systems. Further details on graded von Neumann algebras can be found in

Appendix A.
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Definition 2.1. A graded von Neumann algebra is a pair (M, \) with M a von Neumann algebra \

an involutive automorphism on M, \2 = Id. If M ⊂ B(H) and there is a self-adjoint unitary Γ on H

such that AdΓ |M = \, then we call (M, \) a spatially graded von Neumann algebra acting with grading

operator Γ. If \ is the identity automorphism, then we say that (M, \) is trivially graded.

We say that a graded von Neumann algebra (M, \) is of type _, _ ∈ {I, II, III}, if M is type _.

Given a graded von Neumann algebra (M, \), M is a direct sum of two self-adjoint f-weakly closed

linear subspaces as M = M(0) ⊕ M(1) , where

M(f) := {G ∈ M | \ (G) = (−1)fG} , G ∈ M, f ∈ {0, 1}. (2.1)

An element of M(f) is said to be homogeneous of degree f or even/odd for f = 0/f = 1, respectively.

For a homogeneous G ∈ M, its degree is denoted by mG. For graded von Neumann algebras (M1, \1),

(M2, \2), a homomorphism q : M1 → M2 is a graded homomorphism if q
(
M

(f)
1

)
⊂ M

(f)
2

forf = 0, 1.

Definition 2.2. Let (M, \) be a graded von Neumann algebra. We say that (M, \) is balanced if M

contains an odd self-adjoint unitary. If / (M) ∩M(0) = CI for the center / (M) of M, we say that (M, \)

is central.

We now consider dynamics on graded von Neumann algebras via a linear/anti-linear group action.

Definition 2.3. Let � be a finite group and p : � → Z2 be a group homomorphism. A graded ,∗-

(�,p)-dynamical system (M, \, Û) is a graded von Neumann algebra (M, \) with an action Û of � on

M such that Û6 is a linear automorphism if p(6) = 0 and Û6 is an anti-linear automorphism if p(6) = 1,

satisfying Û6 ◦ \ = \ ◦ Û6.

We consider some key examples that will play an important role in defining our index. We fix a

group homomorphism p : � → Z2 and consider projective unitary/anti-unitary representations + of �

relative to p (see Subsection 1.1 for the definition).

Example 2.4 (R0,K,AdΓK ,Ad+6
). LetK be a Hilbert space and set ΓK := IK⊗fI , a self-adjoint unitary

onK⊗C2.2 We setR0,K := B(K) ⊗M2 and so (R0,K,AdΓK ) is a spatially graded von Neumann algebra

acting on K ⊗ C2 with grading operator ΓK. Let + be a projective unitary/anti-unitary representation

of � on K ⊗ C2 relative to p. We also assume that there is a homomorphism q : � → Z2 such that

Ad+6
(ΓK) = (−1)q (6)ΓK. We then obtain a graded ,∗-(�,p)-dynamical system (R0,K,AdΓK ,Ad+6

).

We denote the set of all ,∗-(�,p)-dynamical systems of the form in Example 2.4 by S0.

Example 2.5 (R1,K,AdΓK ,Ad+6
). Let K be a Hilbert space and set ΓK := IK ⊗ fI . Let ℭ be the

subalgebra of M2 generated by fG and set R1,K := B(K) ⊗ ℭ.3 Then (R1,K,AdΓK) is a spatially

graded von Neumann algebra acting on K ⊗ C2 with grading operator ΓK. Let + be a projective

unitary/anti-unitary representation of � relative to p such that Ad+6
(IK ⊗ fG) = (−1)q (6) (IK ⊗ fG)

and Ad+6
(ΓK) = (−1)q (6)ΓK for q : � → Z2 a group homomorphism. These assumptions imply that

Ad+6

(
R1,K

)
= R1,K and so (R1,K,AdΓK ,Ad+6

) is a graded ,∗-(�,p)-dynamical system.

We denote the set of all ,∗-(�,p)-dynamical systems of the form of Example 2.5 by S1. Given a

,∗-(�,p)-dynamical systems in S1, we can construct a projective representation of � on K from the

projective representation on K ⊗ C2.

We first establish some notation. Let� be the complex conjugation on C2 with respect to the standard

basis. Given two group homomorphisms q1, q2 ∈ Hom(�,Z2) � �1 (�,Z2), we can define a group

2In this article we use the following notation of Pauli matrices:

fG :=

(
0 1
1 0

)
, fH :=

(
0 −8
8 0

)
, fI :=

(
1 0
0 −1

)
.

3We may regard ℭ as Clifford algebra C;1 generated by 41 := fG .
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2-cocycle,

n (q1,q2) (6, ℎ) = (−1)q1 (6)q2 (ℎ) , 6, ℎ ∈ �. (2.2)

Remark 2.6. Note that [n (q1,q2)] = [n (q2,q1)] ∈ �2 (�,* (1)q1
).

Lemma 2.7. For (R1,K,AdΓK ,Ad+6
) ∈ S1, there is a unique projective unitary/anti-unitary represen-

tation + (0) of � on K relative to p such that +6 = +
(0)
6 ⊗ �p (6)f

q (6)
H . If [h̃] and [h] are the second

cohomology classes associated to + and + (0) respectively, then [h̃] = [h n (q,p)] ∈ �2(�,* (1)p).

Proof. Because Ad+6
◦AdΓK = AdΓK ◦Ad+6

, we have Ad+6
(B(K) ⊗CIC2 ) = B(K) ⊗CIC2 . Therefore,

Ad+6
induces a linear/anti-linear ∗-automorphism on B(K). Applying Wigner’s theorem, there is a

unitary/anti-unitary +̃
(0)
6 on K such that

Ad+6
(G ⊗ IC2) = Ad

+̃
(0)
6

(G) ⊗ IC2 , G ∈ B(K). (2.3)

It is clear that +̃ (0) gives a unitary/anti-unitary projective representation relative top. Note that+∗
6

(
+̃

(0)
6 ⊗

�p (6)f
q (6)
H

)
is a unitary that commutes with B(K) ⊗ CIC2 , IK ⊗ fG , IK ⊗ fI and therefore commutes

with B(K) ⊗ M2. Therefore, there is a 2(6) ∈ T such that +6 = 2(6)
(
+̃

(0)
6 ⊗ �p (6)f

q (6)
H

)
. Setting

+
(0)
6 := 2(6)+̃

(0)
6 , we obtain +6 = +

(0)
6 ⊗ �p (6)f

q (6)
H . Clearly, + (0) satisfies the required conditions.

Because f
q (6)
H �p (ℎ) = (−1)q (6)p (ℎ)�p (ℎ)f

q (6)
H , we obtain the last statement. �

We introduce the following equivalence relation on graded ,∗-(�,p)-dynamical systems.

Definition 2.8. Let � be a finite group and p : � → Z2 be a group homomorphism. We say

that two graded ,∗-(�,p)-dynamical systems (M1, \1, Û
(1) ), (M2, \2, Û

(2) ) are equivalent and write

(M1, \1, Û
(1) ) ∼ (M2, \2, Û

(2) ) if there is a ∗-isomorphism ] : M1 → M2 such that

] ◦ Û
(1)
6 = Û

(2)
6 ◦ ], 6 ∈ � (2.4)

] ◦ \1 = \2 ◦ ]. (2.5)

Clearly, this is an equivalence relation.

Using equivalence of,∗-(�,p)-dynamical systems, we can reduce all type I balanced central graded

,∗-(�,p)-dynamical systems to the case of either Example 2.4 or 2.5.

Proposition 2.9. Let (M, \, Û) be a graded ,∗-(�,p)-dynamical systems with (M, \) balanced, cen-

tral and type I. Then there is a ^ ∈ Z2 and (R^,K,AdΓK ,Ad+6
) ∈ S^ such that (M, \, Û) ∼

(R^,K,AdΓK ,Ad+6
).

Proof. Because (M, \) is central, by Lemma A.2 either M is a factor or / (M) has an odd self-adjoint

unitary 1 ∈ / (M) ∩M(1) such that

/ (M) ∩M(1) = C1. (2.6)

We set ^ = 0 for the former case, and ^ = 1 for the latter case.

(Case: ^ = 0) Suppose M is a type I factor. Because (M, \) is balanced, there is an odd self-adjoint

unitary * ∈ M(1) .

We claim that M(0) is not a factor. If M(0) is a factor, by Lemma A.1 it is of type I. Note then

that Ad* |M(0) is an automorphism on the type I factor M(0) . By Wigner’s theorem, there is a unitary

D ∈ M(0) such that Ad* (G) = AdD (G), G ∈ M(0) . Therefore, D∗* ∈
(
M(0)

) ′
. At the same time, D∗*

commutes with * because Ad* (D∗) = AdD (D
∗) = D∗ for D ∈ M(0) . Hence, D∗* ∈ M′ ∩M = CI. This

is a contradiction because D∗* is nonzero and odd. Hence, we conclude that M(0) is not a factor.
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Therefore, there is a projection I in / (M(0) ) that is not 0 nor I. For such a projection, we have

I + Ad* (I) ∈ M ∩
(
M(0)

) ′
∩ {*}′ = / (M) = CI, which then implies that I + Ad* (I) = I. (We note

that for orthogonal projections ?, @ satisfying ? + @ = CI with C ∈ R, either ? + @ = I or ? = 0, I holds,

by considering the spectrum of ? = CI − @.)

We claim / (M(0) ) = CI + CI. Now, for any projection B in / (M(0) ), IB is a projection in / (M(0) ).

Therefore, either IB = 0 or IB+Ad* (IB) = I. The latter is possible only if IB = I because I+Ad* (I) = I.

Similarly, we have (I− I)B = 0 or (I− I)B = I− I. Hence, we have / (M(0) ) = CI+CI, proving the claim.

Combining this with Ad* (I) = I − I, M(0) is a direct sum of two same-type factors M(0) I and

M(0) (I − I). Applying Lemma A.1, we see that M(0) is of type I, and M(0) I and M(0) (I − I) are type I

factors.

Set Γ := I−(I− I). Note that AdΓ and \ are the identity onM(0) . We also have Ad* (Γ) = (I− I)− I =

−Γ; hence AdΓ (*) = −* = \ (*). Therefore, we get

\ (G) = AdΓ (G), G ∈ M. (2.7)

Next we claim that there is a Hilbert space K and a ∗-isomorphism ] : M → B(K) ⊗ M2 such that

] ◦ \ = AdΓK ◦], and ](Γ) = IK ⊗ fI =: ΓK. (2.8)

Because M is a type I factor, there is a Hilbert space K̂ and a ∗-isomorphism ]̂ : M → B(K̂). Let ]̂(Γ) =

&0−&1 be the spectral decomposition of a self-adjoint unitary ]̂(Γ), with orthogonal projections&0, &1,

corresponding to eigenvalues 1,−1. Because we have Ad ]̂ (Γ) ◦]̂(G) = ]̂ ◦AdΓ (G) = ]̂ ◦ \ (G) for G ∈ M by

(2.7), we have ]̂(M(0) ) = B(&0K̂) ⊕B(&1K̂). Because AdΓ (*) = −*, we have Ad ]̂ (* ) ( ]̂(Γ)) = −]̂(Γ).

From the spectral decomposition, we then have Ad ]̂ (* ) (&0) = &1 and Ad ]̂ (* ) (&1) = &0. We therefore

see that E := &0 ]̂(*)&1 is a unitary from &1K̂ onto &0K̂. We set K := &0K̂ and define a unitary

, : K̂ → K ⊗ C2 by

,

(
b0

b1

)
= b0 ⊗ 40 + Eb1 ⊗ 41, b0 ∈ &0K̂, b1 ∈ &1K̂. (2.9)

Here {40, 41} is the standard basis of C2. Note that Ad, ◦]̂(Γ) = IK ⊗ fI = ΓK. Then ] := Ad, ◦]̂ :

M → B(K) ⊗ M2 is a ∗-isomorphism satisfying (2.8), proving the claim.

Next we consider the action of�. Because / (M(0) ) = CI+C(I−I), Γ = I−(I−I) and−Γ = −I+(I−I)

are the only self-adjoint unitaries in / (M(0) ) \ CI. Because Û6 preserves M(0) , Û6 (Γ) is a self-adjoint

unitary in / (M(0) ) \ CI and so Û6 (Γ) = (−1)q (6)Γ for q(6) = 0 or q(6) = 1. Clearly, q : � → Z2 is a

group homomorphism.

Because ] ◦ Û6 ◦ ]
−1 is a linear/anti-linear automorphism on B(K) ⊗ M2, by Wigner’s theorem there

is a projective representation + satisfying

Ad+6
(G) = ] ◦ Û6 ◦ ]

−1 (G), G ∈ B(K) ⊗ M2, 6 ∈ �, (2.10)

and where +6 is unitary/anti-unitary depending on p(6). Because Û6 (Γ) = (−1)q (6)Γ, we have

Ad+6
(ΓK) = (−1)q (6)ΓK, 6 ∈ �. (2.11)

Hence, we obtain (R0,K,AdΓK ,Ad+6
) ∈ S0. By (2.8) and (2.10), we also have (M, \, Û) ∼

(R0,K,AdΓK ,Ad+6
).

(Case: ^ = 1) Suppose that M has a self-adjoint unitary 1 ∈ / (M) ∩ M(1) satisfying (2.6). Set

%± := 1±1
2

, where %± are orthogonal projections in / (M) such that %+ + %− = I. By (2.6), / (") =

C1 + CI = C%+ + C%−. Because M is type I, M is a direct sum of the type I factors M%+ and M%−.
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We claim that M(0) is a type I factor. For any G ∈ /
(
M(0)

)
, we have G ∈ M(0) ∩

(
M(0)

) ′
∩ {1}′ =

M(0) ∩ M′ = / (M) ∩ M(0) = CI, because 1 is a self-adjoint unitary in / (M) ∩ M(1) . Hence,

/ (M(0) ) = CI and by Lemma A.1, M(0) is a type I factor.

Next we claim that there is a Hilbert space K and a ∗-isomorphism ] : M → B(K) ⊗ ℭ such that

] ◦ \ = AdΓK ◦], ](1) = IK ⊗ fG , (2.12)

for ΓK = IK ⊗ fI . (Recall Example 2.5 for ℭ.) Because M(0) is a type I factor, there is a Hilbert space

K and a ∗-isomorphism ]0 : M(0) → B(K). As M = M(0) ⊕ M(0)1, we may define a linear map

] : M → B(K) ⊗ ℭ by

](G + H1) := ]0 (G) ⊗ I + ]0(H) ⊗ fG , G, H ∈ M(0) . (2.13)

It can be easily checked that ] is a ∗-isomorphism satisfying (2.12).

Now we consider the group action. Because / (M) ∩M(1) = C1, 1 and −1 are the only self-adjoint

unitaries in / (M)∩M(1) . Because Û6 commutes with the grading automorphism, Û6 (1) is a self-adjoint

unitary in / (M) ∩M(1) . Therefore, Û6 (1) = (−1)q (6)1 with q : � → Z2 a group homomorphism.

Because Û6 (M
(0) ) = M(0) and ](M(0) ) = B(K) ⊗ CI by (2.12), ] ◦ Û6 ◦ ]−1 induces a linear/anti-

linear automorphism on B(K) that is implemented by a unitary/anti-unitary +
(0)
6 on K by Wigner’s

theorem. That is,

] ◦ Û6 ◦ ]
−1 (0 ⊗ IC2 ) = Ad

+
(0)
6

(0) ⊗ IC2 , 0 ∈ B(K), 6 ∈ �, (2.14)

with + (0) a projective unitary/anti-unitary representation of � on K relative to p. Set +6 := +
(0)
6 ⊗

�p (6)f
q (6)
H , with the complex conjugation � on C2 with respect to the standard basis. Clearly, + is also

a projective unitary/anti-unitary representation of � on K ⊗ C2 relative to p. We then have

Ad+6
(0 ⊗ IC2) = ] ◦ Û6 ◦ ]

−1 (0 ⊗ IC2 ), 0 ∈ B(K), (2.15)

Ad+6
(IK ⊗ fG) = (−1)q (6) (IK ⊗ fG) = ] ◦ Û6 (1) = ] ◦ Û6 ◦ ]

−1 (IK ⊗ fG). (2.16)

Combining these identities, we obtain

Ad+6
◦](G) = ] ◦ Û6 (G), G ∈ M. (2.17)

We also have

Ad+6
(ΓK) = (−1)q (6)ΓK. (2.18)

Hence, we obtain (R1,K,AdΓK ,Ad+6
) ∈ S1 such that (M, \, Û) ∼ (R1,K,AdΓK ,Ad+6

). �

Definition 2.10. Let (M, \, Û) be a graded ,∗-(�,p)-dynamical system with (M, \) balanced, central

and type I. By Proposition 2.9, there is a ^ ∈ Z2 and (R^,K,AdΓK ,Ad+6
) ∈ S^ such that (M, \, Û) ∼

(R^,K,AdΓK ,Ad+6
). Let q : � → Z2 be a group homomorphism such that Ad+6

(ΓK) = (−1)q (6)ΓK

and [h] the second cohomology class associated to the projective representation +6 if ^ = 0 and +
(0)
6

(from Lemma 2.7) if ^ = 1. We define an index of (M, \, Û) by

Ind(M, \, Û) := (^,q, [h]) ∈ Z2 × �1(�,Z2) × �2 (�,* (1)p). (2.19)

Lemma 2.11. The quantity Ind(M, \, Û) is well defined and independent of the choice of

(R^,K,AdΓK ,Ad+6
) ∈ S^ such that (M, \, Û) ∼ (R^,K,AdΓK ,Ad+6

).
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Proof. Suppose that both (R^1 ,K1
,AdΓK1

,Ad
+

(1)
6

) ∈ S^1
and (R^2 ,K2

,AdΓK2
,Ad

+
(2)
6

) ∈ S^2
are equiv-

alent to (M, \, Û), via ∗-isomorphisms ]8 : M → R^8 ,K8
, 8 = 1, 2, respectively. Then ]2 ◦ ]

−1
1

: R^1 ,K1
→

R^2 ,K2
is a ∗-isomorphism such that for all 6 ∈ �,

]2 ◦ ]
−1
1 ◦ Ad

+
(1)
6

= Ad
+

(2)
6

◦]2 ◦ ]
−1
1 , ]2 ◦ ]

−1
1 ◦ AdΓK1

= AdΓK2
◦]2 ◦ ]

−1
1 . (2.20)

Let (^8 ,q8 , [h8]) be indices obtained from (R^8 ,K8
,AdΓK8

,Ad
+

(8)
6

), for 8 = 1, 2. Because of the ∗-

isomorphism ]2 ◦ ]−1
1

, we clearly have ^1 = ^2. If ^1 = ^2 = 0, then both of ]−1
8 (IK8

⊗ fI), 8 =

1, 2, are self-adjoint unitaries in / (M(0) ) \ CI. From the proof of Proposition 2.9, this means that

]2 ◦ ]
−1
1
(IK1

⊗ fI) = ±(IK2
⊗ fI). Hence, we get

(−1)q1 (6) ]2 ◦ ]
−1
1 (IK1

⊗ fI) = ]2 ◦ ]
−1
1 ◦ Ad

+
(1)
6

(IK1
⊗ fI)

= Ad
+

(2)
6

◦]2 ◦ ]
−1
1 (IK1

⊗ fI)

= ±Ad
+

(2)
6

(IK2
⊗ fI)

= ±(−1)q2 (6) (IK2
⊗ fI)

= (−1)q2 (6) ]2 ◦ ]
−1
1 (IK1

⊗ fI). (2.21)

We therefore obtain that q1 (6) = q2 (6). When ^1 = ^2 = 1, an analogous argument for ]−1
8 (IK8

⊗ fG) ∈

/ (M) ∩M(1) , 8 = 1, 2 implies q1 (6) = q2 (6).

If ^1 = ^2 = 0, the ∗-isomorphism ]2 ◦ ]−1
1

: B(K1) ⊗ M2 → B(K2) ⊗ M2 is implemented by a

unitary , : K1 ⊗ C2 → K2 ⊗ C2. Hence, we see from (2.20) that Ad
,+

(1)
6 , ∗ (G) = Ad

+
(2)
6

(G) for all

G ∈ B(K1) ⊗ M2. This means that [h1] = [h2]. If ^1 = ^2 = 1, the restriction of the ∗-isomorphism

]2 ◦ ]−1
1

onto B(K1) induces a ∗-isomorphism from B(K1) to B(K2). Therefore, there is a unitary

, : K1 → K2 such that ]2 ◦ ]−1
1
(G ⊗ I) = Ad, (G) ⊗ I, for all G ∈ B(K1). Therefore, from (2.20) we

have Ad
, (+

(1)
6 ) (0), ∗ (G) = Ad

(+
(2)
6 ) (0)

(G) for all G ∈ B(K1). This means that [h1] = [h2]. �

Proposition 2.9, Lemma 2.11 and the fact that equivalence of ,∗-(�,p)-dynamical systems is an

equivalence relation gives us the following.

Proposition 2.12. Let (M1, \1, Û1), (M2, \2, Û2) be graded ,∗-(�,p)-dynamical systems of balanced,

central and type I graded von Neumann algebras. If (M1, \1, Û1) ∼ (M2, \2, Û2), then Ind(M1, \1, Û1) =

Ind(M2, \2, Û2).

2.2. The index for pure split states

We now define an index to fermionic SPT phases. For each Θ-invariant and U-invariant state A,

(ci (A')
′′,AdΓ̂i

, Ûi) is a graded ,∗-(�,p)-dynamical system.

We first review the split property and recent results of Matsui [24] that relate the split property to

unique gapped ground states of the CAR-algebra. Given a state i on A, i|A'
denotes the restriction of

i to A' and ci |A'
is the GNS representation of A' from this restricted state.

Definition 2.13. Let i be a pure Θ-invariant state on A. We say that i satisfies the split property if

ci |A'
(A')

′′ is a type I von Neumann algebra.

If i is a pure Θ-invariant state satisfying the split property, then there is an approximate statistical

independence between the half-infinite restrictions i|A'
and i|A!

. It is shown in [23] that pure states

whose entanglement entropy is uniformly bounded on finite regions satisfy the split property. Hence, the

split property of pure states is closely related to the area law of entanglement entropy in one-dimensional
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systems. See [34, 33] for further applications of the split property to Lieb-Schulz-Mattis-type theorems

in the setting of quantum spin chains.

Recall the notation B4
5
, which denotes the set of all finite-range even interactions that satisfy the

bound (1.5). Similarly, G
4,U
5

denotes the set of all U-invariant interactionsΦ ∈ B4
5
, with a unique gapped

ground state.

Theorem 2.14 ([24]). Let i be a unique gapped gΦ-ground state of an interaction Φ ∈ B4
5
. Then i

satisfies the split property.

To apply Matsui’s result to graded,∗-(�,p)-dynamical systems, we must first relate the split ground

state of an interaction Φ ∈ G
4,U
5

to balanced and central graded type I von Neumann algebras. To show

this, we first note the following.

Lemma 2.15. Let i be a Θ-invariant pure state on A. Then

(i) / (ci (A')
′′) ∩

(
ci (A')

′′
) (0)

= CI.

(ii) The representations ci |A'
and (ci) |A'

, the restriction of ci to A', are quasi-equivalent.

Proof. (i) We have that

/ (ci (A')
′′) ∩

(
ci (A')

′′
) (0)

⊂ ci (A!)
′ ∩ ci (A')

′ = ci (A) ′ = CI, (2.22)

where the last equality is because i is pure.

(ii) Let Γ̂i be a self-adjoint unitary on Hi given by Γ̂ici (�)Ωi = ci ◦ Θ(�)Ωi , � ∈ A. Let ?

denote the the orthogonal projection onto ci (A')Ωi . Then (?Hi , ci (·) |A'
?,Ωi) is a GNS triple of

i|A'
. To show (ii), it suffices to show that g : ci (A')

′′ → (ci (A')?)
′′ defined by g(G) = G? is a

∗-isomorphism. It is standard to see that g is a surjective ∗-homomorphism. To see that g is injective,

note that from (i) and Lemma A.2, either ci (A')
′′ is factor or / (ci (A')

′′) = CI+C1 with some self-

adjoint unitary 1 ∈ / (ci (A')
′′) ∩ (ci (A')

′′) (1) . For the former case, g is clearly injective. For the

latter case, let 1 = %+ − %− be the spectral decomposition. Because 1 is odd, we have AdΓ̂i
(%±) = %∓.

If g is not injective, the kernel of g is either ci (A')
′′%+ or ci (A')

′′%−. If g(%+) = 0, then we have

%+Ωi=0. We then have

%−Ωi = Γ̂i%+Γ̂iΩi = Γ̂i%+Ωi = 0. (2.23)

Hence, we obtain Ωi = (%+ + %−)Ωi = 0, which is a contradiction. Similarly, we have g(%−) ≠ 0.

Therefore, g is injective. �

Lemma 2.16. Let i be a split pure Θ-invariant and U-invariant state on A. Then ci (A')
′′ is balanced

and central with respect to the grading given by Γ̂i and type I. The triple (ci (A')
′′,AdΓ̂i

, Ûi) is a

graded ,∗-(�,p)-dynamical system.

Proof. Because i is pure and Θ-invariant, ci (A')
′′ is central by part (i) of Lemma 2.15. Because i

is split, ci |A'
(A')

′′ is type I by definition. Because (ci) |A'
is quasi-equivalent to ci |A'

by part (ii)

of Lemma 2.15, ci (A')
′′ is also type I. It is also balanced because A' has an odd self-adjoint unitary.

Because U6 ◦ Θ = Θ ◦ U6 for all 6 ∈ �, we have
(
Ûi

)
6
◦ AdΓ̂i

= AdΓ̂i
◦
(
Ûi

)
6
. �

Remark 2.17. Consider the setting of Lemma 2.16. Let i' := i|A'
. Then (ci'

(A')
′′,AdΓ̂i'

, Ûi'
)

is also a graded ,∗-(�,p)-dynamical system of a balanced, central and type I graded von Neumann

algebra with

(ci (A')
′′,AdΓ̂i

, Ûi) ∼ (ci'
(A')

′′,AdΓ̂i'
, Ûi'

). (2.24)
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From Lemma 2.16, we see that our index of ,∗-(�,p)-dynamical systems can be applied to split,

pure, Θ-invariant and U-invariant states on A. In particular, we may define an index for Φ ∈ G
4,U
5

.

Definition 2.18. Let i be a Θ-invariant, U-invariant, split and pure state on A with i' := i|A'
. We set

ind i := Ind(ci (A')
′′,AdΓ̂i

, Ûi) = Ind(ci'
(A')

′′,AdΓ̂i'
, Ûi'

). (2.25)

For interactions Φ ∈ G
4,U
5

, we define the index of Φ by ind(Φ) := ind(iΦ), with iΦ the unique ground

state of Φ.

3. The stability of the index

In this section we prove that ind(Φ) is an invariant of the classification of SPT phases. That is, for a

path of interactions {Φ(B)}B∈[0,1] satisfying Assumption 3.2, we show that ind(Φ(0)) = ind(Φ(1)).

For each # ∈ N, we denote [−#, #] ∩Z by Λ# . Let E# : A → AΛ#
be the conditional expectation

with respect to the trace state; see [2]. We consider the following subset of A.

Definition 3.1. Let 5 : (0,∞) → (0,∞) be a continuous decreasing function with limC→∞ 5 (C) = 0.

For each � ∈ A, let

‖�‖ 5 := ‖�‖ + sup
# ∈N

(
‖� − E# (�)‖

5 (#)

)
. (3.1)

We denote by D 5 the set of all � ∈ A such that ‖�‖ 5 < ∞.

We consider a path in G
4,U
5

satisfying the following conditions.

Assumption 3.2. Let [0, 1] ∋ B ↦→ Φ(B) ∈ B4
5

be a path of interactions onA. We assume the following:

(i) For each - ∈ SZ, the map [0, 1] ∋ B ↦→ Φ(-; B) ∈ A- is continuous and piecewise �1. We denote

by ¤Φ(-; B) the corresponding derivatives. The interaction obtained by differentiation is denoted

by ¤Φ(B) for each B ∈ [0, 1].

(ii) There is a number ' ∈ N such that - ∈ SZ and diam(-) ≥ ' impliesΦ(-; B) = 0 for all B ∈ [0, 1].

(iii) For each B ∈ [0, 1], Φ(B) ∈ G
4,U
5

. We denote the unique gΦ(B) -ground state by iB .

(iv) Interactions are bounded as follows:

sup
B∈[0,1]

sup
- ∈SZ

(
‖Φ (-; B)‖ + |- |



 ¤Φ (-; B)


) < ∞. (3.2)

(v) Setting

1(Y) := sup
/ ∈SZ

sup
B,B0∈[0,1],
0< |B−B0 |<Y






Φ(/; B) −Φ(/; B0)

B − B0

− ¤Φ(/; B0)





 (3.3)

for each Y > 0, we have limY→0 1(Y) = 0.

(vi) There exists a W > 0 such that f(�iB ,Φ(B) ) \ {0} ⊂ [W,∞) for all B ∈ [0, 1], where f(�iB ,Φ(B) ) is

the spectrum of �iB ,Φ(B) .

(vii) There exists 0 < V < 1 satisfying the following: Set Z (C) := 4−C
V

. Then for each � ∈ �Z , iB (�) is

differentiable with respect to B, and there is a constant �Z such that

| ¤iB (�) | ≤ �Z ‖�‖Z , (3.4)

for any � ∈ �Z .

The main result of this section is the following.
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Theorem 3.3. Let [0, 1] ∋ B ↦→ Φ(B) ∈ B4
5

be a path of interactions on A satisfying Assumption 3.2.

Then ind(Φ(0)) = ind(Φ(1)).

The proof relies on the idea introduced in [29]; that is, using the factorisation property of automorphic

equivalence. Namely, we note the following.

Proposition 3.4. Let [0, 1] ∋ B ↦→ Φ(B) ∈ B4
5

be a path of interactions on A satisfying Assumption

3.2. Let iB be the unique gΦ(B) -ground state for each B ∈ [0, 1]. Then there is an automorphism Ξ on A

and a unitary D ∈ A such that for all 6 ∈ �,

Ξ(A!) = A! , Ξ(A') = A', Ξ ◦ Θ = Θ ◦ Ξ, Ξ ◦ U6 = U6 ◦ Ξ,

Θ(D) = D, U6 (D) = D, i1 = i0 ◦ AdD ◦Ξ.

In Appendix B, we prove the Lieb-Robinson bound and a locality estimate for lattice fermion systems.

Having them, the proof of Proposition 3.4 is the same as that of [25, Theorem 1.3] and [29, Proposition

3.5].

To prove Theorem 3.3, we first prove a preparatory lemma.

Lemma 3.5. Let i1, i2 be pure Θ-invariant states on A. If i1 and i2 are quasi-equivalent, then i1 |A'

and i2 |A'
are quasi-equivalent.

Proof. Let c8 , c8,' be GNS representations of i8 and i8 |A'
respectively for 8 = 1, 2. By Lemma 2.15,

there are ∗-isomorphisms g8 : c8 (A')
′′ → c8,' (A')

′′ for 8 = 1, 2 such that g8 ◦ c8 (�) = c8,' (�)

� ∈ A'. Because i1 and i2 are quasi-equivalent, there is a ∗-isomorphism g : c1 (A) ′′ → c2 (A) ′′

such that g ◦ c1 (�) = c2 (�), for � ∈ A. The restriction of g to c1 (A')
′′ gives a ∗-isomorphism g' :

c1 (A')
′′ → c2 (A')

′′. Hence, we obtain a ∗-isomorphism ĝ := g2◦g'◦g
−1
1

: c1,' (A')
′′ → c2,' (A')

′′

such that ĝ ◦ c1,' (�) = c2,' (�), � ∈ A'. Therefore, i1 |A'
and i2 |A'

are quasi-equivalent. �

Now we are ready to prove the theorem.

Proof of Theorem 3.3. Let (H8 , c8 ,Ω8) be the GNS triple of the states i8 |A'
for 8 = 0, 1. Let Γ8 be

a self-adjoint unitary given by Γ8c8 (�)Ω8 = c8 ◦ Θ(�)Ω8 , � ∈ A'. Let Û8 be the extension of U |A'

to c8 (A')
′′. From Proposition 2.12 and Remark 2.17, it suffices to show that (c0 (A')

′′,AdΓ0
, Û0) ∼

(c1 (A')
′′,AdΓ1

, Û1). Recalling the ∗-automorphism Ξ from Proposition 3.4, Ξ(A') = A' and so

Ξ' := Ξ|A'
defines a ∗-automorphism onA'. Note that (H0, c0◦Ξ',Ω0) is a GNS triple of i0 |A'

◦Ξ'.

The state i1 = i0 ◦AdD ◦Ξ is quasi-equivalent to i0 ◦Ξ. Because Ξ ◦Θ = Θ ◦Ξ, both i0 ◦Ξ and i1 are

Θ-invariant pure states. Applying Lemma 3.5, i1 |A'
and i0 ◦Ξ|A'

= i0 |A'
◦Ξ' are quasi-equivalent.

Hence, there is a ∗-isomorphism

g : c0 ◦ Ξ' (A')
′′ = c0 (A')

′′ → c1 (A')
′′, g ◦ c0 ◦ Ξ' (�) = c1 (�), � ∈ A' . (3.5)

Using properties of the quasi-equivalence g and automorphism Ξ', we see that

g ◦ Û0,6 ◦ c0 ◦ Ξ' (�) = g ◦ c0 ◦ U6 ◦ Ξ' (�) = g ◦ c0 ◦ Ξ' ◦ U6 (�)

= c1 ◦ U6 (�) = Û1,6 ◦ c1 (�) = Û1,6 ◦ g ◦ c0 ◦ Ξ' (�), (3.6)

g ◦ AdΓ0
◦c0 ◦ Ξ' (�) = g ◦ c0 ◦ Θ ◦ Ξ' (�) = g ◦ c0 ◦ Ξ' ◦ Θ(�)

= c1 ◦ Θ(�) = AdΓ1
◦c1 (�) = AdΓ1

◦g ◦ c0 ◦ Ξ' (�) (3.7)

for all � ∈ A'. Hence, we obtain

g ◦ Û0,6 (G) = Û1,6 ◦ g(G), g ◦ AdΓ0
(G) = AdΓ1

◦g(G), G ∈ c0 (A')
′′. (3.8)

This completes the proof. �
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4. Stacking and group law of fermionic SPT phases

4.1. The graded tensor product

Let (M1,AdΓ1
) and (M2,AdΓ2

) be spatially graded von Neumann algebras acting on on H1, H2 with

grading operators Γ1, Γ2. We define a product and involution on the algebraic tensor productM1⊙M2 by

(01 ⊗̂ 11) (02 ⊗̂ 12) = (−1)m11m02 (0102 ⊗̂ 1112),

(0 ⊗̂ 1)∗ = (−1)m0m10∗ ⊗̂ 1∗ (4.1)

for homogeneous elementary tensors. The algebraic tensor product with this multiplication and involu-

tion is a ∗-algebra, denoted M1 ⊙̂M2. On the Hilbert space H1 ⊗ H2,

c(0 ⊗̂ 1) := 0Γm1
1 ⊗ 1 (4.2)

for homogeneous 0 ∈ M1, 1 ∈ M2 defines a faithful ∗-representation of M1 ⊙̂M2. We call the von Neu-

mann algebra generated by c(M1 ⊙̂M2) the graded tensor product of (M1,H1, Γ1) and (M2,H2, Γ2)

and denote it byM1 ⊗̂M2. It is simple to check thatM1 ⊗̂M2 is a spatially graded von Neumann algebra

with a grading operator Γ1 ⊗ Γ2.

For 0 ∈ M1 and homogeneous 1 ∈ M2, we denote c(0 ⊗̂ 1) by 0 ⊗̂ 1, embedding M1 ⊙̂M2 in

M1 ⊗̂M2. Note that m (0 ⊗̂ 1) = m (0) + m (1) for homogeneous 0 ∈ M1 and 1 ∈ M2.

Fix a finite group � and a homomorphism p : � → Z2. Let (M1,AdΓ1
, U1) and (M2,AdΓ2

, U2) be

graded,∗-(�,p)-dynamical systems, where (M1,AdΓ1
) and (M2,AdΓ2

) are spatially graded, balanced,

central and type I. We may define an action U1 ⊗̂ U2 of � on M1 ⊗̂M2 by

(
U1 ⊗̂ U2

)
6
(0 ⊗̂ 1) = U1,6 (0) ⊗̂ U2,6 (1), 6 ∈ � (4.3)

for all homogeneous 0 ∈ M1 and 1 ∈ M2; see Lemma A.8.

4.2. Stacking and the group law

In this section, we show that ,∗-(�,p)-dynamical systems of balanced, central, type I and spatially

graded von Neumann algebras are closed under graded tensor products. Furthermore, our index from

Definition 2.10 obeys a twisted group law (a generalised Wall group law) under this operation.

Theorem 4.1. Let (M1,AdΓ1
, U1), (M2,AdΓ2

, U2) be graded ,∗-(�,p)-dynamical systems with

balanced, central and spatially graded type I von Neumann algebras. Then the triple

(M1 ⊗̂M2,AdΓ1⊗Γ2
, U1 ⊗̂ U2) is a graded ,∗-(�,p)-dynamical system with a balanced, central and

spatially graded type I von Neumann algebra. If Ind(M8 ,AdΓ8 , U8) = (^8 ,q8 , [h8]), 8 = 1, 2, then

Ind(M1 ⊗̂M2,AdΓ1⊗Γ2
, U1 ⊗̂ U2)

=
(
^1 + ^2, q1 + q2 + ^1^2p, [h1 h2 np (^1,q1, ^2,q2)]

)
, (4.4)

where np (^1,q1, ^2,q2) is a group 2-cocycle defined by

np (^1,q1, ^2,q2) (6, ℎ) = (−1)q1 (6)q2 (ℎ)+(^1−^2) (^1q2 (6)+^2q1 (6)) ·p (ℎ) , 6, ℎ ∈ �. (4.5)

Remarks 4.2.

(i) One can check that (4.4) gives an abelian group law, which is not surprising because of the

corresponding properties of the graded tensor product.

(ii) The group law (4.4) is a little cumbersome in full generality but simplifies in many examples of

interest. For example, if U1 and U2 are linear group actions, p(6) = 0 for all 6 ∈ �, we recover the
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more familiar twisted sum formula

(^1, q1, [h1]) · (^2, q2, [h2]) = (^1 + ^2, q1 + q2, [h1 h2 n (q1,q2)]). (4.6)

Proof. By Lemma A.5 and Lemma 2.12, we may assume that

(M8 ,AdΓ8 , U8) = (R^8 ,K8
,AdΓK8

,Ad+8
) ∈ S^8 . (4.7)

Let

Ind
(
R^8 ,K8

,AdΓK8
,Ad+8

)
= (^8 ,q8 , [h8]), 8 = 1, 2. (4.8)

We would like to show that

(
R^1 ,K1

⊗̂R^2 ,K2
,AdΓK1

⊗̂ AdΓK1
,Ad+1

⊗̂ Ad+2

)
∼ (R^,K,AdΓK ,Ad+ ) ∈ S^ (4.9)

for suitably chosen ^ = 0, 1, Hilbert space K and projective representation + on K ⊗ C2, satisfying

Ind(R^,K,AdΓK ,Ad+6
) =

(
^1 + ^2, q1 + q2 + ^1^2p, [h1 h2 np (^1,q1, ^2,q2)]

)
. (4.10)

(Case: ^1 = 0 or ^2 = 0)

We set the following notation:

K := K1 ⊗ K2 ⊗ C
2, _ =




1, if ^1 = ^2 = 0,

2, if ^1 = 1, ^2 = 0,

3, if ^1 = 0, ^2 = 1,

(4.11)

and define the unitary E : C2 ⊗ K2 → K2 ⊗ C
2,

E(b ⊗ [) = [ ⊗ b, b ∈ C2, [ ∈ K2. (4.12)

Using the standard basis {40, 41} of C2, we define the unitaries F1, F2, F3 on C2 ⊗ C2 by

F1 (40 ⊗ 40) = 40 ⊗ 40, F1 (41 ⊗ 41) = 41 ⊗ 40, F1 (41 ⊗ 40) = 40 ⊗ 41,

F1 (40 ⊗ 41) = 41 ⊗ 41, F2 (40 ⊗ 40) = 40 ⊗ 40, F2 (41 ⊗ 41) = 41 ⊗ 40,

F2 (41 ⊗ 40) = 40 ⊗ 41, F2 (40 ⊗ 41) = −41 ⊗ 41, F3 (40 ⊗ 40) = 40 ⊗ 40,

F3 (41 ⊗ 41) = 41 ⊗ 40, F3 (41 ⊗ 40) = 41 ⊗ 41, F3 (40 ⊗ 41) = 40 ⊗ 41.

By direct calculation, we may check

AdF_
(fI ⊗ fI) = IC2 ⊗ fI , _ = 1, 2, 3, (4.13)

AdF2
(fG ⊗ fI) = IC2 ⊗ fG , AdF3

(IC2 ⊗ fG) = IC2 ⊗ fG . (4.14)

We now define unitary *_ : K1 ⊗ C
2 ⊗ K2 ⊗ C

2 → K ⊗ C2 such that

*_ := (IK1
⊗ IK2

⊗ F_) (IK1
⊗ E ⊗ IC2), _ = 1, 2, 3. (4.15)

By (4.13), we have

Ad*_

(
ΓK1

⊗ ΓK2

)
= ΓK, _ = 1, 2, 3; (4.16)
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hence, for G ∈ R^1 ,K1
⊗̂R^2 ,K2

,

Ad*_
◦
(
AdΓK1

⊗̂ AdΓK2

)
(G) = AdΓK ◦Ad*_

(G), _ = 1, 2, 3. (4.17)

By (4.14), when _ = 2, for
(
IK1

⊗ fG

)
⊗̂

(
IK2

⊗ fI

)
∈ R^1 ,K1

⊗̂R^2 ,K2
we have

Ad*2

( (
IK1

⊗ fG

)
⊗̂

(
IK2

⊗ fI

) )
= IK ⊗ fG . (4.18)

Similarly, when _ = 3, for
(
IK1

⊗ fI

)
⊗̂

(
IK2

⊗ fG

)
∈ R^1 ,K1

⊗̂R^2 ,K2
,

Ad*3

( (
IK1

⊗ fI

)
⊗̂

(
IK2

⊗ fG

) )
= IK ⊗ fG . (4.19)

Let [h̃8] be the second cohomology class associated to the projective representation +8 , 8 = 1, 2. We

set

+6 := Ad*_

(
+1,6 ⊗ +2,6Γ

q1 (6)

K2

)
, 6 ∈ �, _ = 1, 2, 3. (4.20)

This gives a projective unitary/anti-unitary representation + of � on K ⊗ C2 relative to p. Using that

Ad+2,6

(
ΓK2

)
= (−1)q2 (6)ΓK2

for 6 ∈ �, the second cohomology class associated to + is equal to

[h̃1 h̃2 n (q1,q2)] ∈ �2(�,* (1)p), where n (q1,q2) is given in (2.2). By Lemmas A.6 and A.7, we have

that for G ∈ R^1 ,K1
⊗̂R^2 ,K2

, 6 ∈ � and any _ = 1, 2, 3,

Ad+6
◦Ad*_

(G) = Ad*_
◦Ad

+1,6⊗+2,6Γ
q1 (6)

K2

(G) = Ad*_
◦
(
U1,6 ⊗̂ U2,6

)
(G) . (4.21)

In particular, for _ = 2, 3, we also have

Ad+6
(IK ⊗ fG) = (−1)q1 (6)+q2 (6) (IK ⊗ fG) , 6 ∈ �, (4.22)

from (4.18) and (4.19).

By (4.16), we have

Ad+6
(ΓK) = Ad*_

◦Ad
+1,6⊗+2,6Γ

q1 (6)

K2

(
ΓK1

⊗ ΓK2

)
= (−1)q1 (6)+q2 (6)ΓK, 6 ∈ �. (4.23)

Having set up the required preliminaries, we now consider the ,∗-(�,p)-dynamical system

(R^,K,AdΓK ,Ad+6
) ∈ S^ and show equivalence with the graded tensor product in the three cases

where ^1 or ^2 = 0.

(i)-1 For _ = 1 (i.e., ^1 = ^2 = 0), we set ^ = 0 and note from (4.23) that (R^,K,AdΓK ,Ad+6
) ∈ S^ .

In this case, [h̃8] = [h8] and np (0,q1, 0,q2) = n (q1,q2). Hence, the second cohomology class of + is

[h1h2np (0,q1, 0,q2)]. With this and (4.23), the index of (R^,K,AdΓK ,Ad+6
) is given by (4.10). So we

just need to show equivalence of the ,∗-(�,p)-dynamical system with the graded tensor product. The

equivalence is given by a ∗-isomorphism

] := Ad*1
: B(K1 ⊗ C

2 ⊗ K2 ⊗ C
2) = R^1 ,K1

⊗̂R^2 ,K2
→ B(K ⊗ C2) = R0,K. (4.24)

By (4.17) and (4.21), ] satisfies the required conditions (2.4) and (2.5) for equivalence of ,∗-(�,p)-

dynamical systems.

(i)-2 For _ = 2 (i.e., ^1 = 1, ^2 = 0), set ^ = 1. By (4.22) and (4.23), we see that (R^,K,AdΓK ,Ad+6
) ∈

S^ . Note that [h̃1] = [h1 n (q1,p)] ∈ �2(�,* (1)p) (see Lemma 2.7 and Definition 2.10), with h̃2 = h2.

Hence, the second cohomology associated to our projective representation + is

[
h̃1 h̃2 n (q1,q2)

]
=
[
h1 h2 n (q1,p) n (q1,q2)

]
. (4.25)
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Combining this and (4.23), the second cohomology associated to the projective representation + (0) (cf.

Lemma 2.7 and Definition 2.10) is

[
h̃1 h̃2 n (q1,q2) n (q1 + q2,p)

]
=
[
h1 h2 n (q1,p) n (q1,q2) n (q1 + q2,p)

]

=
[
h1 h2 np (1,q1, 0,q2)

]
.

From this and (4.23), we see that the index of (R^,K,AdΓK ,Ad+6
) ∈ S^ is given by (4.10).

Now we show that (R^,K,AdΓK ,Ad+6
) is equivalent to the graded tensor product (4.9). From

Lemma A.4, the commutant of R^1 ,K1
⊗̂R^2 ,K2

is CIK1⊗C2⊗K2⊗C2 + CIK1
⊗ fG ⊗ IK2

⊗ fI . Note

that by (4.18), Ad*2
maps the commutant to CIK ⊗ IC2 + CIK ⊗ fG = (R^,K) ′. Therefore, we

have Ad*2
(R^1 ,K1

⊗̂R^2 ,K2
) = R^,K. Hence, ] := Ad*2

|R^1 ,K1
⊗̂R^2 ,K2

defines a ∗-isomorphism

] : R^1 ,K1
⊗̂R^2 ,K2

→ R^,K. By (4.17) and (4.21), ] satisfies the required conditions of an equivalence

of ,∗-(�,p)-dynamical systems.

(i)-3 For _ = 3 (i.e., ^1 = 0, ^2 = 1), we set ^ = 1. By (4.23) and (4.22), we see that

(R^,K,AdΓK ,Ad+6
) ∈ S^ . We also have that [h̃1] = [h1] and [h̃2] = [h2 n (q2,p)]. Hence, the second

cohomology class associated to + is

[
h̃1 h̃2 n (q1,q2)

]
=
[
h1 h2 n (q2,p) n (q1,q2)

]
. (4.26)

Hence, from (4.23) the cohomology class associated to + (0) is

[
h̃1 h̃2 n (q1,q2) n (q1 + q2,p)

]
=
[
h1 h2 np (0,q1, 1,q2)

]
(4.27)

and the index of (R^,K,AdΓK ,Ad+6
) ∈ S^ is given by (4.10).

We now show that (R^,K,AdΓK ,Ad+6
) is equivalent to the graded tensor product. From Lemma A.4,

the commutant of R^1 ,K1
⊗̂R^2 ,K2

is CIK1⊗C2⊗K2⊗C2 + CIK1⊗C2⊗K2
⊗ fG , which by (4.19) is mapped

to CIK ⊗ IC2 + CIK ⊗ fG = (R^,K) ′ by Ad*3
. Therefore, Ad*3

(R^1 ,K1
⊗̂R^2 ,K2

) = R^,K and

] := Ad*3
|R^1 ,K1

⊗̂R^2 ,K2
define a ∗-isomorphism ] : R^1 ,K1

⊗̂R^2 ,K2
→ R^,K and implement an

equivalence of ,∗-(�,p)-dynamical systems.

(Case: ^1 = ^2 = 1)

Set ^ := 0 and K := K1 ⊗K2. We define a projective representation+ of � on K⊗C2 relative top by

+6 := +
(0)
1,6

⊗ +
(0)
2,6

⊗ �p (6)f
q1 (6)
H f

q2 (6)+p (6)
G , 6 ∈ �. (4.28)

Here +
(0)
8

is the projective representation on K1 such that +8,6 = +
(0)
8,6

⊗ �p (6)f
q8 (6)
H for 8 = 1, 2 (see

Lemma 2.7). Then we have

Ad+6
(ΓK) = (−1)q1 (6)+q2 (6)+p (6)ΓK, 6 ∈ �. (4.29)

Hence, (R^,K,AdΓK ,Ad+6
) ∈ S^ . Because fH anti-commutes with fG and �, and fG commutes with

�, the second cohomology class associated to the projective representation + is

[
h1 h2 n (q1,q2)

]
=
[
h1 h2 np (1,q1, 1,q2)

]
, (4.30)

where we recall that [n (q1,q2)] = [n (q2,q1)]. Hence, the triple (R^,K,AdΓK ,Ad+6
) ∈ S^ has index

given by (4.10).

Now we show (4.9) for the constructed (R^,K,AdΓK ,Ad+6
). Regarding ℭ as a graded von Neumann

algebra (ℭ,AdfI
) ⊂ M2, there is a ∗-isomorphism ]0 : ℭ ⊗̂ ℭ → M2 such that

]0 (I ⊗̂ I) = I, ]0 (fG ⊗̂ I) := fG , ]0 (I ⊗̂ fG) := fH , ]0(fG ⊗̂ fG) := 8fI . (4.31)
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Noting AdIK1
⊗E⊗I

C2

(
R^1 ,K1

⊗̂R^2 ,K2

)
= B(K1) ⊗ B(K2) ⊗

(
ℭ ⊗̂ ℭ

)
with E in (4.12), we obtain a

∗-isomorphism ] : R^1 ,K1
⊗̂R^2 ,K2

→ B(K) ⊗ M2 = R^,K given by

](G) := (idK ⊗]0) ◦ AdIK1
⊗E⊗I

C2
(G), G ∈ R^1 ,K1

⊗̂R^2 ,K2
. (4.32)

We then have

Ad+6
◦]

(
(0 ⊗ fG) ⊗̂ (1 ⊗ IC2)

)
= Ad+6

(0 ⊗ 1 ⊗ fG)

= Ad
+

(0)
1,6

(0) ⊗ Ad
+

(0)
2,6

(1) ⊗ (−1)q1 (6)fG

= ]
(
Ad+1,6

(0 ⊗ fG) ⊗̂
(
Ad+2,6

(1 ⊗ IC2 )
))

= ] ◦
(
U1,6 ⊗̂ U2,6

) (
(0 ⊗ fG) ⊗̂ (1 ⊗ IC2)

)

and

Ad+6
◦]

(
(0 ⊗ IC2 ) ⊗̂ (1 ⊗ fG)

)
= Ad+6

(
0 ⊗ 1 ⊗ fH

)

= Ad
+

(0)
1,6

(0) ⊗ Ad
+

(0)
2,6

(1) ⊗ (−1)q2 (6)fH

= ]
(
Ad+1,6

(0 ⊗ IC2 ) ⊗̂
(
Ad+2,6

(1 ⊗ fG)
))

= ] ◦
(
U1,6 ⊗̂ U2,6

) (
(0 ⊗ IC2 ) ⊗̂ (1 ⊗ fG)

)

for all 0 ∈ B(K1), 1 ∈ B(K2). Because the elements (0 ⊗ fG) ⊗̂ (1 ⊗ IC2) and (0 ⊗ IC2 ) ⊗̂ (1 ⊗ fG)

generate R^1 ,K1
⊗̂R^2 ,K2

, we see that Ad+6
◦](G) = ] ◦

(
U1,6 ⊗̂ U2,6

)
(G) for G ∈ R^1 ,K1

⊗̂R^2 ,K2
.

We also see from (4.31) that AdΓK ◦](G) = ] ◦
(
AdΓ1

⊗̂ AdΓ2

)
(G) for G ∈ R^1 ,K1

⊗̂R^2 ,K2
. Hence, we

obtain (4.9). �

Example 4.3 (Time-reversal symmetry and the Z8-classification). As a simple example, let us consider

fermionic SPT phases with time-reversal symmetry. That is, we take � = Z2 = {0, 1} with p(1) = 1.

We let U = U1 be the anti-linear ∗-automorphism of order 2 from the nontrivial element. Therefore, if �

acts on a balanced, central and type I von Neumann algebra, then U is implemented on a graded Hilbert

space K by Ad' with ' anti-unitary. Following [29], we can ensure that '2 = ±IK and so the group

2-cocycle is determined by the sign of '2.

The data Z2 × �1(Z2,Z2) × �2 (Z2,* (1)p) from Theorem 4.1 is wholly determined by the triple

[^; Y,±], where Y = q(1) ∈ Z2 and ± is the sign of '2. Our choice of notation is so that our results

can easily be compared with [26, Appendix A] and [40]. Following (4.4), the triple has the (abelian)

composition law under stacking

[0; Y1, b1] [0, Y2, b2] = [0; Y1 + Y2, (−)
Y1Y2b1b2]

[0; Y1, b1] [1, Y2, b2] = [1; Y1 + Y2, (−)
Y1+Y1Y2b1b2]

[1; Y1, b1] [1, Y2, b2] = [0; Y1 + Y2 + 1, (−) Y1Y2b1b2] .

One therefore sees thatZ2×�
1 (Z2,Z2)×�

2(Z2,* (1)p) � Z8 with generator [1; 0, +]. Hence, we recover

and extend the Z8-classification of time-reversal symmetric fermionic SPT phases in one dimension

considered for finite systems in [14, 15, 11].

5. Translation-invariant states

In this section, we derive a representation of pure, split, translation-invariant and U-invariant states in

terms of a finite set of operators on Hilbert spaces. The idea of the proof is the same as quantum spin

case (cf. [6, 21]), although anti-commutativity results in richer structures.
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Recall the integer shift (G on ;2 (Z) ⊗ C3 , G ∈ Z, which defines the ∗-automorphism V(G
∈ Aut(A).

Let l be a pure, split, U-invariant and translation-invariant state on A. In particular, such states are

Θ-invariant (see [9, Example 5.2.21]). By Proposition 2.9 and Lemma 2.16, the graded ,∗-(�,p)-

dynamical system (cl (A')
′′,AdΓl

, Ûl) associated to l is equivalent to some (R^,K,AdΓK ,Ad+6
) ∈

S^ . We denote this ^ by ^l . The space translation lifts to an endomorphism on cl (A')
′′.

Lemma 5.1. Let l be a pure, split, U-invariant and translation-invariant state on A. Suppose that

the graded ,∗-(�,p)-dynamical system (cl (A')
′′,AdΓl

, Ûl) associated to l is equivalent to

(R^,K,AdΓK ,Ad+6
) ∈ S^ , via a ∗-isomorphism ] : cl (A')

′′ → R^,K. Then there is an injective

∗-endomorphism d on R^,K such that

] ◦ cl ◦ V(1
(�) = d ◦ ] ◦ cl (�), � ∈ A' . (5.1)

Furthermore, we have

0d(1) − (−1)m0m1d(1)0 = 0, (5.2)

for homogeneous 0 ∈ ] ◦ cl

(
A{0}

)
and 1 ∈ R^,K.

Proof. By the translation invariance of l, the space translation V(1
is lifted to an automorphism V̂(1

on

cl (A) ′′. Restricting V̂(1
to cl (A')

′′, we obtain an injective ∗-endomorphism Ṽ on cl (A')
′′. We then

see that d := ]◦ Ṽ◦ ]−1 : R^,K → R^,K is an injective endomorphism on R^,K satisfying (5.1). Because

V(1
(A') ⊂ AZ≥1, we see that 00V(1

(01) − (−1)m00m01 V(1
(01)00 = 0 for homogeneous 00 ∈ A{0} and

01 ∈ A'. Then, because d
(
R^,K

)
=
(
] ◦ cl ◦ V(1

(A')
) ′′

, Equation (5.2) follows. �

Let P be the power set P = P({1, . . . , 3}) = 2{1,...,3 } of {1, . . . , 3}. We denote the parity of the number

of the elements in ` ∈ P by |` | = #`mod 2. We denote by {k`}`∈P the standard basis of F(C3).

Namely, with the Fock vacuum Ω3 of F(C3) and the standard basis {48}
3
8=1

of C3 , k` for ` ≠ ∅ is given

by k` = �`0
∗ (4`1

)0∗(4`2
) · · · 0∗ (4`; )Ω3 with ; = #`, ` = {`1, `2, . . . , `;} with `1 < `2 · · · < `; and

a suitable normalisation factor �` ∈ C \ {0}. For the empty set ` = ∅, we set k∅ := Ω3 .

We denote the matrix units of A{0} ≃ B(F(C3)) ≃ M23 associated to the standard basis {k`}`∈P

by {�
(0)
`,a}, `, a ∈ P. Because Θ is implemented by the second quantisation of −IC3 ,

Γ(−I) =
∑

`∈P

(−1) |` |�
(0)
`` ∈ A{0}, (5.3)

we see that

Θ(�
(0)
`,a) = (−1) |` |+ |a |�

(0)
`,a , `, a ∈ P. (5.4)

We set �
(G)
`,a := V(G

(
�

(0)
`,a

)
for general G ∈ Z. Clearly, {�

(G)
`,a}`,a∈P are matrix units of A{G }.

Lemma 5.2. Let l be a pure, split and translation-invariant state on A and V̂(= be the extension of V(=
to cl (A) ′′, i.e. V̂(= ◦ cl (�) = cl ◦ V(= (�), � ∈ A.

(i) If G ∈ (cl (A')
′′) (0) , then f-weak lim=→∞ V̂(= (G) = 〈Ωl , GΩl〉IHl

.

(ii) If G ∈ (cl (A')
′′) (1) and cl (A')

′′ is a factor, then

f-weak lim
=→∞

cl

(
Γ(−I)V(1

(Γ(−I)) · · · V(=−1
(Γ(−I))

)
V̂(= (G) = 0 = 〈Ωl , GΩl〉IHl

. (5.5)

(iii) If G ∈ (cl (A')
′′) (1) and / (cl (A')

′′) ∩ (cl (A')
′′) (1) ≠ {0}, then

f-weak lim=→∞ V̂(= (G) = 0 = 〈Ωl , GΩl〉.
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Proof. First we note from the f-weak continuity of V̂(= that

V̂(=

(
(cl (A')

′′) (f)
)
⊂

( (
cl ◦ V(= (A')

) ′′) (f)
, = ∈ N, f = 0, 1. (5.6)

(i) By (5.6), we have V̂(=

(
(cl (A')

′′) (0)
)
⊂ cl (A[0,=−1])

′. Therefore, for any G ∈ (cl (A')
′′) (0) ,

any f-weak accumulation point I of { V̂(= (G)} belongs to cl (A')
′ ∩ (cl (A')

′′) (0) . But cl (A')
′ ∩

(cl (A')
′′) (0) = CIHl

by Lemma 2.15. Hence, we have I ∈ CIHl
. Because 〈Ωl , V̂(= (G)Ωl〉 =

〈Ωl , GΩl〉, this means I = 〈Ωl , GΩl〉IHl
. Because this holds for any accumulation point, we obtain

f-weak lim=→∞ V̂(= (G) = 〈Ωl , GΩl〉IHl
.

(ii) Suppose that cl (A')
′′ is a factor and set .= := Γ(−I)V(1

(Γ(−I)) · · · V(=−1
(Γ(−I)). Note that

Ad.= (�) = Θ(�) for any � ∈ A[0,=−1] . Therefore, by (5.6), we have cl (.=) V̂(=
(
(cl (A')

′′) (1)
)
⊂

cl (A[0,=−1])
′. Hence, for any G ∈ (cl (A')

′′) (1) , any f-weak accumulation point I of the set

{cl (.=) V̂(= (G)} belongs to cl (A')
′ ∩ (cl (A')

′′) (1) = {0}. As such, I = 0. Because this holds

for any accumulation point, we obtain (ii).

(iii) Suppose that / (cl (A')
′′) ∩ (cl (A')

′′) (1) ≠ {0}. By (5.6), we have that

V̂(=
(
(cl (A')

′′) (1)
)
⊂ cl (A')

′′ ∩ cl (A[0,=−1])
′Γl . (5.7)

Therefore, for any G ∈ (cl (A')
′′) (1) , any f-weak accumulation point I of { V̂(= (G)} belongs to

(cl (A')
′Γl) ∩ (cl (A')

′′) (1) . Because / (cl (A')
′′) has an odd element, cl (A')

′′ is not a factor.

Lemma A.3 then implies that cl (A')
′Γl ∩cl (A')

′′ = {0}. Hence, we have I = 0. Because this holds

for any accumulation point, we obtain (iii). �

Before stating the result, we fix some notation. Given the operators {,`}`∈P we define the completely

positive (CP) map )W by

)W (G) =
∑

`∈P

,`G,
∗
` .

Because the algebraic structure of the von Neumann algebra of interest changes depending on whether

^l = 0, 1, we treat each case separately, though the general strategy of proof is the same.

5.1. Case: ^l = 0

Recall that Γ(*6) denotes the second quantisation of *6 on F(C3). In this subsection we prove the

following.

Theorem 5.3. Let l be a pure U-invariant and translation-invariant split state on A. Suppose

that the graded ,∗-(�,p)-dynamical system (cl (A')
′′,AdΓl

, Ûl) associated to l is equivalent

to (R0,K,AdΓK ,Ad+6
) ∈ S0, via a ∗-isomorphism ] : cl (A')

′′ → B(K ⊗ C2). Let d be the ∗-

endomorphism on R0,K given in Lemma 5.1. Then there is a set of isometries {�`}`∈P on K ⊗ C2 such

that �∗
a�` = X`,aI,

d ◦ ] ◦ cl (�) =
∑

`∈P

Ad
�`Γ

|` |

K

◦ ] ◦ cl (�) =
∑

`∈P

Ad
Γ
|` |

K
�`

◦ ] ◦ cl (�), � ∈ A', (5.8)

and

] ◦ cl

(
�

(0)
`0 ,a0

�
(1)
`1 ,a1

· · · �
(# )
`# ,`#

)
= (−1)

#∑

:=1

( |`: |+ |a: |)
:−1∑

9=0

|a 9 |

�`0
· · · �`#

�∗
a#

· · · �∗
a0

(5.9)
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for all # ∈ N ∪ {0} and `0, . . . `# , a0, . . . , a# ∈ P. The operators �` have homogeneous parity and

are such that AdΓK
(
�`

)
= (−1) |` |+f0�`, with some uniform f0 ∈ {0, 1}. Furthermore,

f-weak lim
#→∞

)#
B ◦ ](G) = 〈Ωl , GΩl〉IK⊗C2 , G ∈ cl (A')

′′ (5.10)

and for each 6 ∈ �, there is some 26 ∈ T such that

∑

`∈P

〈k`, Γ(*6)ka〉�` = 26+6�a+
∗
6 . (5.11)

We will prove this result in several steps. First we note some properties of endomorphisms of operators

on graded Hilbert spaces and the Cuntz algebra.

Proposition 5.4. Let H be a Hilbert space with a self-adjoint unitary Γ that gives a grading for B(H).

Let M be a finite type I von Neumann subalgebra of B(H) with matrix units {�`,a}`,a∈P ⊂ M spanning

M. Assume that

AdΓ (�`,a) = (−1) |` |+ |a |�`,a , `, a ∈ P (5.12)

and set Γ0 :=
∑

`∈P (−1) |` |�``. Let d : B(H) → B(H) be a graded, unital ∗-endomorphism such that

d(0)1 − (−1)m0m11d(0) = 0 for 0 ∈ B(H) 1 ∈ M with homogeneous grading. Suppose further that

B(H) = d(B(H)) ∨M. Then there exist isometries {(`}`∈P on H with the property that

(∗a(` = X`,aI, d(G) =
∑

`

(`G(
∗
` (5.13)

for all `, a ∈ P and G ∈ B(H). The operators (` have homogeneous parity and are such that

AdΓ
(
(`

)
= (−1) |` |+f0(` with some uniform f0 ∈ {0, 1}. Furthermore, setting �` := (Γ0Γ)

|` |(`, for

` ∈ P, we have �∗
a�` = X`,aI,

d(G) =
∑

`∈P

Ad�`
◦ AdΓ |` | (G), G ∈ B(H), (5.14)

and

�`0 ,a0
d(�`1 ,a1

) · · · d# (�`# ,`#
) = (−1)

#∑

:=1

( |`: |+ |a: |)
:−1∑

9=0

|a 9 |

�`0
· · · �`#

�∗
a#

· · · �∗
a0

(5.15)

for all # ∈ N ∪ {0} and `0, . . . , `# , a0, . . . , a# ∈ P. The operators �` have homogeneous parity such

that AdΓ
(
�`

)
= (−1) |` |+f0�`, with the same f0 as above. If there are isometries {)`}`∈P such that

)∗
a)` = X`,aI, )`)

∗
a = �`,a , d(G) =

∑

`∈P

Ad)` ◦ AdΓ |` | (G), G ∈ B(H), (5.16)

then there is some 2 ∈ T such that )` = 2�`, for all ` ∈ P.

To study the situation, we note the following general property.

Lemma 5.5. Let H be a Hilbert space with a self-adjoint unitary Γ that gives a grading for B(H). Let

M1, M2 be AdΓ-invariant von Neumann subalgebras of B(H) with M1 ∨M2 = B(H). Suppose that

M1 is a type I factor with a self-adjoint unitary Γ1 ∈ M1 such that AdΓ1
(G) = AdΓ (G) for all G ∈ M1.

Suppose further that

01 − (−1)m0m110 = 0, for homogeneous 0 ∈ M1, 1 ∈ M2. (5.17)
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Then there are Hilbert spaces H1,H2 and a unitary + : H → H1 ⊗ H2 such that

Ad+ (M1) = B(H1) ⊗ CIH2
. (5.18)

Furthermore, there are self-adjoint unitaries Γ̃8 on H8 with 8 = 1, 2 such that

Ad+ (Γ) = Γ̃1 ⊗ Γ̃2, Ad+ (Γ1) = Γ̃1 ⊗ IH2
. (5.19)

The commutant of M2 is given by

M′
2 = M

(0)
1

+M
(1)
1

Γ1Γ. (5.20)

If ? is an even minimal projection in M1, then M2 · ? = B(?H).

We note that if M1 is a type I factor, Wigner’s theorem guarantees the existence of a self-adjoint

unitary Γ1 ∈ M1 such that AdΓ1
(G) = AdΓ (G) for all G ∈ M1.

Proof. BecauseM1 is a type I factor, by [38, Chapter V, Theorem 1.31] there are Hilbert spacesH1, H2

and a unitary + : H → H1 ⊗ H2 satisfying (5.18). Because Γ1 ∈ M1 and ΓΓ1 ∈ M′
1
, there are self-

adjoint unitaries Γ̃8 on H8 with 8 = 1, 2 satisfying (5.19). Clearly, AdΓ1
(Γ1) = Γ1 and so Γ1 is an even

element of M1.

Note that N := M
(0)

2
+M

(1)

2
Γ1 is a von Neumann subalgebra of M′

1
by (5.17). Therefore, Ad+ (N)

is a von Neumann subalgebra of IH1
⊗ B(H2). Because

M2 = M
(0)
2

+M
(1)
2

Γ1Γ1 ⊂ M1 ∨N, M1 ⊂ M1 ∨N, M1 ∨M2 = B(H),

we have M1 ∨N = B(H). Combining with (5.18), this means

Ad+ (M
(0)
2

+M
(1)
2

Γ1) = Ad+ (N) = CIH1
⊗ B(H2). (5.21)

Now we associate the grading given by Γ̃8 to B(H8) for 8 = 1, 2, and regard B(H1) ⊗ B(H2)

as B(H1) ⊗̂B(H2), the graded tensor product of (B(H1),H1, Γ̃1) and (B(H2),H2, Γ̃2). Because

Ad+ (Γ) = Γ̃1 ⊗ Γ̃2, Ad+ : B(H) → B(H1) ⊗̂B(H2) is a graded ∗-isomorphism. Considering the even

and odd subspaces of (5.21), we obtain

Ad+ (M
(0)

2
) = CIH1

⊗ B(H2)
(0) , Ad+ (M

(1)

2
) Ad+ (Γ1) = CIH1

⊗ B(H2)
(1) (5.22)

and so

Ad+ (M2) = Ad+ (M
(0)
2

+M
(1)
2

) = CIH1
⊗ B(H2)

(0) + CΓ̃1 ⊗ B(H2)
(1)

= CIH1
⊗̂B(H2), (5.23)

where CIH1
⊗̂B(H2) is a graded tensor product of (CIH1

,H1, Γ̃1) and (B(H2),H2, Γ̃2).

We now consider the commutant of M2. Applying Lemma A.4, we see that

Ad+ (M′
2) = B(H1)

(0) ⊗ CIH2
+B(H1)

(1) ⊗ CΓ̃2 = Ad+
(
M

(0)
1

+M
(1)
1

Γ1Γ
)
. (5.24)

Hence, we obtain (5.20).

Let ? be a minimal projection inM1 and suppose that it is even. Then Ad+ (?) is a minimal projection

in B(H1) ⊗CIH2
. Therefore, there is a rank 1 projection A on H1 such that Ad+ (?) = A ⊗ IH2

. Because

? is even and Ad+ is a graded ∗-isomorphism, we have AdΓ̃1
(A) = A . Because A is rank 1, this means
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that Γ̃1A = ±A . Therefore, using (5.23), we have

Ad+ (M2?) = CA ⊗ B(H2)
(0) + CΓ̃1A ⊗ B(H2)

(1)

= CA ⊗
(
B(H2)

(0) ±B(H2)
(1)

)
= CA ⊗ B(H2) = Ad+ (?B(H)?) . (5.25)

Hence, we obtain M2? = ?B(H)? = B(?H). �

Lemma 5.6. Consider the setting of Proposition 5.4. Then the following hold:

(i) d(B(H)) ′ = M(0) +M(1)Γ0Γ.

(ii) Let �̂`,a = �`,a (Γ0Γ)
|` |+ |a | . Then {�̂`,a}`,a∈P are matrix units in d(B(H)) ′ spanning d(B(H)) ′,

(iii) For all ` ∈ P, the map

d` : B(H) ∋ G ↦→ d(G)�`,` ∈ B(�`,`H) (5.26)

is a ∗-isomorphism.

Proof. Note that AdΓ (G) = AdΓ0
(G) for G ∈ M. Applying Lemma 5.5 with M1 = M, M2 = d(B(H))

and Γ1 = Γ0, we immediately obtain (i). Because {�`,a}`,a∈P are matrix units spanning M and

satisfying (5.12), we see from (i) that

d(B(H)) ′ = M(0) +M(1)Γ0Γ = span`,a∈P

{
�`,a (Γ0Γ)

|` |+ |a |
}
= span`,a∈P

{
�̂`,a

}
. (5.27)

Because Γ0Γ commutes with �`,a , it is straightforward to check that {�̂`,a}`,a∈P are matrix units.

Hence, we obtain (ii).

For part (iii), we first note that because �`,` is even, [d(G), �`,`] = 0 for all G ∈ B(H). Therefore,

there is a well-defined ∗-homomorphism

d` : B(H) → B(�`,`H), d` (G) = d(G)�`,`, G ∈ B(H).

Because B(H) is a factor, d` is injective. To see that d` is surjective, we note that �`` is a minimal

projection of M and it is even. Then applying Lemma 5.5 with M1 = M and M2 = d(B(H)), we obtain

d(B(H)) · �`` = B(�``H) and so d` is surjective. �

We now prove Proposition 5.4, which we split into two lemmas. We recall the matrix units {�`,a}`,a∈P ⊂

M and �̂`,a = �`,a (Γ0Γ)
|` |+ |a | from Lemma 5.6.

Lemma 5.7 (First part of Proposition 5.4). Consider the setting of Proposition 5.4. Then there exist

isometries {(`}`∈P on H with the property that for all `, a ∈ P and G ∈ B(H),

(∗a(` = X`,aI, (`(
∗
a = �̂`,a , d(G)�`,` = (`G(

∗
`, d(G) =

∑

`∈P

(`G(
∗
` . (5.28)

The operators (` have homogeneous parity and are such that AdΓ
(
(`

)
= (−1) |` |+f0(`, with some

uniform f0 ∈ {0, 1}. They also satisfy Γ0(` = (−1) |` |(`.

Proof. By part (iii) of Lemma 5.6, d` in (5.26) is a ∗-isomorphism B(H)
d`

−−→ B(�`,`H). Therefore,

we can apply Wigner’s theorem to obtain a unitary F` : H → �`,`H such that d` = AdF`
. Note that

F∗
`Fa = F∗

`�`,`�a,aFa = X`,a IH, `, a ∈ P.
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We also see that, because
∑

` �`,` = I,

d(G) =
∑

`

d(G)�`,` =
∑

`

d` (G) =
∑

`

F`GF
∗
`, G ∈ B(H).

We use the above property to compute that for any G ∈ B(H),

F`F
∗
ad(G) = F`F

∗
a

(∑

_

F_GF
∗
_

)
= F`GF

∗
a =

(∑

_

F_GF
∗
_

)
F`F

∗
a = d(G)F`F

∗
a .

Therefore, F`F
∗
a ∈ d(B(H)) ′ for any `, a ∈ P.

Summarising our results so far, we have obtained a collection of operators {F`F
∗
a}`,a∈P in d(B(H)) ′

such that

�̂`,`F`F
∗
a �̂a,a = F`F

∗
a . (5.29)

From (5.29) and (ii) of Lemma 5.6, there is some 2`a ∈ C such that

F`F
∗
a = 2`a �̂`,a .

Note that 2`a = 2a`. Because of the definition, we have F`F
∗
` = �̂`` and we see that 2`` = 1. On the

other hand, because of F∗
aFa = IH, we have

2`_�̂`,_ = F`F
∗
_ = F`F

∗
aFaF

∗
_ = 2`a2a_�̂`,_

and so 2`_ = 2`a2a_. In particular, 1 = 2`` = 2`a2a` = |2`a |
2 and so 2`a ∈ T. Now set `0 := ∅ ∈ P

and define (` = 2`0`F` for every ` ∈ P. Then because of the above properties of 2`a , the collection

{(`}`∈P has the same algebraic properties as {F`} as well as that (`(
∗
a = �̂`,a as required. Hence, we

obtain (5.28).

Next, we recall the grading operator Γ0 =
∑

` (−1) |` |�`,` of M. Because (` is an isometry onto

�`,`H,

Γ0(` = Γ0�`,`(` = (−1) |` |�`,`(` = (−1) |` |(` .

We now consider the grading of (`, AdΓ ((`). We compute that for any G ∈ B(H),

Γ(`G(
∗
`Γ = Γd(G)�`,`Γ = Γd(G)Γ�`,` = d(ΓGΓ)�`,` = (`ΓGΓ(

∗
` (5.30)

because �`,` is even and d commutes with the grading. Multiplying (5.30) Γ(∗` from the left and

Γ(` from the right, we see that Γ(∗`Γ(` ∈ B(H) ′ = CIH. Note that Γ(∗`Γ(` is unitary because

AdΓ (�``) = �``. So (∗`Γ(` = 48iΓ with some 48i ∈ T. Multiplying this identity by (` from the left

and by Γ from the right, we obtain Γ(`Γ = �``Γ(`Γ = (`(
∗
`Γ(`Γ = 48i(`. But because (AdΓ)

2 = id,

(48i)2 = 1 and AdΓ ((`) = (−1)1`(` with some 1` = 0, 1.

Let us further examine the grading of the operator (`. We compute that

Γ�̂`,aΓ = Γ�`,a (Γ0Γ)
|` |+ |a |Γ = Γ�`,aΓ(Γ0Γ)

|` |+ |a |

= (−1) |` |+ |a |�`,a (Γ0Γ)
|` |+ |a | = (−1) |` |+ |a | �̂`,a

and we also find

Γ�̂`,aΓ = Γ(`ΓΓ(
∗
aΓ = (−1)1` (−1)1a(`(

∗
a = (−1)1`+1a �̂`,a .

Therefore, |` | + |a | = 1` + 1a ∈ Z2. By setting `0 := ∅ ∈ P and f0 := 1`0
, we have that Γ(`Γ =

(−1) |` |+f0(` for all ` ∈ P. �

https://doi.org/10.1017/fms.2021.19 Published online by Cambridge University Press

https://doi.org/10.1017/fms.2021.19


24 Chris Bourne and Yoshiko Ogata

Lemma 5.8 (Second half of Proposition 5.4). Consider the setting of Proposition 5.4. For (` of Lemma

5.7, set �` := (Γ0Γ)
|` |(`, for ` ∈ P. Then �∗

a�` = X`,aI, �`�
∗
a = �`,a ,

d(G) =
∑

`∈P

Ad�`
◦ AdΓ |` | (G) =

∑

`∈P

AdΓ |` | ◦ Ad�`
(G), G ∈ B(H),

�`0 ,a0
d(�`1 ,a1

) · · · d# (�`# ,`#
) = (−1)

#∑

:=1

( |`: |+ |a: |)
:−1∑

9=0

|a 9 |

�`0
· · · �`#

�∗
a#

· · · �∗
a0
, (5.31)

for all # ∈ N∪{0} and `0, . . . `# , a0, . . . , a# ∈ P. The operators �` have homogeneous parity and are

such that AdΓ
(
�`

)
= (−1) |` |+f0�`, with the same f0 ∈ {0, 1} as in Lemma 5.7. If there are isometries

{)`}`∈P satisfying (5.16), then there is some 2 ∈ T such that )` = 2�`, for all ` ∈ P.

Proof. From Lemma 5.7, we check that

�∗
`�a = (∗` (Γ0Γ)

|` |+ |a |(a = (∗`(aΓ
|` |+ |a | (−1) ( |a |+f0) ( |` |+ |a |) (−1) |a | ( |` |+ |a |) = X`,aI. (5.32)

We also have from Lemma 5.7 that

�`�
∗
a = (Γ0Γ)

|` |(`(
∗
a (Γ0Γ)

|a | = (Γ0Γ)
|` |�`,a (Γ0Γ)

|` |+ |a | (Γ0Γ)
|a | = �`,a (5.33)

because Γ0Γ commutes with M. Because (` has homogenous parity and Γ0Γ is even, �` has the

same homogeneous parity as (`. In particular, AdΓ
(
�`

)
= (−1) |` |+f0�`, with the same f0 ∈ {0, 1}

as in Lemma 5.7. This implies that the endomorphism Ad�`
respects the grading on B(H); that is,

AdΓ ◦Ad�`
= Ad�`

◦ AdΓ. Furthermore, using that Γ0(` = (−1) |` |(`, Ad(`
= AdΓ |` |�`

= Ad�`Γ |` | .

We therefore see that for G ∈ B(H),

d(G) =
∑

`∈P

(`G(
∗
` =

∑

`∈P

Ad�`
◦ AdΓ |` | (G).

A simple induction argument using that Ad�`
commutes with AdΓ gives that

d# (G) =
∑

_0 ,...,_#−1∈P

Ad�_0
· · ·�_#−1

◦ AdΓ |_0 |+···|_#−1 | (G). (5.34)

We now consider d(�`,a). Recalling (5.33) and that AdΓ (�`,a) = (−1) |` |+ |a |�`,a , we see that

d(�`,a) =
∑

_

�_Γ
|_ |�`,aΓ

|_ |�∗
_ =

∑

_

(−1) |_ | ( |` |+ |a |)�_�`�
∗
a�

∗
_.

From this, (5.33) and (5.32), we have

�`0 ,a0
d(�`1 ,a1

) = �`0
�∗
a0

∑

_

(−1) |_ | ( |`1 |+ |a1 |)�_�`1
�∗
a1
�∗
_ = (−1) |a0 | ( |`1 |+ |a1 |)�`0

�`1
�∗
a1
�∗
a0
.

This proves Equation (5.31) in the case of # = 1. We now assume that the equality is true for # and

consider # + 1. Using Equations (5.32), (5.33), (5.34), we compute that
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�`0 ,a0
d(�`1 ,a1

) · · · d# (�`# ,a# )d
#+1(�`#+1 ,a#+1

)

= (−1)

#∑

:=1

( |`: |+ |a: |)
:−1∑

9=0

|a 9 |

�`0
· · · �`#

�∗
a#

· · · �∗
a0
d#+1(�`#+1 ,a#+1

)

= (−1)

#∑

:=1

( |`: |+ |a: |)
:−1∑

9=0

|a 9 |

�`0
· · · �`#

�∗
a#

· · · �∗
a0

( ∑

_0 ,...,_#

Ad�_0
· · ·�_#

◦ Ad

Γ

#∑

9=0
|_ 9 |

(�`#+1 ,a#+1
)
)

= (−1)

#∑

:=1

( |`: |+ |a: |)
:−1∑

9=0

|a 9 |

�`0
· · · �`#

(
(−1)

( |`#+1 |+ |a#+1 |)
#∑

9=0

|a 9 |

�`#+1
�∗
a#+1

)
�∗
a#

· · · �∗
a0

= (−1)

#+1∑

:=1

( |`: |+ |a: |)
:−1∑

9=0

|a 9 |

�`0
· · · �`#

�`#+1
�∗
a#+1

�∗
a#

· · · �∗
a0

as required.

To show the last statement, suppose that {)`}`∈P ⊂ B(H) satisfy (5.16). Because

∑

_∈P

Ad)_ ◦ AdΓ |_| (G) = d(G) =
∑

_∈P

Ad�_
◦ AdΓ |_| (G), G ∈ B(H), (5.35)

multiplying (5.35) by )∗
a from the left and by �a from the right, we obtain

AdΓ |a | (G) · )∗
a�a = )∗

a�a · AdΓ |a | (G), G ∈ B(H). (5.36)

Hence, we obtain )∗
a�a ∈ CIH; that is, we have )∗

a�a = 2`IH for some 2` ∈ C. We then have

�a = �aa�a = )a)
∗
a�a = 2a)a . (5.37)

By �∗
a�a = )∗

a)a = IH, we see that 2a ∈ T. Furthermore, from �`�
∗
a = )`)

∗
a = �`a , we see that

2` = 2a =: 2 ∈ T. �

Lemmas 5.7 and 5.8 complete the proof of Proposition 5.4. We are ready to show Theorem 5.3.

Proof of Theorem 5.3. We fix a,∗-(�,p)-dynamical system (R0,K,AdΓK ,Ad+6
) ∈ S0 that is equiva-

lent to (cl (A')
′′,AdΓl

, Ûl) and the endomorphism d of Lemma 5.1. Then the Hilbert space K ⊗ C2,

self-adjoint unitary ΓK, finite type I factor ] ◦ cl (A{0}) with matrix units {] ◦ cl ◦
(
�

(0)
`,a

)
}`,a∈P ⊂

B(K ⊗ C2) and d satisfy the hypothesis of Proposition 5.4. Applying Proposition 5.4, we obtain the

isometries {�`} such that �∗
`�a = X`,aI and that satisfy (5.8) and (5.9) from the statement of the

theorem.

To show (5.10), set Γ0 := ] ◦ cl

(
Γ(−I)

)
=
∑

` (−1) |` | ] ◦ cl

(
�

(0)
`,`

)
. We claim for a homogeneous

G ∈ R0,K and # ∈ N that

)#
B (G) = ΓmG

0 d(ΓmG
0 ) · · · d#−1(ΓmG

0 )d# (G). (5.38)

First set Γ1 :=
∑

` Γ
|` |

K
] ◦ cl

(
�

(0)
`,`

)
, which is a self-adjoint unitary. Because of (5.9) with # = 0, we

have ] ◦ cl

(
�

(0)
``

)
= �`�

∗
`. Therefore, we have

d ◦ ] ◦ cl (�) =
∑

`∈P

Ad
Γ
|` |

K
�`

◦ ] ◦ cl (�) = AdΓ1
◦)B ◦ ] ◦ cl (�), � ∈ A' . (5.39)
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Hence, we obtain for any homogeneous G ∈ R0,K,

)B (G) = AdΓ1
◦d(G) =

∑

`,a

Γ
|` |

K

(
] ◦ cl

(
�

(0)
`,`

) )
d(G)Γ

|a |

K

(
] ◦ cl

(
�

(0)
a,a

) )
(5.40)

=
∑

`

] ◦ cl

(
�

(0)
`,`

)
Γ
|` |

K
d(G)Γ

|` |

K
.

=
∑

`

] ◦ cl

(
�

(0)
`,`

)
d ◦ Ad

Γ
|` |

K

(G).

=
∑

`

] ◦ cl

(
�

(0)
`,`

)
(−1) |` |mGd(G) = ΓmG

0 d(G),

where in the third equality we used that ] ◦ cl

(
�

(0)
a,a

)
commutes with ΓK and elements from d(R0,K).

This proves (5.38) for the case # = 1. Now we proceed by induction and suppose that (5.38) holds for

# . Then using (5.40) and the induction assumption, for any homogeneous G ∈ R0,K,

)#+1
B (G) = )B

(
ΓmG

0 d(ΓmG
0 ) · · · d#−1(ΓmG

0 )d# (G)
)

= Γ
m(ΓmG

0
d(ΓmG

0
) ·· ·d#−1 (ΓmG

0
)d# (G))

0
d(ΓmG

0 )d2(ΓmG
0 ) · · · d# (ΓmG

0 )d#+1(G)

= ΓmG
0 d(ΓmG

0 )d2(ΓmG
0 ) · · · d# (ΓmG

0 )d#+1(G). (5.41)

Hence, (5.38) holds for # + 1 and proves the claim.

Now we show (5.10). Because ^l = 0, cl (A')
′′ is a factor. Therefore, for any homogeneous

G ∈ cl (A')
′′, the sequence

)#
B ◦ ](G) = ΓmG

0 d(ΓmG
0 ) · · · d#−1(ΓmG

0 )d# ◦ ](G)

= ] ◦
(
cl

(
Γ(−I)mGV(1

(
Γ(−I)mG

)
· · · V(#−1

(
Γ(−I)mG

) )
V̂(#

(G)
)

(5.42)

converges to 〈Ωl , GΩl〉IK⊗C2 in the f-weak topology by Lemma 5.2. This proves (5.10).

To prove (5.11) set

)a :=
∑

_∈P

〈k_, Γ(*6)∗ka〉
p (6)

+6�_+
∗
6 , a ∈ P. (5.43)

Recall that for 2 ∈ C, 2p (6) = 2 for p(6) = 0 and 2̄ if p(6) = 1. We claim that {)`}`∈P satisfies (5.16)

with �`a and Γ replaced by ] ◦ cl (�
(0)
`a ) and ΓK respectively. We compute

)∗
`)a =

∑

_,Z

〈k_, Γ(*6)∗k`〉
p (6)+1

〈kZ , Γ(*6)∗ka〉
p (6)

+6�
∗
_�Z+

∗
6

=
∑

_

〈Γ(*6)∗k`, k_〉 〈k_, Γ(*6)∗ka〉
p (6)
I = X`,a I.

To see the second property of (5.16), note that

Γ(*6)
∗�

(0)
`,aΓ(*6) =

∑

_,Z ∈P

〈ka , Γ(*6)kZ 〉
p (6)

〈k_, Γ(*6)
∗k`〉�

(0)
_,Z

.
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Using this, we obtain

)`)
∗
a =

∑

_,Z

〈k_, Γ(*6)∗k`〉〈Γ(*6)∗ka , kZ 〉
p (6)

+6�_�
∗
Z+

∗
6

=
∑

_,Z

〈k_, Γ(*6)∗k`〉〈Γ(*6)∗ka , kZ 〉
p (6)

] ◦ cl

(
Γ(*6)�

(0)
_,Z

Γ(*6)
∗
)

= ] ◦ cl ◦ AdΓ(*6)

(∑

_,Z

〈k_, Γ(*6)
∗k`〉〈Γ(*6)

∗ka , kZ 〉�
(0)
_,Z

)

= ] ◦ cl ◦ AdΓ(*6)

(
Γ(*6)

∗�
(0)
`,aΓ(*6)

)
= ] ◦ cl (�

(0)
`,a).

To check the third property of (5.16), note that 〈k`, Γ(*6)
∗ka〉 = 0 if |` | ≠ |a |, because Γ(*6)

commutes with Γ(−IC3 ). Using this, we check that

∑

`∈P

Ad)` ◦ Ad
Γ
|` |

K

(] ◦ cl (�))

=
∑

`

∑

_,Z

(
〈k_, Γ(*6)∗k`〉

p (6)
〈kZ , Γ(*6)∗k`〉

p (6)+1

× X |` |, |_ |+6�_+
∗
6Γ

|` |

K
(] ◦ cl) (�)Γ

|` |

K
+6�

∗
Z+

∗
6

)

=
∑

_,Z

∑

`

〈k_, Γ(*6)∗k`〉〈Γ(*6)∗k`, kZ 〉
p (6)

+6�_+
∗
6Γ

|_ |

K
(] ◦ cl) (�)Γ

|_ |

K
+6�

∗
Z+

∗
6

=
∑

_

+6�_+
∗
6Γ

|_ |

K
(] ◦ cl) (�)Γ

|_ |

K
+6�

∗
_+

∗
6

=
∑

_

+6

(
Ad�_

◦ Ad
Γ
|_|

K

) (
] ◦ cl ◦ U−1

6 (�)
)
+∗
6

and, recalling (5.14),

∑

`∈P

Ad)` ◦ Ad
Γ
|` |

K

(] ◦ cl (�)) = Ad+6
◦ d

(
] ◦ cl ◦ U−1

6 (�)
)

= Ad+6
◦ ] ◦ cl

(
V(1

◦ U−1
6 (�)

)

= ] ◦ cl ◦ U6 ◦ V(1
◦ U−1

6 (�) = d ◦ ] ◦ cl (�),

for all � ∈ A'. Hence, we have proven that {)`}`∈P satisfies (5.16). Applying Proposition 5.4, there is

some 26 ∈ T such that �` = 26)` for all ` ∈ P. Therefore,

∑

`

26〈k`, Γ(*6)ka〉�` =
∑

`,_

〈k`, Γ(*6)ka〉〈k_, Γ(*6)∗k`〉
p (6)

+6�_+
∗
6

=
∑

_,`

〈Γ(*6)∗k`, ka〉〈k_, Γ(*6)∗k`〉
p (6)

+6�_+
∗
6

= +6�a+
∗
6 .

Hence,
∑

` 〈k`, Γ(*6)ka〉�` = 26+6�a+
∗
6 , which completes the proof. �
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5.2. Case: ^l = 1

We now consider endomorphisms on ,∗-(�,p)-dynamical systems that are equivalent to

(R1,K,AdΓK ,Ad+6
) ∈ S1 from Example 2.5. Recall that Γ(*6) denotes the second quantisation of

*6 on F(C3). Our aim is to prove the following.

Theorem 5.9. Let l be a pure U-invariant and translation-invariant split state on A. Suppose

that the graded ,∗-(�,p)-dynamical system (cl (A')
′′,AdΓl

, Ûl) associated to l is equivalent to

(R1,K,AdΓK ,Ad+6
) ∈ S1 via a ∗-isomorphism ] : c(A')

′′ → R1,K. Let d be the ∗-endomorphism

on R1,K given in Lemma 5.1. Then there is some f0 ∈ {0, 1} such that d (IK ⊗ fG) = (−1)f0 ] ◦

cl (Γ(−I)) (IK ⊗ fG) and a set of isometries {(`}`∈P on K such that (∗a(` = X`,aIK,

d ◦ ] ◦ cl (�) =
∑

`∈P

Ad(̂`
◦ ] ◦ cl (�), � ∈ A', (5.44)

with (̂` := (` ⊗ f
f0+|` |
I and

] ◦ cl

(
�

(0)
`0 ,a0

�
(1)
`1 ,a1

· · · �
(# )
`# ,`#

)

= (−1)

#∑

:=1

( |`: |+ |a: |)
:−1∑

9=0
(f0+|a 9 |)

(`0
· · · (`#

(∗a# · · · (∗a0
⊗ f

#∑

8=0

|`8 |+ |a8 |

G (5.45)

for all # ∈ N ∪ {0} and `0, . . . `# , a0, . . . , a# ∈ P. Furthermore, we have

f-weak lim
#→∞

)#

Ŝ
◦ ](G) = 〈Ωl , GΩl〉 IK⊗C2 , G ∈ cl (A')

′′. (5.46)

For each 6 ∈ �, there is some 26 ∈ T such that

(−1)q (6) |a |
∑

`∈P

〈k`, Γ(*6)ka〉(` = 26+
(0)
6 (a (+

(0)
6 )∗, (5.47)

where +
(0)
6 is given in Lemma 2.7.

We again will prove this theorem in several steps. Parts of the proof follow the same argument as the

case ^l = 0, so some details will be omitted.

Proposition 5.10. Let K be a Hilbert space and set ΓK := IK ⊗ fI on K ⊗ C2. We give a grading

to R1,K = B(K) ⊗ ℭ by AdΓK . Suppose that N is a type I subfactor of R1,K with matrix units

{�`,a}`,a∈P ⊂ N spanning N. Assume that

AdΓK (�`,a) = (−1) |` |+ |a |�`,a , for `, a ∈ P. (5.48)

Set Γ0 :=
∑

`∈P (−1) |` |�``. Let d : R1,K → R1,K be an injective graded, unital ∗-endomorphism such

that d(0)1− (−1)m0m11d(0) = 0 for 1 ∈ N, 0 ∈ R1,K with homogeneous grading. Suppose further that

R1,K = d(R1,K) ∨N.

Then there is some f0 ∈ {0, 1} such that d (IK ⊗ fG) = (−1)f0Γ0 (IK ⊗ fG) and there exist

isometries {(`}`∈P on K with the property that

(∗a(` = X`,a IK, d(1) =
∑

`

Ad
((`⊗f

f0+|` |
I )

(1) (5.49)
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for all `, a ∈ P and 1 ∈ R1,K. Furthermore, for # ∈ N, `0, . . . , `#−1, a0, . . . , a#−1 ∈ P, the identity

�`0 ,a0
d(�`1 ,a1

)d2(�`2 ,a2
) · · · d#−1(�`#−1 ,a#−1

)

= (−1)

#−1∑

9=1

(
9−1∑

:=0

(f0+|a: |)) ( |` 9 |+ |a 9 |)

(`0
· · · (`#−1

(∗a#−1
· · · (∗a0

⊗ f

#−1∑

8=0

|`8 |+ |a8 |

G (5.50)

holds.

If there are isometries {)`}`∈P on K such that

)∗
a)` = X`,aIK, )`)

∗
a ⊗ f

|` |+ |a |
G = �`,a , d(1) =

∑

`∈P

Ad
)`⊗f

f0+|` |
I

(1), 1 ∈ R1,K, (5.51)

then there is some 2 ∈ T such that )` = 2(`, for all ` ∈ P.

To study the situation, we note the following general property.

Lemma 5.11. Let K be a Hilbert space and set ΓK := IK ⊗ fI on K ⊗ C2. We give a grading

to R1,K = B(K) ⊗ ℭ by AdΓK . Let N and M be AdΓK-invariant von Neumann subalgebras of

R1,K = B(K) ⊗ ℭ satisfying

01 − (−1)m0m110 = 0, for homogeneous 0 ∈ N, 1 ∈ M. (5.52)

Suppose that N is a type I factor with a self-adjoint unitary Γ1 ∈ N satisfying AdΓ1
(0) = AdΓK (0), for

all 0 ∈ N. Suppose that / (M) (1) ≠ {0} and N ∨M = B(K) ⊗ ℭ. Then the following hold:

(i) There are Hilbert spaces H1,H2, a unitary * : K ⊗ C2 → H1 ⊗ H2 ⊗ C2 and a self-adjoint

unitary Γ̃1 on H1 such that

Ad* (N) = B(H1) ⊗ CIH2
⊗ CIC2 , Ad* (B(K) ⊗ ℭ) = B(H1 ⊗ H2) ⊗ ℭ,

Ad* (ΓK) = Γ̃1 ⊗ IH2
⊗ fI , Ad* (Γ1) = Γ̃1 ⊗ IH2

⊗ IC2 ,

Ad* (IK ⊗ fG) = IH1
⊗ IH2

⊗ fG (5.53)

and

Ad* (M) = CIH1
⊗ B(H2) ⊗ CIC2 + CΓ̃1 ⊗ B(H2) ⊗ CfG . (5.54)

(ii) M′ = N(0) (CIK ⊗ ℭ) +N(1) (CIK ⊗ ℭ) Γ1ΓK.

(iii) For any minimal projection ? of N that is even, we have M · ? = B(@K) ⊗ ℭ with @ a projection

on K satisfying ? = @ ⊗ IC2 . (Note that even ? is always of this form.)

(iv) / (M) = CIK ⊗ IC2 + CΓ1 (IK ⊗ fG).

Proof. (i) Because N is a type I factor, there are Hilbert spaces H1, H̃2 and a unitary *̃ : K ⊗ C2 →

H1 ⊗ H̃2 such that Ad*̃ (N) = B(H1) ⊗ CIH̃2
. Because Γ1 ∈ N, there is a self-adjoint unitary Γ̃1

on H1 such that Ad*̃ (Γ1) = Γ̃1 ⊗ I
H̃2

. Let D := span
C
{I, Γ1ΓK, (IK ⊗ fG), Γ1ΓK(IK ⊗ fG)}, a

∗-subalgebra of N′. Let Γ1ΓK = 400 − 411 be a spectral decomposition of the self-adjoint unitary Γ1ΓK.

Set 48,1−8 := 488 (IK⊗fG)41−8,1−8 , 8 = 0, 1. Then because Γ1ΓK and IK⊗fG anti-commute, we can check

that {48 9 }8, 9=0,1 are matrix units in D spanning D. Hence, D is a type I2 factor in N′ generated by the

matrix units {48 9 }8, 9=0,1. Therefore, there is a type I2 factor D1 on H̃2 such that Ad*̃ (D) = CIH1
⊗D1

and the generating matrix units { 58 9 }8, 9=0,1 such that Ad*̃ (48 9 ) = IH1
⊗ 58 9 . Then there is a Hilbert

space H2 and a unitary , : H̃2 → H2 ⊗ C
2 such that

Ad, ( 58 9 ) = IH2
⊗ 4̂8 9 , Ad, (D1) = CIH2

⊗ M2 . (5.55)
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Here 4̂8 9 denotes the matrix unit of 2 × 2 matrices M2 with respect to the standard basis of C2. Setting

* :=
(
IH1

⊗,
)
*̃ : K⊗C2 → H1 ⊗H2 ⊗C

2, we may check directly that*, H1, H2, Γ̃1 satisfy (5.53).

We now prove (5.54). Because M(0) is a von Neumann subalgebra of N′∩ (B(K) ⊗ ℭ), Ad*
(
M(0)

)

is a von Neumann subalgebra of

Ad* (N′) ∩ Ad* (B(K) ⊗ ℭ) = CIH1
⊗ B(H2) ⊗ ℭ . (5.56)

Furthermore, because elements inM(0) are even with respect to AdΓK , elements in Ad*
(
M(0)

)
are even

with respect to AdAd* (ΓK) = AdΓ̃1⊗IH2
⊗fI

. Therefore, we have Ad*
(
M(0)

)
⊂ CIH1

⊗ B(H2) ⊗ CIC2 .

Hence, there is a von Neumann subalgebra M̃ of B(H2) such that

Ad*
(
M(0)

)
= CIH1

⊗ M̃ ⊗ CIC2 . (5.57)

Next we consider Ad*
(
M(1)

)
. We claim (IK ⊗ fG)Γ1 ∈ / (M) (1) . To see this, let 1 ∈ / (M) (1)

be a nonzero element, which exists because of the assumption, and set 1̃ = (IK ⊗ fG)Γ11. Because

1 ∈ / (M) (1) , IK ⊗ fG ∈ / (B(K) ⊗ ℭ) and Γ1 is an even element in N implementing the grading on

N, we see that

1̃ ∈ N′ ∩M′ ∩ {ΓK}′ = (B(K) ⊗ ℭ)
′ ∩ {ΓK}′ = CIK⊗C2 . (5.58)

Hence, (IK ⊗ fG)Γ1 is proportional to 1 ∈ / (M) (1) ; that is, it belongs to / (M) (1) , proving the claim.

From this and (5.57) we have

Ad* (M(1) ) = Ad*
(
M(0) (IK ⊗ fG)Γ1

)
= CΓ̃1 ⊗ M̃ ⊗ CfG (5.59)

for M̃ in (5.57). From (5.57) and (5.59), to show (5.54), it suffices to show that M̃ = B(H2). For any

0 ∈ M̃′,

Ad* ∗

(
IH1

⊗ 0 ⊗ IC2

)
∈
(
M(0)

) ′
∩
(
M(1)

) ′
∩N′ ∩ {ΓK}′

= (B(K) ⊗ ℭ)
′ ∩ {ΓK}′ = CIK⊗C2 .

Hence, we obtain 0 ∈ CIH2
. This proves that M̃ = B(H2).

(ii) We associate a spatial grading toCIH1
andB(H2) ⊗ℭ by Γ̃1 and IH2

⊗fI , respectively. From (5.54),

we see that Ad* (M) is equal to the graded tensor product CIH1
⊗̂ (B(H2) ⊗ ℭ) of (CIH1

,H1, Γ̃1) and

(B(H2) ⊗ ℭ,H2 ⊗ C
2, IH2

⊗ fI). By Lemma A.4, its commutant Ad* (M′) is equal to

Ad* (M′) = B(H1)
(0) ⊗ CIH2

⊗ ℭ +B(H1)
(1) ⊗ CIH2

⊗ ℭ fI

= Ad*
(
N(0) (CIK ⊗ ℭ) +N(1) (CIK ⊗ ℭ) Γ1ΓK

)
, (5.60)

where B(H1) is given a grading by Γ̃1. This proves the claim.

(iii) Let ? be a minimal projection N that is even and hence of the form ? = @ ⊗ IC2 with @ a projection

on K. Then because ? ∈ N is minimal, we have Ad* (?) = A ⊗ IH2
⊗ IC2 with a rank 1 projection A

on H1. Because ? is even, A is even with respect to AdΓ̃1
. Therefore, there is a f ∈ {0, 1} such that

Γ̃1A = (−1)fA . Substituting (5.54), we then obtain

Ad* (M?) = CA ⊗ B(H2) ⊗ CIC2 + CΓ̃1A ⊗ B(H2) ⊗ CfG

= CA ⊗ B(H2) ⊗ CIC2 + C(−1)fA ⊗ B(H2) ⊗ CfG

= Ad* (? (B(K) ⊗ ℭ) ?) = Ad* (B(@K) ⊗ ℭ) (5.61)

as required.
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(iv) From (5.54) and (5.60), we have

Ad*
(
/ (M) (0)

)

=
(
CIH1

⊗ B(H2) ⊗ CIC2

)
∩
(
B(H1)

(0) ⊗ CIH2
⊗ CIC2 +B(H1)

(1) ⊗ CIH2
⊗ CfGfI

)

= CI

and

Ad*
(
/ (M) (1)

)

=
(
CΓ̃1 ⊗ B(H2) ⊗ CfG

)
∩
(
B(H1)

(0) ⊗ CIH2
⊗ CfG +B(H1)

(1) ⊗ CIH2
⊗ CfI

)

= CΓ̃1 ⊗ CIH2
⊗ CfG = Ad* (CΓ1 (IK ⊗ fG)) .

This proves the claim. �

We introduce some notation. Given a self-adjoint unitary ) on some Hilbert space, we write the ±1

eigenspace projections as

PY ()) =
I + (−1) Y)

2
, Y ∈ {0, 1}. (5.62)

Note that because we use the presentation of Z2 as an additive group, P1 ()) is the projection onto the

negative eigenspace. We also have that )PY ()) = (−1) YPY ()) = PY ())) .

Proof of Proposition 5.10. Because IK ⊗ fG belongs to / (R1,K) (1) and d is graded, d(IK ⊗ fG)

belongs to / (d(R1,K)) (1) . In particular, because d is injective, / (d(R1,K)) (1) is not zero. Therefore,

we satisfy the hypothesis of Lemma 5.11 with M and Γ1 replaced by d(R1,K) and Γ0, respectively.

Applying the lemma, we have that

(i) /
(
d(R1,K)

)
= CI + CΓ0 (IK ⊗ fG).

(ii) For any ` ∈ P, �`` = 4`` ⊗ IC2 with 4`` a projection on K, d
(
R1,K

)
�`` = B(4``K) ⊗ ℭ.

(iii) d
(
R1,K

) ′
= N(0) (CIK ⊗ ℭ) +N(1) (CIK ⊗ ℭ) Γ0ΓK.

Because of (i), d(IK ⊗ fG), an odd self-adjoint unitary in /
(
d(R1,K)

)
should be either Γ0 (IK ⊗ fG)

or −Γ0 (IK ⊗ fG). Therefore, there is f0 ∈ {0, 1} such that

d (IK ⊗ fG) = (−1)f0Γ0 (IK ⊗ fG) . (5.63)

By (ii), (5.63) and the fact that �`` ∈ N(0) commutes with d(R1,K), for each ` ∈ P we have

d ((B(K) ⊗ CIC2) · P0 (IK ⊗ fG)) �`` = d
(
R1,KP0 (IK ⊗ fG)

)
�``

= B(4``K) ⊗ CPf0+|` | (fG) . (5.64)

Therefore, there is a ∗-isomorphism d` : B(K) → B(4``K) such that

d ((0 ⊗ I) · P0 (IK ⊗ fG)) �`` = d` (0) ⊗ Pf0+|` | (fG), 0 ∈ B(K). (5.65)

Applying AdΓK , we also get that

d ((0 ⊗ I) · P1 (IK ⊗ fG)) �`` = d` (0) ⊗ Pf0+|` |+1(fG), 0 ∈ B(K). (5.66)

From (5.65) and (5.66), we obtain

d (0 ⊗ I) �`` = d` (0) ⊗ IC2 , 0 ∈ B(K). (5.67)
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Furthermore, by (5.63), we have

d (IK ⊗ fG) �`` = (−1)f0+|` |
(
4`` ⊗ fG

)
. (5.68)

By Wigner’s theorem, for each ` ∈ P, there is a unitary )` : K → 4``K such that

)∗
`)a = X`,aIK, )`)

∗
` = 4``, `, a ∈ P, Ad)` (0) = d` (0), 0 ∈ B(K). (5.69)

From this, (5.67) and (5.68), we obtain

d(1)�`` = Ad
)`⊗f

f0+|` |
I

(1) , 1 ∈ R1,K. (5.70)

Summing this over `, we obtain

d(1) =
∑

`∈P

Ad
)`⊗f

f0+|` |
I

(1) , 1 ∈ R1,K. (5.71)

Multiplying )a)
∗
` ⊗ f

|` |+ |a |
I from the left or right of (5.71), we obtain the same value for any 1 ∈ R1,K.

Therefore, )a)
∗
` ⊗ f

|` |+ |a |
I belongs to d(R1,K) ′. By (iii), we then have

)a)
∗
` ⊗ f

|` |+ |a |
I ∈ d(R1,K) ′ = N(0) (CIK ⊗ ℭ) +N(1) (CIK ⊗ ℭ) Γ0ΓK. (5.72)

Hence, if |` | = |a |, )a)
∗
` ⊗ IC2 ∈ N(0) , and if |` | ≠ |a |, this means )a)

∗
` ⊗ IC2 ∈ N(1) (IK ⊗ fG). From

(5.69), {)`)
∗
a ⊗P0 (fG)}`,a∈P are matrix units inN (IK ⊗ P0 (fG)) with 4``)`)

∗
a 4aa⊗P0 (fG) = )`)

∗
a ⊗

P0 (fG). Then as in the proof of Proposition 5.4, there are 2` ∈ T such that (`(
∗
a⊗P0 (fG) = �`aP0 (IK⊗

fG) for (` = 2`)`. Applying AdΓK , we also obtain (`(
∗
a ⊗ P1 (fG) = (−1) |` |+ |a |�`aP1 (IK ⊗ fG),

which then implies that

(
(` ⊗ f

|` |
G

) (
(a ⊗ f

|a |
G

)∗
= (`(

∗
a ⊗ f

|` |+ |a |
G

= (`(
∗
a ⊗

(
P0 (fG) + (−1) |` |+ |a |P1 (fG)

)
= �`a . (5.73)

It is clear that {(`}`∈P are isometries satisfying (5.49). The proof of (5.50) comes from an induction

argument using (5.49) and (5.73). Because the argument is the same as in the proof of Proposition 5.4, we

omit the details. Similarly, the proof that the isometries {(`}`∈P are unique up to scalar multiplication

in T is the same as in Proposition 5.4. �

Proof of Theorem 5.9. The Hilbert space K, finite type I factor ]◦cl (A{0}) with matrix units {]◦cl ◦
(
�

(0)
`,a

)
}`,a∈P ⊂ B(K) ⊗ ℭ and d satisfy the conditions of Proposition 5.10. Applying the proposition,

we obtain f0 ∈ {0, 1} and {(`} satisfying (5.44) and (5.45) from the statement of the theorem. The

property (5.46) follows from (5.44) and parts (i) and (iii) of Lemma 5.2. For the proof of (5.47), we set

)a := (−1)q (6) |a |
∑

`∈P

〈k`, Γ(*6)ka〉
p (6) (

+
(0)
6

)∗
(`+

(0)
6 . (5.74)

As in the proof of Theorem 5.3, we then can check that)` satisfies (5.51) for �`a replaced by ]◦cl (�
(0)
`a ).

Applying the last statement of Proposition 5.10, there is some 26 ∈ T such that (` = 26)` for all ` ∈ P.

The proof of (5.47) is given by the same argument as in the proof of Theorem 5.3. �
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6. Fermionic matrix product states

Using our results from Section 5, in this section we consider a translation-invariant split state l of A

whose density matrices have uniformly bounded rank on finite intervals. Our main result is that such

states can be written as the thermodynamic limit of an even or odd fermionic MPS depending on the

value ^l ∈ Z2. See [11, 20] for the basic properties of fermionic MPS in the finite setting. The idea

of the proof is the same as quantum spin case (cf. [6, 21, 32]), although anti-commutativity results in

richer structures. We start with some preliminary results.

The following lemma is immediate because each A[0,#−1] is isomorphic to a matrix algebra.

Lemma 6.1. Let l be a Θ-invariant state of A. For each # ∈ N, let &# be the support projection of

the density matrix of l|A[0,#−1]
, the restriction of l to A[0,#−1] . Then &# is even.

We consider the situation where the matrices &# have uniformly bounded rank.

Lemma 6.2. Let {&# } be a sequence of orthogonal projections with &# ∈ A
(0)

[0,#−1]
. We suppose

that the rank of &# is uniformly bounded; that is, sup# ∈N rank(&# ) < ∞. Let c be an irreducible

representation of A' or A
(0)
'

on a Hilbert space H. Set H0 =
∞⋂

#=1

(
c(&# )H

)
. Then dimH0 < ∞.

Proof. Because the statement is trivial if H0 = {0}, assume that H0 ≠ {0}. We fix a unit vector

[ ∈ H0 and let {b 9 }
;
9=1

⊂ H0 be an orthonormal system. We let A denote either A' or A
(0)
'

with

c : A → B(H) irreducible and let Aloc denote local elements in A. We similarly write A[0,#−1] to

denote either A[0,#−1] or its even subalgebra. Note that the ; × ; matrix (〈b8 , b 9〉)8, 9=1,...,; is an identity.

Because c is irreducible, approximating b8 with elements in c(Aloc)[, there exists an # ∈ N and

elements 0 9 ,# ∈ &#A[0,#−1]&# such that for the ; × ;-matrix -# = (〈c(08,# )[, c(0 9 ,# )[〉)8, 9=1,...,; ,



-# − IM;



 <
1

2
(6.1)

holds.

We now claim that {0 9 ,# };
9=1

are linearly independent within &#A[0,#−1]&# . So we suppose that
∑

9 3 90 9 ,# = 0 for {3 9 }
;
9=1

⊂ C. Then taking the vector 3 = (31, . . . , 3;),

〈3, -# 3〉 =

;∑

8, 9=1

〈c(08,# )[, c(0 9 ,# )[〉 383 9 =


c

( ;∑

9=1

3 90 9 ,#

)
[


2

= 0.

Therefore,

0 = 〈3, -# 3〉 = ‖3‖2 + 〈3, (-# − I)3〉 ≥ ‖3‖2 −
1

2
‖3‖2 =

1

2
‖3‖2

and so 3 = 0 and {0 9 ,# };
9=1

are linearly independent.

By the assumption, we have dim
(
&#A[0,#−1]&#

)
≤ �2, for � := sup# ∈N rank(&# ) < ∞. This

tells us that ; ≤ �2 and so dimH0 ≤ �2. �

We now consider the case of even and odd fermionic MPS separately.

6.1. Case: ^l = 0 (even fermionic MPS)

Theorem 6.3. Let l be a pure, split, translation-invariant and U-invariant state on A with index

Ind(l) = (0,q, [h]). For each # ∈ N, let &# be the support projection of the density matrix of

l|A[0,#−1]
and assume sup# ∈N rank(&# ) < ∞. Then there is some < ∈ N, a faithful density matrix

� ∈ M<, a self-adjoint unitary Θ ∈ M< and a set of matrices {E`}`∈P in M< satisfying the following:
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(i) For all G ∈ M<, lim#→∞ )#
v (G) = Tr (�G) IM<

in the norm topology.

(ii) There is some f0 = 0, 1 such that AdΘ
(
E`

)
= (−1) |` |+f0E` for all ` ∈ P.

(iii) AdΘ(�) = �.

(iv) For any ; ∈ N ∪ {0} and `0, . . . `; , a0, . . . a; ∈ P,

l
(
�

(0)
`0 ,a0

�
(1)
`1 ,a1

· · · �
(;)
`; ,a;

)
= (−1)

;∑

:=1

( |`: |+ |a: |)
:−1∑

9=0

|a 9 |

Tr
(
�E`0

· · · E`;E
∗
a;
· · · E∗a0

)
. (6.2)

(v) There is a projective unitary/anti-unitary representation, onC< relative top and 26 ∈ T such that

∑

`∈P

〈k`, Γ(*6)ka〉E` = 26,6Ea,
∗
6 . (6.3)

The second cohomology class associated to , is [h] and

Ad, ∗
6
(�) = �, Ad,6

(Θ) = (−1)q (6)Θ, 6 ∈ �. (6.4)

Remark 6.4 (Comparison with index for even fermionic MPS). Given an even fermionic MPS with

on-site �-symmetry, �1(�,Z2) × �2(�,* (1)p)-valued indices are defined in [11, 20, 39]. Briefly, an

irreducible even fermionic MPS is specified by matrices {0`}`∈P ⊂ M< spanning a simple algebra that

is Z2-graded by the adjoint action of a self-adjoint unitary Θ ∈ M<. The on-site group action is given by

Ad,̃6
on the generators up to a * (1)-phase, where ,̃ is a projective unitary/anti-unitary representation

of �. The indices (q̃, [h̃]) defined in [11, 20, 39] are given by the grading of the representation and its

second cohomology class,

Ad,̃6
(Θ) = (−1)q̃ (6)Θ, ,̃6,̃ℎ = h̃(6, ℎ),̃6ℎ .

It is therefore clear from part (v) of Theorem 6.3 that the the indices (q, [h]) defined for l coincide

with the indices defined from the corresponding fermionic MPS.

To prove Theorem 6.3 we start with a preparatory lemma.

Lemma 6.5. Consider the setting of Theorem 6.3. Suppose that the graded,∗-(�,p)-dynamical system

(cl (A')
′′,AdΓl

, Ûl) associated to l is equivalent to (R0,K,AdΓK ,Ad+6
) ∈ S0, via a ∗-isomorphism

] : cl (A')
′′ → B(K ⊗ C2). Then the following hold:

(i) There is a finite rank density operator � on K ⊗ C2 such that

AdΓK (�) = �, and TrK⊗C2

(
� (] ◦ cl (�))

)
= l(�) (6.5)

for all � ∈ A'. For %Supp(�) , the support projection of �, AdΓK
(
%Supp(�)

)
= %Supp(�) .

(ii) Let {�`}`∈P be the set of isometries given in Theorem 5.3. Then we have

E` := %Supp(�)�` = %Supp(�)�`%Supp(�) , ` ∈ P. (6.6)

(iii) %Supp(�)+6 = +6%Supp(�) and �+6 = +6� for any 6 ∈ �.

Proof. (i) Given the cyclic vector Ωl , 〈Ωl , ]
−1 (G)Ωl〉 defines a normal state on B(K ⊗ C2). Let �

be a density operator on K ⊗ C2 such that TrK⊗C2 (�G) = 〈Ωl , ]
−1(G)Ωl〉. We then see that

TrK⊗C2

(
� (] ◦ cl) (�)

)
= 〈Ωl , cl (�)Ωl〉 = l(�), � ∈ A' .

Because l ◦ Θ = l and ] ◦ cl ◦ Θ|A'
= AdΓK ◦ ] ◦ cl |A'

, it follows that TrK⊗C2 (AdΓK (�) (] ◦

cl) (�)) = TrK⊗C2 (� (] ◦ cl) (�)) for all � ∈ A'. As such, AdΓK (�) = �. From this, we have

AdΓK
(
%Supp(�)

)
= %Supp(�) .
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Let H0 =
∞⋂

#=1

(] ◦ cl (&# ))
(
K ⊗ C2

)
. Because ] ◦ cl is an irreducible representation of A', from

Lemma 6.2, H0 is finite-dimensional. Because l(I−&# ) = 0, we have TrK⊗C2

(
� (]◦ cl) (I−&# )

)
=

l(I−&# ) = 0. This means that %Supp(�) , the support projection of �, satisfies %Supp(�) ≤ ]◦ cl (&# )

for all # ∈ N. Hence, we have %Supp(�)

(
K ⊗ C2

)
⊂ H0. Therefore, � is finite rank.

(ii) Recall the endomorphism d satisfying (5.1) from Lemma 5.1. Because l(�) = l(V(1
(�)) for all

� ∈ A', the set of isometries {�`}`∈P given in Theorem 5.3 are such that

TrK⊗C2

(
� (] ◦ cl) (�)

)
= TrK⊗C2

(
� (d ◦ ] ◦ cl) (�)

)

=
∑

`

TrK⊗C2

(
Ad�∗

`
◦Ad

Γ
|` |

K

(�) (] ◦ cl) (�)
)

for all � ∈ A'. This implies that � =
∑

` Ad�∗
`
◦Ad

Γ
|` |

K

(�) =
∑

` Ad�∗
`
(�) and so

∑

`

(
I − %Supp(�)

)
�∗
`��`

(
I − %Supp(�)

)
=
(
I − %Supp(�)

)
�

(
I − %Supp(�)

)
= 0.

Hence, we obtain %Supp(�)�`

(
I − %Supp(�)

)
= 0.

(iii) For an element � ∈ A' and p(6) ∈ Z2, we set �p (6)∗ as � if p(6) = 0 and �∗ if p(6) = 1. Because

l(U6 (�
p (6)∗)) = l(�) = Tr(� (] ◦ cl) (�)), � ∈ A', we have that

TrK⊗C2

(
� (] ◦ cl) (�)

)
= TrK⊗C2

(
� (] ◦ cl)

(
U6 (�

p (6)∗)
) )

= TrK⊗C2

(
�+6

(
(] ◦ cl) (�

p (6)∗)
)
+∗
6

)
.

Given an orthonormal basis {b 9 } 9 of K ⊗ C2, we see that for any � ∈ A',

TrK⊗C2

(
� (] ◦ cl) (�)

)
= TrK⊗C2

(
�+6

(
(] ◦ cl) (�

p (6)∗)
)
+∗
6

)

=
∑

9

〈+6b 9 , �+6 (] ◦ cl) (�
p (6)∗)b 9〉

=
∑

9

〈b 9 , +
∗
6�+6 (] ◦ cl) (�p (6)∗)b 9〉

p (6)

= TrK⊗C2

(
+∗
6�+6 (] ◦ cl) (�)

)
,

where for the second equality we used that {+6b 9 } 9 is an orthonormal basis of K ⊗ C2. Therefore,

+∗
6�+6 = � and so %Supp(�)+6 = +6%Supp(�) . �

Proof of Theorem 6.3. We use the notation of Theorem 5.3 and Lemma 6.5. Let < ∈ N be the rank

of � from Lemma 6.5. We naturally identify %Supp(�)B(K ⊗ C2)%Supp(�) and M<. Then we may

regard � as a faithful density matrix in M< and {E`}`∈P matrices in M<. Because ΓK commutes with

%Supp(�) , Θ := ΓK%Supp(�) defines a self-adjoint unitary in M<. Similarly, because of (iii) of Lemma

6.5,,6 := +6%Supp(�) defines a projective unitary/anti-unitary representation of � on %Supp(�) relative

to p. Clearly, the second cohomology class associated to , is the same of that of + ; that is, [h]. From

Ad+6
(ΓK) = (−1)q (6)ΓK, we have that Ad,6

(Θ) = (−1)q (6)Θ.

Now we check the properties (i)–(v).

Parts (ii) and (v) are immediate from the definition of E`, Θ, ,6 and the corresponding properties of

�`, ΓK,+6. Part (iii) follows from Lemma 6.5 (i), (iii). For part (i), using (5.10), (6.6) and that %Supp(�)

is of finite rank, we have

)#
v (G) = %Supp(�) )

#
B (G) %Supp(�) −−−−−→

#→∞
〈Ωl , ]

−1(G)Ωl〉 %Supp(�) = TrK⊗C2

(
�G

)
%Supp(�) (6.7)
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for G ∈ %Supp(�)R0,K%Supp(�) = M< and convergence in the norm topology. For part (iv), (5.9) and

(6.6) imply that

l
(
�

(0)
`0 ,a0

�
(1)
`1 ,a1

· · · �
(# )
`# ,`#

)
= TrK⊗C2

(
�

(
] ◦ cl

(
�

(0)
`0 ,a0

�
(1)
`1 ,a1

· · · �
(# )
`# ,`#

)))

= (−1)

#∑

:=1

( |`: |+ |a: |)
:−1∑

9=0

|a 9 |

TrK⊗C2

(
��`0

· · · �`#
�∗
a#

· · · �∗
a0

)

= (−1)

#∑

:=1

( |`: |+ |a: |)
:−1∑

9=0

|a 9 |

TrM<

(
�E`0

· · · E`#
E∗a# · · · E∗a0

)
(6.8)

for all # ∈ N ∪ {0} and `0, . . . `# , a0, . . . , a# ∈ P. This proves (iv). �

6.2. Case: ^l = 1 (odd fermionic MPS)

Theorem 6.6. Let l be a pure, split, translation-invariant and U-invariant state on A with index

Ind(l) = (1,q, [h]). For each # ∈ N, let &# be the support projection of the density matrix of

l|A[0,#−1]
and assume sup# ∈N rank(&# ) < ∞. Then there is some < ∈ N, a faithful density matrix

� ∈ M<, a set of matrices {E`}`∈P in M< and f0 ∈ {0, 1} satisfying the following:

(i) Set Ê` := E` ⊗ f
f0+|` |
I on C< ⊗C2. Then lim#→∞ )#

v̂
(1) = Tr

((
� ⊗ 1

2
IC2

)
1
)
IM<

⊗ IC2 in norm

for all 1 ∈ M< ⊗ℭ.

(ii) For any ; ∈ N ∪ {0} and `0, . . . `; , a0, . . . a; ∈ P,

l
(
�

(0)
`0 ,a0

�
(1)
`1 ,a1

· · · �
(;)
`; ,a;

)

= (−1)

;∑

:=1

( |`: |+ |a: |)
:−1∑

9=0
(f0+|a 9 |)

X∑;
8=0 ( |`8 |+ |a8 |) , 0 Tr

(
�

(
E`0

· · · E`;E
∗
a;
· · · E∗a0

))
. (6.9)

(iii) There is a projective unitary/anti-unitary representation , of � on C< relative to p and 26 ∈ T

such that for all 6 ∈ � and a ∈ P,

(−1)q (6) |a |
∑

`∈P

〈k`, Γ(*6)ka〉E` = 26,6Ea,
∗
6, Ad,6

(�) = �. (6.10)

The second cohomology class associated to , is [h].

Remark 6.7 (Comparison with index for fermionic MPS). Like Remark 6.4, we briefly compare

our results with the �1 (�,Z2) × �2 (�,* (1)p)-valued indices for fermionic MPS in [11, 20, 39]. An

irreducible odd fermionic MPS is specified by matrices spanning a simpleZ2-graded algebra with an odd

central element. Like the even case, the group action is implemented by the adjoint action on generators by

a projective unitary/anti-unitary representation, giving a second cohomology class. The representation

will commute or anti-commute with the odd central element, giving a homomorphism � → Z2.

Considering l as a fermionic MPS, part (iii) of Theorem 6.6 shows that the second cohomology classes

coincide and (6.10) shows that the commutation of the projective unitary/anti-unitary representation

with the odd central element is specified by q. Hence, in this setting the indices for fermionic MPS agree

with the indices defined in Section 2.

Lemma 6.8. Consider the setting of Theorem 6.6. Suppose that the graded,∗-(�,p)-dynamical system

(cl (A')
′′,AdΓl

, Ûl) associated to l is equivalent to (R1,K,AdΓK ,Ad+6
) ∈ S1, via a ∗-isomorphism

] : cl (A')
′′ → R1,K. Then the following hold:
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(i) There is a finite rank density operator � on K such that for all � ∈ A',

TrK⊗C2

( (
� ⊗ 1

2
IC2

) (
] ◦ cl (�)

) )
= l(�). (6.11)

(ii) Let {(`}`∈P be the set of isometries given in Theorem 5.9. Then we have

E` := %Supp(�)(` = %Supp(�)(`%Supp(�) , ` ∈ P. (6.12)

(iii) %Supp(�)+
(0)
6 = +

(0)
6 %Supp(�) and Ad

+
(0)
6

(�) = � for any 6 ∈ �.

Proof. (i) Given the cyclic vector Ωl , 〈Ωl , ]
−1(G)Ωl〉, G ∈ R1,K, defines a normal state on R1,K. Let

�̃ be a density operator on K ⊗ C2 such that TrK⊗C2 (�̃G) = 〈Ωl , ]
−1 (G)Ωl〉 for G ∈ R1,K. Because

R1,K = B(K) ⊗ ℭ and recalling the notation PY from (5.62), we may assume that �̃ is of the form

�̃ = �0 ⊗ P0 (fG) + �1 ⊗ P1 (fG). Because l ◦ Θ = l and ] ◦ cl ◦ Θ|A'
= AdΓK ◦ ] ◦ cl |A'

, it

follows that TrK⊗C2 (AdΓK (�̃) (] ◦ cl) (�)) = TrK⊗C2 (�̃ (] ◦ cl) (�)) for all � ∈ A'. Therefore, we

have AdΓK (�̃) = �̃, which implies �0 = �1. We set � := 2�0 and see that � is a density operator on

K satisfying (6.11).

Let c0 be the irreducible representation of A
(0)
'

on K given by

] ◦ cl (0) = c0 (0) ⊗ IC2 , 0 ∈ A
(0)
'

. (6.13)

LetH0 =
∞⋂

#=1

(c0 (&# )K). Because c0 is an irreducible representation ofA
(0)
'

,H0 is finite-dimensional

by Lemma 6.2. Because l(I −&# ) = 0, we have

TrK⊗C2

(
(� ⊗ 1

2
IC2) (c0(I −&# ) ⊗ IC2)

)
= l(I −&# ) = 0.

This means that %Supp(�) satisfies %Supp(�) ≤ c0 (&# ) for all # ∈ N. Hence, we have %Supp(�)K ⊂ H0

and � is finite rank.

(ii) Recall the endomorphism d satisfying (5.1) from Lemma 5.1. Because l(�) = l(V(1
(�)) for all

� ∈ A', the set of isometries {(`}`∈P given in Theorem 5.9 and f0, (5.44) gives that

TrK⊗C2

((
� ⊗ 1

2
IC2

)
(] ◦ cl) (�)

)
= TrK⊗C2

((
� ⊗ 1

2
IC2

)
(d ◦ ] ◦ cl) (�)

)

=
∑

`

TrK⊗C2

(
Ad

((∗
`⊗f

f0+|` |
I )

(
� ⊗ 1

2
IC2

)
(] ◦ cl) (�)

)
, (6.14)

which implies that � =
∑

` Ad(∗
`
(�). We then obtain (6.12) by the same proof as in Lemma 6.5.

(iii) By the same argument as in the proof of Lemma 6.5, we obtain (+
(0)
6 )∗�+

(0)
6 = � and so

%Supp(�)+
(0)
6 = +

(0)
6 %Supp(�) . �

Proof of Theorem 6.6. We use the notation of Theorem 5.9 and Lemma 6.8. Let < ∈ N be the rank

of � from Lemma 6.8. We naturally identify %Supp(�)B(K)%Supp(�) and M<. Then we may regard �

as a faithful density matrix in M< and {E`}`∈P matrices in M<. Because of part (iii) of Lemma 6.8,

,6 := +
(0)
6 %Supp(�) defines a projective unitary/anti-unitary representation of � on %Supp(�)K relative

to p whose cohomology class is the same as + (0) ; that is, [h]. Now we check the properties (i)–(iii) of

Theorem 6.6.
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Part (iii) is immediate from the definition of E`,,6 and the corresponding properties of (` and+
(0)
6 .

For part (i), using (5.46), (6.12) and that %Supp(�) is finite rank, we have

)#
v̂
(G) = %Supp(�))

#

Ŝ
(G)%Supp(�) −−−−−→

#→∞
〈Ωl , ]

−1 (G)Ωl〉%Supp(�) = Tr
((
� ⊗ 1

2
IC2

)
G
)
%Supp(�)

for G ∈
(
%Supp(�) ⊗ I

)
R1,K

(
%Supp(�) ⊗ I

)
= M< ⊗ℭ and convergence in the norm topology.

Part (ii) follows from (5.45) and (6.12), as in the proof of Theorem 6.3. �

Appendix A. Graded von Neumann algebras

For convenience, we collect some facts about graded von Neumann algebras and linear/anti-linear group

actions. See Subsections 2.1 and 4.1 for basic definitions.

Lemma A.1. Let (M, \) be a balanced graded von Neumann algebra. Assume that M is of type `

and M(0) is of type _, with some `, _ = I, II, III, and that both of M and M(0) have finite-dimensional

centers. Then _ = `.

Proof. Let * ∈ M(1) be a self-adjoint unitary. Let E : M → M(0) be the conditional expectation

E(G) :=
1

2
(G + \ (G)), G ∈ M. (A.1)

If M(0) has a faithful normal semifinite trace g0 (i.e., M(0) is semifinite), then g := (g0 + g0 ◦ Ad* ) ◦ E

defines a faithful normal semifinite trace on M. Hence, if M(0) is semifinite, then M is semifinite.

Let us denote by P(M),P(M(0) ) the set of all orthogonal projections in M,M(0) . Because g |M(0)

is a faithful normal semifinite trace on M(0) , if _ = II, then we have g
(
P(M(0) )

)
= [0, g(1)]. Because

g(P(M)) contains g
(
P(M(0) )

)
and M is a finite direct sum of type `-factors, this means that ` = II.

If _ = I, then there is a nonzero abelian projection ? of M(0) . We claim that there is a nonzero

abelian projection A in M such that A ≤ ?. If ?M(1) ? = {0}, then ?M? = C? and ? itself is abelian

in M. If ?M(1) ? ≠ {0}, then there is a self-adjoint odd element 1 ∈ M(1) such that ?1? ≠ 0.

Because (?1?)2 = ?1?1? ∈ ?M(0) ? = C?, we may assume that ?1? is a nonzero self-adjoint unitary

in ?M?. For any G ∈ M(1) , we also have ?G??1? ∈ ?M(0) ? = C?. By the unitarity of ?1?, we

have ?G? ∈ C?1? and ?M(1) ? = C?1?. Because ?1? is self-adjoint unitary, we have a spectral

decomposition ?1? = A+ − A−, with mutually orthogonal projections A± in M and at least one of A± is

nonzero. From ?M(1) ? = C?1? = C(A+ − A−) and ?M(0) ? = C?, A± are abelian in M and A± ≤ ?,

proving the claim. Hence, M is type I as well, ` = I.

Conversely, if M has a faithful normal semifinite trace g (i.e., if M is semifinite), then g |M(0) is a

faithful normal semfinite trace on M(0) . Therefore, ` = III if and only if _ = III.

If ` = I, then _ cannot be II or III and so is type I. If ` = II, then _ cannot be I or III and so is type II.

�

Lemma A.2. Let (M, \) be a central graded von Neumann algebra. Then either / (M) = CI or / (M)

has a self-adjoint unitary 1 ∈ / (M) ∩M(1) such that

/ (M) ∩M(1) = C1. (A.2)

Proof. Let us assume that M is not a factor. By the condition of centrality, / (M) ∩M(0) = CI, there is

a nonzero self-adjoint element 1 ∈ / (M) ∩M(1) . Because 12 ∈ / (M) ∩M(0) = CI, we may assume

that 1 is unitary. For any G ∈ / (M) ∩M(1) , G1 also belongs to / (M) ∩M(0) = CI, and by the unitarity

of 1, we obtain (A.2). �
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When (M, \) is spatially graded, an analogous result holds for M ∩M′Γ.

Lemma A.3. Let (M,AdΓ) be a central graded von Neumann algebra on H, spatially graded by a

self-adjoint untiary Γ. Then the following hold:

(i) If M is not a factor, M ∩M′Γ = {0}.

(ii) If M ∩M′Γ ≠ {0}, then there is a self-adjoint unitary 1 ∈ M ∩M′Γ such that M ∩M′Γ = C1. In

particular, if Γ ∈ M, then M ∩M′Γ = CΓ.

Proof.

(i) If M is not a factor, from Lemma A.2, / (M) has a self-adjoint unitary 1 ∈ / (M) ∩M(1) such that

/ (M) ∩M(1) = C1. For any 0 ∈ M ∩M′Γ, we have

10 = 01 = 0ΓΓ1ΓΓ = 0Γ (−1) Γ = −(0Γ)1Γ = −1(0Γ)Γ = −10. (A.3)

The first equality is because 1 ∈ / (M), and the fifth equality is because 0Γ ∈ M′. Because 1 is

unitary, this means 0 = 0.

(ii) Note that for any 0, 1 ∈ M ∩M′Γ, 01 ∈ / (M). From this observation and (i), the same proof as

Lemma A.2 gives the claim. If Γ ∈ M, as Γ = IΓ, we have Γ ∈ M ∩M′Γ.

�

Recall the graded tensor product product defined in Subsection 4.1.

Lemma A.4. For 8 = 1, 2, let (M8 ,AdΓ8 ) be a graded von Neumann algebra on H8 spatially graded

by a self-adjoint unitary Γ8 on H8 . Let M1 ⊗̂M2 be the graded tensor product of (M1,H1, Γ1) and

(M2,H2, Γ2). Then commutant of the graded tensor product (M1 ⊗̂M2)
′ is generated by

(M′
1)

(0) ⊙ M′
2, (M′

1)
(1) ⊙ M′

2Γ2. (A.4)

Proof. The proof is given by a modification of the corresponding result for ungraded tensor products.

Let M := M1 ⊗̂M2 and N be a von Neumann algebra generated by (A.4). We would like to show

N = M′. A brief computation gives the inclusion M ⊂ N′.

We let f ∈ {0, 1} and denote by Rℎ, (f) the set of all self-adjoint elements with grading f in a

graded von Neumann algebra R. For a complex Hilbert space K and its real subspace V, V⊥
R

is the

orthogonal complement of V in K regarding K as a real Hilbert space, with respect to the inner product

〈·, ·〉R := ℜ〈·, ·〉.

First we assume that M 9 , 9 = 1, 2, has a cyclic vector Ω 9 which is homogeneous in the sense that

Γ 9Ω 9 = (−1) n 9Ω 9 for some n 9 ∈ {0, 1}.

Because Ω := Ω1 ⊗ Ω2 is cyclic for M in H1 ⊗ H2, to show M′ = N, it suffices to show that

MℎΩ + 8NℎΩ is dense in H1 ⊗ H2 by [38, Chapter IV, Lemma 5.7]. For f9 = 0, 1, 9 = 1, 2, set

L
( 9)
f 9

:= (I + (−1)f 9Γ 9 )H 9 , 9 = 1, 2. Then by the cyclicity of Ω 9 and Γ 9Ω 9 = (−1) n 9Ω 9 , M
(f 9 )

9
Ω 9 is

a dense subspace of L
( 9)
f 9+n 9 . We also note (M′

9 )
(f 9 )Ω 9 ⊂ L

( 9)
f 9+n 9 . By [38, Chapter IV, Lemma 5.7],

8(M′
9 )

ℎΩ 9 is dense in (Mℎ
9Ω 9 )

⊥
R

. Therefore, 8(M′
9 )

ℎ, (f 9+n 9 )Ω 9 is dense in ((M 9 )
ℎ, (f 9+n 9 )Ω 9 )

⊥
R
∩L

( 9)
f 9

.

Set .f1
:= (M1)

ℎ, (f1+n1)Ω1 and /f2
:= (M2)

ℎ, (f2+n2)Ω2. By the above observation, 8(M′
1
)ℎ, (f1+n1)Ω1

is dense in (.f1
)⊥
R
∩ L

(1)
f1

and 8(M′
2
)ℎ, (f2+n2)Ω2 is dense in (/f2

)⊥
R
∩ L

(2)
f2

. Because .f1
+ 8.f1

and

/f2
+ 8/f2

are dense in L
(1)
f1

and L
(2)
f2

, respectively, by [38, Chapter IV, Lemma 5.8], .f1
⊙ /f2

+

8((.f1
)⊥
R
∩ L

(1)
f1
) ⊙ ((/f2

)⊥
R
∩ L

(2)
f2
) is dense in L

(1)
f1

⊗ L
(2)
f2

. Hence, we conclude that

(M1)
ℎ, (f1+n1)Ω1 ⊙ (M2)

ℎ, (f2+n2)Ω2 + 8(M′
1)

ℎ, (f1+n1)Ω1 ⊙ (M′
2)

ℎ, (f2+n2)Ω2 =: Vf1 ,f2
(A.5)

is dense inL
(1)
f1

⊗L
(2)
f2

. Using the homogeneity ofΩ 9 , Γ 9Ω 9 = (−1) n 9Ω 9 , we can prove thatMℎΩ+8NℎΩ
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includes

∑

f1 ,f2=0,1

8 (f1+n1) (f2+n2)Vf1 ,f2
. (A.6)

By the density of Vf1 ,f2
in L

(1)
f1

⊗L
(2)
f2

, MℎΩ+ 8NℎΩ is dense in H1 ⊗H2 and this completes the proof

for the case with cyclic vectors.

Now we drop the assumption of the existence of the cyclic vectors. Let {� ′
0}0 be a family of

mutually orthogonal projections in M′
1

such that each � ′
0 is an orthogonal projection onto M1b0, with

a homogeneous b0 ∈ H1, and
∑

0 �
′
0 = IH1

. Let {� ′
1
}1 be a family of mutually orthogonal projections

in M′
2

such that each � ′
1

is an orthogonal projection onto M2[1 , with a homogeneous [1 ∈ H2, and∑
1 �

′
1
= IH2

. Note that because b0, [1 are homogeneous, � ′
0 and � ′

1
are even with respect to AdΓ1

, AdΓ2
,

respectively. Because � ′
0 and � ′

1
are even, the argument in [18, Lemma 11.2.14] shows that the central

support of � ′
0 ⊗ � ′

1
∈ N ⊂ M′ with respect to N and the central support of � ′

0 ⊗ � ′
1
∈ N ⊂ M′ with

respect to M′ coincide. We denote the common central support by %0,1 . By the first part of the proof, we

know that
(
� ′
0 ⊗ � ′

1

)
N

(
� ′
0 ⊗ � ′

1

)
=
(
� ′
0 ⊗ � ′

1

)
M′

(
� ′
0 ⊗ � ′

1

)
. We also have

∑
0,1 �

′
0 ⊗ � ′

1
= IH1⊗H2

.

Therefore, applying [18, Lemma 11.2.15], we get N = M′. �

Lemma A.5. Let (M8 ,AdΓ8 ) , (N8 ,Ad,8
), 8 = 1, 2, be spatially graded von Neumann algebras

on H8 and K8 , respectively, with grading operators Γ8 and ,8 . Let U8 : M8 → N8 , 8 = 1, 2 be

graded ∗-isomorphisms. Suppose that M2 (hence N2 as well) is either balanced or trivially graded.

Let M1 ⊗̂M2 be the graded tensor product of (M1,H1, Γ1) and (M2,H2, Γ2). Let N1 ⊗̂N2 be the

graded tensor product of (N1,K1,,1) and (N2,K2,,2). Then there exists a unique ∗-isomorphism

U1 ⊗̂ U2 : M1 ⊗̂M2 → N1 ⊗̂N2 such that

(
U1 ⊗̂ U2

)
(0 ⊗̂ 1) = U1 (0) ⊗̂ U2 (1), (A.7)

for all 0 ∈ M1 and homogeneous 1 ∈ M2.

Proof. Because U
(0)
2

:= U2 |M(0)
2

is a normal ∗-isomorphism from M
(0)
2

onto N
(0)
2

, by [38, Chapter IV,

Corollary 5.3] there is a unique ∗-isomorphism U (0) from M1 ⊗ M
(0)
2

onto N1 ⊗ N
(0)
2

such that

U (0) (0 ⊗ 1) = U1(0) ⊗ U2(1), 0 ∈ M1, 1 ∈ M
(0)
2

. (A.8)

If M2 is trivially graded, then we set U1 ⊗̂ U2 := U (0) . If M2 is balanced, let * be a self-adjoint unitary

element in M
(1)
2

. Because we have M =
(
M1 ⊗M

(0)
2

)
⊕
(
M1 ⊗M

(0)
2

)
(Γ1 ⊗ *), we may define a linear

map U1 ⊗̂ U2 : M → N by

(U1 ⊗̂ U2) (G + H(Γ1 ⊗ *)) = U (0) (G) + U (0) (H) (,1 ⊗ U2 (*)) , G, H ∈ M1 ⊗ M
(0)
2

. (A.9)

It is straightforward to check that U1 ⊗̂ U2 is a normal ∗-homomorphism. Similarly, we may define a

normal ∗-homomorphism (U1)
−1 ⊗̂ (U2)

−1 : N → M, which turns out to be the inverse of U1 ⊗̂ U2.

Hence, U1 ⊗̂ U2 is a ∗-isomorphism satisfying (A.7). The uniqueness is trivial from (A.7). �

Lemma A.6. Let (M8 ,AdΓ8 ), 8 = 1, 2, be balanced and spatially graded von Neumann algebras on

H8 with a grading operator Γ8 . Let M1 ⊗̂M2 be the graded tensor product of (M1,H1, Γ1) and

(M2,H2, Γ2). For any graded ∗-automorphism V8 on M8 implemented by a unitary +8 on H8 satisfying

+8Γ8 = (−1)a8Γ8+8 , a8 ∈ {0, 1} for each 8 = 1, 2, the automorphism V1 ⊗̂ V2 on M1 ⊗̂M2 defined in
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Lemma A.5 satisfies

(
V1 ⊗̂ V2

)
(0 ⊗̂ 1) = Ad(+1⊗+2Γ

a1
2
)

(
0 ⊗̂ 1

)
, (A.10)

for all 0 ∈ M1 and homogeneous 1 ∈ M2.

Proof. We compute that

(
V1 ⊗̂ V2

)
(0 ⊗̂ 1) = V1(0)Γ

m1
1 ⊗ V2 (1) = Ad(+1⊗+2)

(
0Γm1

1 (−1)m1 ·a1 ⊗ 1
)

= Ad(+1⊗+2) Ad(I⊗Γ
a1
2
)

(
0Γm1

1 ⊗ 1
)
,

from which (A.10) follows. �

We also consider anti-linear ∗-automorphisms.

Lemma A.7. Let (M8 ,AdΓ8 ), 8 = 1, 2, be balanced and spatially graded von Neumann algebras on

H8 with a grading operator Γ8 . Let M1 ⊗̂M2 be the graded tensor product of (M1,H1, Γ1) and

(M2,H2, Γ2) Suppose that M8 has a faithful normal representation (K8 , c8) with a self-adjoint unitary

,8 on K8 satisfying Ad,8
◦c8 (G) = c8 ◦ AdΓ8 (G), G ∈ M8 and a complex conjugation C8 on K8

satisfying AdC8
(c8 (M8)) = c8 (M8) and C8,8 = ,8C8 , for 8 = 1, 2. Then for any graded anti-linear ∗-

automorphism V8 onM8 , 8 = 1, 2, there exists a unique anti-linear ∗-automorphism V1 ⊗̂ V2 onM1 ⊗̂M2

such that

(
V1 ⊗̂ V2

) (
0 ⊗̂ 1

)
= V1 (0) ⊗̂ V2 (1), (A.11)

for all 0 ∈ M1 and homogeneous 1 ∈ M2.

If V8 is implemented by an anti-unitary +8 on H8 satisfying +8Γ8 = (−1)a8Γ8+8 , a8 ∈ {0, 1} for each

8 = 1, 2, then

(
V1 ⊗̂ V2

) (
0 ⊗̂ 1

)
= Ad(+1⊗+2Γ

a1
2
)

(
0 ⊗̂ 1

)
. (A.12)

Proof. Let c1 (M1) ⊗̂ c2 (M2) be the graded tensor product of the (c1 (M1),K1,,1) and

(c2 (M2),K2,,2). By Lemma A.5, there is a ∗-isomorphism c := c1 ⊗̂ c2 from M1 ⊗̂M2 onto

c1 (M1) ⊗̂ c2 (M2) satisfying
(
c1 ⊗̂ c2

)
(0 ⊗̂ 1) = c1 (0) ⊗̂ c2 (1) for 0 ∈ M1 and homogeneous

1 ∈ M2. Because V8 , AdC8
and c8 preserve the grading, U8 := AdC8

◦c8 ◦ V8 ◦ c−1
8 is a graded

(linear) ∗-automorphism on c8 (M8). By Lemma A.5, there is a ∗-automorphism U := U1 ⊗̂ U2

on c1 (M1) ⊗̂ c2 (M2) such that
(
U1 ⊗̂ U2

)
(0 ⊗̂ 1) = U1 (0) ⊗̂ U2 (1) for 0 ∈ c1 (M1) and homoge-

neous 1 ∈ c2 (M2). Furthermore, for C := C1 ⊗ C2, AdC preserves c1 (M1) ⊗̂ c2 (M2). Therefore,

V1 ⊗̂ V1 := c−1 ◦AdC ◦U ◦ c defines an anti-linear ∗-automorphism on M1 ⊗̂M2 and it satisfies (A.11).

The proof for the second half of the lemma is the same as in Lemma A.6. �

Lemma A.8. Let � be a finite group and p : � → Z2 be a group homomorphism. Let (M1,AdΓ1
, U1),

(M2,AdΓ2
, U2) be graded ,∗-(�,p)-dynamical systems such that, for 8 = 1, 2, M8 is a balanced,

central, spatially graded and type I von Neumann algebra with grading operator Γ8 . Let M1 ⊗̂M2 be

the graded tensor product of (M1,H1, Γ1) and (M2,H2, Γ2). Then for every 6 ∈ �, there exists a linear

∗-automorphism (p(6) = 0) or anti-linear automorphism (p(6) = 1), (U1 ⊗̂ U2)6 on M1 ⊗̂M2 such that

(
U1 ⊗̂ U2

)
6
(0 ⊗̂ 1) = U1,6 (0) ⊗̂ U2,6 (1), (A.13)

for all homogeneous 0 ∈ M1 and 1 ∈ M2.
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Proof. By Lemma 2.9, there are graded ∗-isomorphisms ]8 : M8 → R^8 ,K8
with some (R^8 ,K8

,

AdΓK8
,Ad+8,6

) ∈ S^8 for each 8 = 1, 2. Hence, (K8 ⊗ C
2, ]8) is a faithful normal representation with a

self-adjoint unitary ΓK8
implementing AdΓ8 on K8 ⊗ C

2. Let � be a complex conjugation with respect

to the standard basis of C2 and C8 be any complex conjugation on K8 . Then C8 ⊗ � is a complex

conjugation on K8 ⊗ C
2 commuting with ΓK8

= IK8
⊗ fI , preserving R^8 ,K8

= ]8 (M8). Hence, we may

apply Lemma A.5 and Lemma A.7, which gives the result. �

Appendix B. Lieb-Robinson bound for lattice fermion systems

In this section, prove the Lieb-Robinson bound for one-dimensional lattice fermion systems. Though

this result is not new (see [10, 27]), our method of using an odd self-adjoint unitary to derive the

Lieb-Robinson bound for odd elements from even elements is new.

The result holds for more general metric graphs, but to avoid the introduction of further notation,

we restrict ourselves to the one-dimensional case. Let us recall the basic setting for the Lieb-Robinson

bound; see [3, 27, 28] for details.

Definition B.1. An �-function � on Z is a non-increasing function � : [0,∞) → (0,∞) such that

(i) ‖�‖ := supG∈Z

(∑
H∈Z � (3 (G, H))

)
< ∞ and

(ii) �� := supG,H∈Z

(∑
I∈Z

� (3 (G,I))� (3 (I,H))
� (3 (G,H))

)
< ∞.

Definition B.2. Let � be an �-function on Z and � an interval in R. We denote by B4
�
(�) the set of

all norm-continuous paths of even interactions on A defined on an interval � such that the function

‖Φ‖� : � → R defined by

‖Φ‖� (C) := sup
G,H∈Z

1

� (3 (G, H))

∑

/ ∈SZ ,/ ∋G,H

‖Φ(/; C)‖ , C ∈ �, (B.1)

is uniformly bounded; that is, supC ∈� ‖Φ‖� (C) < ∞.

For the rest of this Appendix, we fix some Φ ∈ B4
�
(�). For each B ∈ �, we define a local Hamiltonian

by (1.6). We denote by *Λ,Φ (C; B) the solution of

3

3C
*Λ,Φ (C; B) = −8�Λ,Φ (C)*Λ,Φ(C; B), C, B ∈ �, *Λ,Φ (B; B) = I. (B.2)

We define the corresponding automorphisms g
(Λ) ,Φ
C ,B on AZ by

g
(Λ) ,Φ
C ,B (�) := *Λ,Φ (C; B)

∗�*Λ,Φ (C; B) (B.3)

with � ∈ AZ. Note that g
(Λ) ,Φ
B,C is the inverse of g

(Λ) ,Φ
C ,B . Because Φ(B) is even, the proof of [28, Theorem

3.1] gives the following.

Lemma B.3. Let -,. ∈ SZ with - ∩ . = ∅. If either � ∈ A- or � ∈ A. is even, then





[
g
(Λ) ,Φ
C ,B (�), �

]


 ≤
2 ‖�‖ ‖�‖

��

(
4E |C−B | − 1

)
�0 (-,. ), (B.4)

where E > 0 is some constant and

�0 (-,. ) :=
∑

G∈-

∑

H∈.

� (|G − H |). (B.5)
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Using this lemma and because Φ is even, the proof of [28, Theorem 3.4] guarantees the existence of

the limit

gΦC ,B (�) := lim
ΛրZ

g
(Λ) ,Φ
C ,B (�), � ∈ A, C, B ∈ [0, 1] . (B.6)

Clearly, the limit dynamics gΦC ,B satisfy the same Lieb-Robinson bound as in Lemma B.3. We would

like to have an analogous bound as Lemma B.3 for odd �, �. To do this, fix an odd self-adjoint unitary

*0 ∈ A{0}. For each < ∈ Z, V(< (*0) is a self-adjoint unitary in A{<}. Define an interaction Φ̃<(B) by

Φ̃<(/; B) := AdV(< (*0) (Φ(/; B)) , / ∈ SZ, B ∈ �, < ∈ N. (B.7)

Note that Φ̃<(/; B) = Φ(/; B) if / does not include <. Because Φ̃< and Φ are even, Lemma B.3 and

the proof of [28, Theorem 3.4] imply the bound




gΦC ,B (�) − g
Φ̃<

C ,B (�)



 ≤

4 ‖�‖

��

∑

/ ∋<

∫

[B,C ]

3A ‖Φ(/; A)‖ �0 (-, /)
(
4E |C−A | − 1

)

≤ 4 ‖�‖

∫

[B,C ]

(
4E |C−A | − 1

)
‖Φ‖� (A)

∑

G∈-

� (|G − < |) =: 6(<), (B.8)

for any � ∈ A
(1)
-

, where the last inequality uses (i) and (ii) of Definition B.1 as well as Equation (B.1).

Note that lim<→∞ 6(<) = 0. Therefore, we have



{gΦC ,B (�), V(< (*0)
}

 =




gΦC ,B (�) − g
Φ̃<

C ,B (�)



 ≤ 6(<), (B.9)

for any � ∈ A
(1)
-

and - ∈ SZ with < ∉ - . Let -,. ∈ SZ with - ∩ . = ∅, � ∈ A
(1)
-

, � ∈ A
(1)
.

and

< ∉ - . Because �V(< (*0) ∈ A
(0)

.∪{<}
, Lemma B.3 and (B.9) imply



{gΦC ,B (�), �
}

 =



[gΦC ,B (�), �V(< (*0)
]
V(< (*0) + �V(< (*0)

{
gΦC ,B (�), V(< (*0)

}



≤
2 ‖�‖ ‖�‖

��

(
4E |C−B | − 1

)
�0 (-,. ∪ {<}) + 6(<) ‖�‖ . (B.10)

Taking the limit < → ∞ and using Lemma B.3, we obtain the following.

Lemma B.4. Let -,. ∈ SZ with - ∩ . = ∅. For homogeneous � ∈ A- and � ∈ A. , we have



gΦC ,B (�)� − (−1)m�m��gΦC ,B (�)


 ≤

2 ‖�‖ ‖�‖

��

(
4E |C−B | − 1

)
�0 (-,. ). (B.11)

As in quantum spin systems, we can estimate the locality of the time-evolved observables from Lieb-

Robinson bounds. To do this, let {E# : A → AΛ#
| # ∈ N} be the family of conditional expectations

with respect to the trace on A; see [2]. By the same argument as [28, Corollary 4.4], if � ∈ A(0) is such

that


[�, �]



 ≤ �‖�‖, (B.12)

for all � ∈
⋃

- ∈SZa
-∩[−# ,# ]=∅

A- , then ‖� − E# (�)‖ ≤ �. We extend this bound to odd elements.

Suppose that � ∈ A(1) is such that



�� − (−1)m���


 ≤ �‖�‖ (B.13)
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for all homogeneous � ∈
⋃

- ∈SZa
-∩[−# ,# ]=∅

A- . Let *0 ∈ A
(1)

{0}
be a self-adjoint unitary. Then we have

�*0 ∈ A(0) and



[�*0, �]


 =



(�� − (−1)m���
)
*0



 ≤ � ‖�‖ (B.14)

for all homogeneous � ∈
⋃

- ∈SZa
-∩[−# ,# ]=∅

A- . Hence, we have that ‖ [�*0, �]‖ ≤ 2� ‖�‖ for any

� ∈
⋃

- ∈SZa
-∩[−# ,# ]=∅

A- . Therefore, by the even case, we obtain that

‖� − E# (�)‖ = ‖(� − E# (�))*0‖ = ‖�*0 − E# (�*0)‖ ≤ 2�, (B.15)

where we used the fact that *0 ∈ AΛ#
. From this and Lemma B.4, we have shown the following.

Lemma B.5. For any # ∈ N, - ∈ SZ with - ⊂ [−#, #] and � ∈ A- , we have



E#
(
gΦC ,B (�)

)
− gΦC ,B (�)



 ≤
8 ‖�‖

��

(
4E |C−B | − 1

)
�0 (-, [−#, #]

2). (B.16)

Having Lemma B.4 and Lemma B.5 as input, we can carry out all of the arguments in [25, Theorem

1.3] and [29, Proposition 3.5].
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