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To advance precision medicine and understand-
ing of human health and disease, researchers, 
governments, private companies and patient 

groups are promoting the merits of collecting and 
sharing genetic, personal, environmental, and health-
care data on a massive scale (“biomedical big data”).1 
Maximizing the utility of these data requires networks 
of comprehensive data resources for both research and 
clinical purposes; these networks are referred to here 
as medical information commons (MICs). Although 
similar to population-based and disease-specific bio-
banks,2 MICs are intended to host a breadth of data 
types, use novel computational tools for data analyt-
ics,3 rely on large health care delivery systems and the 
information technology industry to efficiently collect 
and manage information,4 and focus on both research 
and clinical applications.5 MICs capitalize on the recent 
explosion in personal and health-related data sharing 
through the use of smart devices, Internet-based social 
networking sites, and personal sensor-enabled digital 
medicine.6 They may also embrace a participant-cen-
tric focus to data sharing, research, and clinical care.7 

To create a sustainable and ethical data resource 
within an ecosystem of multiple data assets and stake-
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holders, MICs must develop data-sharing polices that 
reflect public input.8 Numerous studies have been 
conducted to explore public attitudes towards bio-
banks.9 Many of these studies rely on focus groups 
and surveys, which collect opinions or assess initial 
responses. Those methodologies are valuable, but they 
do not incorporate perspectives based on well-devel-
oped, robust exploration of the issues and the value-
laden trade-offs inherent in data-sharing policies. 
Public deliberation informed by democratic theory is 
one approach that can help gather informed public 
recommendations on value-laden issues, such as the 
widespread use of genetic data, by fostering a robust 
dialogue among deliberants.10 

There have been some public deliberations regard-
ing biobanks and genomic research, primarily in 
English-speaking countries (e.g., Canada, Australia, 
the U.K. and the U.S.) and often focused on specific 
biobanks with vested interests in the outcome. How-
ever, public input on building MICs has not been spe-
cifically addressed in prior deliberations.11 In addition, 
prominent recent examples of personal data breaches 
or misuse by public companies create a climate of 
suspicion among potential participants and makes 
successful MICs less likely without public account-
ability.12 We adopted a diverse, multi-site approach 
to elicit informed public recommendations regarding 
MIC design and management to help guide policy-
makers and other stakeholders. 

Materials and Methods
We conducted public deliberations in three U.S. 
locations — (1) Durham, North Carolina, (2) Aus-
tin, Texas, and (3) Oakland, California — to obtain 
informed public input about the key issues policymak-
ers must take into account before people are invited to 
share their personal, genetic, and health information 
with an MIC. Our approach to public deliberation was 
modeled on the Citizens’ Panel method, which involves 
in-person, active facilitation conducted over several 
days, and is best suited for more complex topics, such 
as data sharing, based on results from a randomized 
trial.13 The design of the deliberative panel (renamed 
“Community Advisory Panel” (CAP) to avoid poten-
tial sensitivities about citizenship status) reflected the 
efforts of the project team over several months and 
included engagement with experts in public delibera-
tion, ethics, law, and policy. An MIC was defined for 
deliberants as “a virtual space where genetic, health, 
and other related information are stored, linked 
together, and shared electronically for the purposes of 
generating new knowledge through research, promot-
ing public health, and improving the delivery of health 
care.”

In developing the questions that were posed and edu-
cational materials provided to deliberants, we drew on 
an extensive landscape review that included an assess-
ment of over 300 existing MIC models and qualitative 
interviews with expert stakeholders to identify cur-
rent challenges and promising new approaches to data 
sharing in an MIC.14 We cognitively tested and refined 
participant-facing materials to promote understand-
ing;15 we also conducted a four-hour pilot deliberation 
in NC to improve the facilitation plan. These activi-
ties helped to inform the development of the final, 
overarching question posed to CAP deliberants: To 
represent the public’s values and interests, what issues 
should policymakers take into account when personal, 
genetic and health information is shared with a medi-
cal information commons?

To further elucidate public preferences, specific 
questions addressing five key ethical uncertain-
ties were posed: (1) What type of permission, if any, 
should be required of people before their information 
is shared?; (2) What uses of the information should 
be encouraged or forbidden?; (3) What should people 
expect in return for sharing their information? What 
obligations, if any, should an MIC have to its partici-
pants?; (4) What role should the public play in gov-
erning an MIC? What key governance features should 
be in place to make an MIC trustworthy?; (5) What are 
your hopes and concerns for an MIC?

Recruitment
Although face-to-face public deliberations cannot 
fully represent the U.S. population, we sought to 
recruit deliberants from diverse geographic areas of 
the country, to capture regional differences in culture, 
politics, racial and ethnic balance, and educational cli-
mate. Our goal was to recruit a sufficiently wide range 
of “mini-publics” for the CAPs to be democratic, while 
keeping each CAP small enough in size to be genuinely 
deliberative.16

A professional recruitment firm recruited 30 adults 
age 18 or older in each location, with the aim of achiev-
ing 25 deliberants per CAP. The recruitment firm used 
a variety of recruitment tactics including online ads on 
Craigslist.org, Facebook, Reddit, and Next-Door and 
flyers posted at local libraries, community centers, and 
senior centers. Individuals were screened for eligibility 
on age, and then we purposefully sampled to achieve 
diversity in gender, race/ethnicity and educational 
attainment. We also purposefully included individu-
als with chronic illness since over time, many people 
with chronic diseases will likely be asked to share data 
in an MIC. Deliberants received compensation that 
varied depending on the local cost of living, ranging 
from $325 in Durham to $400 in Oakland. This proj-
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ect was deemed low-risk by the American Institutes 
for Research Institutional Review Board based on the 
conclusion that the CAPs involved the use of educa-
tional tests, survey procedures, interview procedures 
or observation of public behavior. When deliberants 
registered at each CAP site, they were asked to sign 
a media release form granting permission to record 
and videotape the session for use in producing written 
summaries of the deliberations.

Design and Implementation 
Each CAP took place over two days (Saturday and 
Sunday) between May and September 2017. Two 
weeks prior to the deliberative panel, deliberants 
were emailed an informational booklet and 
deliberants in Austin and Oakland were provided 
a link to a 30-minute educational video designed 
to provide an overview and basic explication of 
genetic, health, and personal data sharing and 
the potential benefits and harms of MICs. The 
booklet and video also described deliberants’ role 
in the deliberation, the importance of speaking 
on behalf of their community, and how findings 
would be shared.17 All background materials are 
available from the authors upon request. Each panel 
began with a 1-hour educational session to review 
information shared prior to the CAP. Hypothetical 
case studies (see Appendix A) developed by the 
project team stimulated discussions of specific 
topics first in small sub-groups followed by large 
group discussions, both moderated by facilitators. 
For example, through a case study modeled on 
the “All of Us” initiative,18 deliberants debated the 
benefits and harms of sharing specific types of 
data or allowing particular types of data uses and 
data users. Furthermore, through a large group 
presentation of the structure and responsibilities of 
a hypothetical MIC governing board and discussion 
of potential roles for public involvement (Exhibit 1), 
deliberants considered the features that are essential 
to promote MIC trustworthiness, including the 
public’s role in governing an MIC. Other strategies 
employed to generate discussion included a 2-hour 
non-facilitated session, called “open space,” which 
gave deliberants time to discuss topics of their own 
choosing and brainstorm recommendations. Instant 
polling was used periodically over the two days, 
enhancing the discussion by requiring deliberants 
to anonymously vote on positions (agree/disagree/
not sure) and to explain their reasoning.19 During 
discussions, deliberants were presented with 
descriptions of potential benefits (e.g., sense of 
altruism, obtaining personal or family information, 
compensation) to prompt dialogue regarding what 

deliberants might expect in return for sharing their 
data with an MIC. We did not require participants 
to reach consensus during discussions to maximize 
free-ranging conversation and encourage deliberants 
with minority viewpoints to express their 
perspectives.20 It became clear during interchanges 
that deliberants’ expectations of an MIC were also 
incentives to share data. Therefore, we use the term 
“expectations” and “incentives” interchangeably. 

To reinforce the notion of deliberants representing 
community — rather than individual interests and val-
ues — we invited deliberants to wear a pin represent-
ing their state as a metaphorical, yet tactile symbol of 
their role as community representative. Deliberants 
were invited to wear the pin at the start of the sec-
ond case study. This allowed deliberants considerable 
time to deliberate prior to being asked to represent a 
community. Deliberants were asked to define “com-
munity” as broadly or as narrowly as they saw fit (e.g., 
geographic area, racial identity, etc.). Facilitators did 
not tell participants how to define “community,” and 
encouraged participants have a malleable definition of 
community and to contemplate issues from commu-
nity perspectives that differed from their own. Delib-
erants were told to remind others to reassume the 
role of community representative if deliberants devi-
ated from that role. Further, facilitators encouraged 
deliberants to learn from others, explain their views, 
and work with others to make recommendations that 
benefit diverse communities. Facilitators did this by 
reviewing, posting, and working with deliberants 
to develop additional, as necessary, inclusive guide-
lines to govern the deliberations and asking probing 
questions. We created a graffiti wall and encouraged 
deliberants to write down their hopes and concerns 
regarding MICs at any point during the deliberation 
as another tool to facilitate conversation. At specific 
times during the two days, facilitators read out the 
hopes and concerns written on the graffiti wall, asking 
deliberants for clarification and inviting discussion.

At the end of the second day of each CAP, delib-
erants used instant polling to vote on recommenda-
tions. Recommendations were initially developed by 
facilitators based on concepts that emerged during 
deliberants’ structured and un-structured conversa-
tions. Facilitators presented the synthesized recom-
mendations to deliberants. Deliberants then discussed 
each recommendation in the large group and revised 
the recommendations as necessary to align with the 
group’s opinions. Deliberants then voted on the rec-
ommendations. The recommendations deliberants 
voted on were used to inform the final recommenda-
tions presented below.
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Analysis
All deliberations were digitally recorded, profession-
ally transcribed, and de-identified. Topical codes were 
developed using both inductive and deductive meth-
ods.21 Transcripts were coded independently by two 
analysts using NVivo Pro 11 qualitative data analysis 
software.22 Any differences in analysts’ coding was 
resolved by discussion with the analysis team.

Data synthesis and reporting followed approaches 
based in the qualitative methodologies of directed 
content analysis to identify concepts in the transcripts 
and grounded theory to understand, through iterative 
and comparative techniques, the relationships or hier-
archies among these concepts.23 Memo writing and 
quantitative pattern analysis were used to note pat-
terns and themes, as well as relations among concepts. 
A third analyst compared thematic findings to whole 
transcript summaries and other data collected during 
deliberations (e.g., instant polling data) to check find-
ings, examine exceptions and probe explanations. 

To develop succinct, actionable recommendations, 
analysts synthesized cross-cutting themes and com-
pared them to recommendations that emerged from 
voting sessions in each CAP. Two deliberants from 
each of the three CAPs volunteered to review and edit 
the recommendations reported in this paper. These 
six deliberants provided feedback via webinar and 
joined a March 2018 in-person meeting, where they 
were asked to ratify final recommendations and pres-
ent them to the project’s Advisory Committee, which 
includes experts in ethics, law, and health policy. 
These recommendations were written as normative 
statements and were not ranked. 

Deliberative Outcomes
A total of 75 people participated in the CAPs.24 They 
represented a range of demographic characteristics, 
with broad representation of race/ethnicity and lev-
els of education (Table 1). Deliberants were predomi-
nately female (61%), racially diverse (63% non-white), 
middle-aged (mean 43 years), and had less than a col-
lege degree (75%). Approximately one-third of delib-
erants self-reported a chronic medical condition such 
as diabetes, hypertension, or allergies.

Deliberants had nuanced, respectful dialogues 
regarding competing interests in sharing data with an 
MIC. Although most CAP deliberants strongly sup-
ported the concept of an MIC, many expressed con-
cerns about its operations and how the data could be 
used. Value trade-offs are illustrated in themes that 
emerged from the CAP discussions, organized below 
by deliberative sub-question and corresponding 
recommendation(s). 

1. What type of permission, if any, should be 
required from people before their information is 
shared? RECOMMENDATION: The MIC informed 
consent process should be ongoing and not limited to 
one-time, blanket consent. As part of the ongoing con-
sent process, participants should be able to decide what 
data they contribute to an MIC and how those data are 
used.

Deliberants expressed strong opposition to opt-out 
consent, calling it “sneaky” and “trickery,” and instead 
preferred an opt-in consent process through which 
people explicitly provide their permission to share 
data. The deliberants agreed that consent documenta-
tion should clearly state, in plain language, the pur-
pose of an MIC, the types of data uses considered per-
missible, and possible benefits and harms of sharing 
data with researchers and other users. 

Deliberants recognized that offering detailed infor-
mation or one-on-one conversations to enable fully 
informed permission and data sharing authorization 
would be costly. However, deliberants described this 
cost as a necessary trade-off to help people understand 
the benefits and risks of sharing information and to 
optimize trust in an MIC: “Here you go, my informa-
tion, just make sure that you keep it transparent. Tell 
me everything that it is that you need me to do. Tell me 
every single step that you’re gonna do. I know it’s costly, 
I know it’s time inefficient, but I still don’t want my 
information to be used for the wrong purpose.” [CA]

Most deliberants rejected broad consent, and they 
were divided regarding whether they wanted to pro-
vide consent each time an MIC received a request for 
data about them (study-specific consent). Some delib-
erants wanted to assess the risks and benefits for each 
proposed use of their data. Others preferred to learn 
about ways their data might be used before opting in, 
which could include indicating individual preferences 
governing categories of future data uses (categorical 
consent). Deliberants expressed support for offering 
the option of specific or categorical consent, with the 
additional possibility of changing one’s preferences 
over time (dynamic consent model): “Give them that 
option … because some people want to be able to say 
… exactly which ones [they consent to]. Some people 
are like, ‘Whatever, I want to use it for research, cool.’ 
But it gives them that option.” [TX]

2. What uses of the information should be encour-
aged or forbidden? RECOMMENDATION: An 
MIC should set policies that prioritize data uses that 
serve the common good, particularly those that address 
major health issues in the U.S.

Across all CAP sites, how deliberants’ understood 
the proposed use of specific data types was an impor-
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tant factor in discussions and decisions about what 
data to share and with whom. Deliberants generally 
supported MIC data uses that have a clear connection 
to health-related research (e.g., studies on asthma 
rates in different neighborhoods or to develop tests to 
target chemotherapy for subgroups of cancer patients). 
Deliberants agreed that information such as medical 
records, environmental data, and daily exercise track-
ing data should be collected and shared because of a 
collective perceived benefit to health research. 

Deliberants had mixed views on sharing DNA data. 
They acknowledged the key importance of DNA to 
medical advances, such as precision medicine, but 
raised serious concerns about illegitimate uses (e.g., 
cloning), stigmatization (e.g., of disease or racial 
groups), or discrimination (e.g., by law enforcement or 
insurers). Some deliberants expressed discomfort that 
their DNA information would be turned into a com-
modity. For example, one participant wondered if it 
might be possible “… for a retailer, to find out who you 
are by use of your DNA and then devise a way to dis-
cover what you bought or what you touched or where 
you went or who you knew.” [TX]

It was not evident to deliberants how some other 
types of data could be used for health-related research. 
Internet activity data were considered “too personal” 
and even when health-related aims were offered, most 
deliberants were skeptical that Internet data were an 
appropriate or reliable data source for research. Use 
of Internet activity data also sparked deep concerns 
about privacy, with some deliberants worrying that 
researchers might access other personal information, 
such as banking data.

There was broad, consistent support for MIC data 
use by university-based researchers because deliber-
ants associated academic institutions with science and 
research. Conversely, deliberants strongly opposed use 
by law enforcement officials, saying they lack a direct 
connection to health-related research and might access 
MIC data (particularly DNA information) to unfairly 
target vulnerable individuals such as immigrants and 
minorities. Nevertheless, some deliberants indicated 
they could accept some law enforcement uses in ser-
vice of the good of the community. Examples included 
identifying dangerous criminals, preventing serious 
crimes such as terrorism, or using data to improve 
police practices to make them more fair or sensitive to 
people’s medical conditions (e.g., mental illness). 

When discussing for-profit users such as biophar-
maceutical, health insurance, or technology compa-
nies, deliberants noted trade-offs between the benefit 
of potential medical advances and the risk of data 
being used for marketing purposes or to raise prices 
unfairly. While accepting that profit motivation could 

stimulate medical discoveries and product innova-
tion, deliberants also noted that it is unacceptable 
for companies to make exorbitant profits when using 
voluntarily shared data. Deliberants were particularly 
skeptical of technology companies, citing concerns 
about lack of regulatory oversight and profit motives 
incentivizing non-health-related data uses. Also, while 
deliberants were informed that federal law protects 
health information and prohibits health insurers and 
many employers from discriminating against a person 
based on their genetics, deliberants expressed mis-
trust of health insurance companies’ motives. Deliber-
ants assumed that health insurance companies would 
use MIC data to restrict or deny coverage, or to charge 
additional premiums.

The team presented deliberants with a set of hypo-
thetical data uses such as pursuing an addiction gene, 
using exercise tracker data to qualify individuals for 
health insurance discounts, and using social media 
data to identify a link with depression. None of these 
was met with universal disapproval. For example, 
despite strong negative reactions to sharing social 
media data, deliberants struggled to reject the social 
media and depression research, noting that it could be 
beneficial to understand links between depression and 
social media use.

Finally, initial participant reactions to sharing data 
to help develop drugs for people in another country 
were mixed. Some deliberants felt that international 
data sharing was consistent with the United States’ 
commitment to helping others in the world, while 
others stated that MIC data uses should be limited to 
serving national interests. When the benefits of inter-
national data sharing to Americans were illustrated 
(e.g., studying rare disorders or infectious diseases 
containment), there was greater participant support, 
however this topic was not discussed in depth by most 
deliberants.

3. What should people expect in return for sharing 
their information? What obligations, if any, should 
an MIC have to its participants? RECOMMENDA-
TION: An MIC should compensate individuals as a 
matter of fairness, to enhance participation, and to 
ensure that an MIC represents the full diversity of the 
public. In addition, an MIC should have comprehen-
sive rules for data integrity and security and enact 
strict penalties for data breaches or misuse.

Many deliberants expressed their expectation that 
people will share their data because it is “the right 
thing to do” to help others and serve the common 
good. Deliberants recognized the need for research 
or sharing of clinical data in support of the common 
good, expressing a moral duty to help their commu-
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nity or future generations. One participant explained 
that, “My information can be used to help people, save 
people’s lives, contribute to a medical breakthrough, 
I think it’s my moral responsibility to do that.” [CA] 
Although deliberants said that helping others could 
be reason enough to share their data, they also men-
tioned other societal benefits, such as monitoring dis-
ease outbreaks and saving public money as additional 
incentives. Deliberants noted ways in which receiving 
personal information from MICs could potentially 
benefit them directly, by informing them about their 
medical conditions, helping them choose treatments 
based on their DNA, or more easily sharing informa-
tion with their doctors.

 Deliberants also suggested that an MIC should offer 
to compensate people who share their data, to lessen 
the burden on those who have financial and/or logisti-
cal barriers to offering their time. Deliberants noted 
that compensation could take many forms — money, 
gift cards, donations to designated charities, or free 
or discounted medical treatments. Regardless of the 
form, most deliberants agreed that compensation was 
an incentive for individuals to enroll and sustain par-
ticipation in an MIC. One participant explained, “We 
all struggle, so without that initial compensation, a 
lot of people don’t want to do it ‘cause they have kids 
to feed so they’re like, why would [I] stay an extra 20 
minutes doing this when I have to go home, make din-
ner, do laundry….” [CA]

Deliberants also described compensation as a way 
for an MIC to give back to communities that have been 
unjustly exploited in past research. For example, delib-
erants referred to Henrietta Lacks whose family “… 
didn’t see a dime … ” [NC] despite her immense contri-
bution to science.25 Furthermore, deliberants expressed 
frustration that pharmaceutical and other health care 
companies often profit by using data they did not pay 
for by using MIC data to develop and sell new prod-
ucts. Deliberants noted that many communities dis-
trust the health care system, medical researchers, and 
organizations that make money from health-related 
data. Accordingly, engaging these communities in data 
sharing may depend on adequate compensation. 

Deliberants acknowledged potential drawbacks to 
compensation, such as increased cost of MIC opera-
tion. They also worried that offering financial com-
pensation might only attract certain types of par-
ticipants (e.g., those motivated by money instead of 
helping others), so that compensation could result in 
an MIC that is not fully representative and therefore 
would not benefit everyone equally.

With respect to MIC obligations, deliberants 
desired a large, inclusive MIC that attracts diverse 
groups of people so that research could benefit every-

one. Furthermore, since deliberants feared that MIC 
data could be used to discriminate against people (e.g. 
by charging individuals with costly health conditions 
more for health insurance or denying them jobs), they 
noted that MIC obligations should include strong data 
security and anti-discrimination protections to avoid 
data misuse and minimize bias against certain groups 
of people (e.g., racial and ethnic minorities and indi-
viduals with mental illness). The protections should 
span data collection, storage, use, and disposal and 
there should be substantial, meaningful penalties for 
individuals and organizations that knowingly break 
the rules. These consequences should  significantly 
affect the user’s reputation and financial standing.

4. What role should the public play in governing an 
MIC? What key governance features should be in 
place to make an MIC trustworthy? RECOMMEN-
DATION: To earn the public’s trust, an MIC should 
include diverse community representation in its gov-
ernance structures, such as governing boards and com-
mittees. In addition, an MIC should have transpar-
ent governance practices, including plain language 
descriptions about how privacy will be ensured and 
how board members will be selected. MIC governance 
practices should also protect individuals and commu-
nities against discriminatory data uses, with regular 
auditing to ensure compliance by data users.

Deliberants stated that effective public represen-
tation in MIC governance was essential to promote 
public trust. The majority advocated for public rep-
resentatives on governing boards, and for public rep-
resentatives to have equal voting rights with experts. 
Importantly, deliberants noted that these public rep-
resentatives must reflect the values and beliefs of their 
community. Deliberants recommended strategies 
such as convening town halls or collecting survey data 
to ensure that public representatives reflect the inter-
ests and values of their entire community. However, 
deliberants also expressed concerns that public repre-
sentatives could be financially or politically motivated 
and/or that those selected may not have the techni-
cal expertise to participate effectively in making deci-
sions. Additionally, deliberants wanted a transparent 
process for selecting public and expert representatives 
to serve on an MIC’s board. Without transparency, 
deliberants worried that outside groups could unduly 
influence MIC decisions regarding selection process.

Deliberants wanted an MIC governing board to 
restrict access to individuals or organizations meet-
ing pre-established requirements for permissible 
uses. Even with this oversight and description of the 
Genetic Information Nondiscrimination Act (GINA) 
protections provided in background materials,26 
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deliberants worried that data could be misused, such 
as to discriminate against people with certain medical 
conditions: “If you were hiring someone for a job and 
you knew that somebody was more likely to die young 
maybe you wouldn’t want to hire them.” [NC]

Deliberants suggested MIC governance should mon-
itor and audit data users to ensure they comply with 
MIC policies. Furthermore, deliberants thought there 
should be ways for individuals to report suspected data 
fraud, misuse, and unauthorized access. One partici-
pant explained that, “… You can bet that this informa-
tion will be stolen, that it will be misused, that it will be 
used to gain profit for people who sell drugs and medi-
cal. So, my issue would be how, what sort of a process 
could be put in place for people who feel that they have 
been victimized by the misuse of this information, how 
they can bring that concern into a legal board?” [TX] 
Deliberants also recommended that MIC governance 
notify people when data breaches or misuse occurs.

5. What are your hopes and concerns for an MIC? 
RECOMMENDATION: An MIC should ensure that 
the benefits and harms of an MIC are shared equitably. 

Deliberants grappled with the trade-offs inherent in 
their hopes and concerns (Table 2), at times noting that 
specific considerations caused them to change their 
views. For example, some deliberants were opposed 
to sharing specific types of information with an MIC 
until they considered how that information might ben-
efit medical research or society. Furthermore, deliber-
ants paired discussions about potential MIC benefits 
they hoped for (e.g., medical advances) with the need 
for safeguards to protect deliberants from harm (e.g., 
data breaches and discrimination). Ultimately, most 
deliberants concluded that the potential for societal 
benefit outweighed the potential for harms, provided 
steps are taken by the MIC governing board to mini-
mize harms.

Discussion
Three CAPs were held in 2017 in different regions of 
the U.S. to deliberate policy-relevant issues regarding 
MIC data sharing, use and governance. In the back-
ground materials and case studies, specific efforts were 
made to highlight the MIC virtual data ecosystem, an 
analogy that emphasized the research and clinical 
applications of a broad range of health-relevant data 
produced in different settings, as well as the extensive 
number of ecosystem stakeholders. The results of this 
deliberation both reinforce findings from previous 
biobank public engagements and illustrate important 
differences for MICs.

First, deliberants strongly supported an MIC for 
medical- and health-related purposes in service of 

the greater good. This finding is consistent with other 
deliberations conducted in primarily white, highly 
educated groups as well as more diverse groups.27 In 
addition, CAP deliberants specifically recommended 
MIC policies that ensured prioritizing societal benefits 
over for-profit company interests, as well as prohibi-
tions for uses such as marketing and law enforcement. 
Similar to previous studies,28 deliberants thought 
individuals providing data to MICs should be asked to 
provide explicit permission to sharing their data (opt-
in rather than opt-out informed consent) and main-
tain some individual control over data uses. There 
was little support for broad consent (for unspecified 
future uses) and a preference for exercising additional 
control through consent models such as categorical, 
study-specific and dynamic consent. 

As has been shown in other deliberations,29 MIC 
access by commercial interests, such as biopharma-
ceutical companies, reduces participant trust and 
willingness to share data. While recognizing that 
commercial involvement is inevitable (and some-
times required for treatment advances), deliberants 
described the need for governance structures that 
protect against disproportionate influence by private 
sector funders and data users. These findings are rein-
forced by participant attitudes towards sharing medi-
cal claims data and Internet activity data — both were 
viewed less favorably by deliberants than other types 
of data. Negative deliberant attitudes towards sharing 
Internet and social media data are similar to findings 
from a recent national survey about willingness to 
share data with the Precision Medicine Initiative, that 
also documented the public’s reluctance to share these 
data.30 Deliberants had difficulty seeing the relevance 
of Internet and social media data to health-related 
research or clinical care, but also thought these data 
types were “too personal” to be shared with an MIC.

Consistent with other biobank-related public delib-
erations,31 deliberants expected robust data security 
and the protection of privacy as a fundamental condi-
tion for sharing data with an MIC. They greatly valued 
data security and privacy protections to prevent data 
breaches in an environment characterized by expo-
nential growth in data volume. One deliberant sug-
gested utilizing novel information technologies such 
as block chain and this idea was supported by others 
in his CAP.32 In keeping with the data security frame-
work advanced by the White House regarding the Pre-
cision Medicine Initiative, deliberants recommended 
establishing policies, procedures, and independent 
audits to protect against data misuses.33 However, 
MIC deliberants went a step further to recommend 
substantial, meaningful penalties for individuals and 
organizations that knowingly break the rules, suggest-
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ing that sanctioning only researchers was an inad-
equate deterrent for powerful corporate interests.

Our CAPs were distinctive from previous biobank-
focused public deliberations in several important 
ways. Although population-based biobanks are built 
on the premise that their data collections should rep-
resent the full diversity of the population,34 most pub-
lic deliberations have not included minority groups 
and individuals with lower levels of educational 
attainment to the degree achieved in this project. 
Deliberants expressed a strong desire for an MIC that 
includes and serves the full diversity of the popula-
tion and their health care interests and needs. They 
expressed concern that external influencers of an 
MIC, such as institutional bias, commercial interests, 
or financial constraints of the designers, might lead to 
the exclusion of some types of people, communities, 
or health-related information from an MIC. There-
fore, deliberants recommended that an MIC should 
ensure that its benefits reach all members of the com-
munity, including those who have historically been 
discriminated against because of race, ethnicity, or 
socioeconomic status. To achieve the desired diversity 
of community participation, deliberants endorsed pol-
icies supporting compensation for sharing data as an 
incentive. Although altruism was a strong motivator 
for many deliberants, compensation was viewed as a 
necessary strategy to overcome barriers to enrollment 
and sustained participation for disadvantaged groups. 
This finding contrasts with other public deliberations 
that found little or no support for compensating indi-
viduals, citing concerns regarding unfairly encourag-
ing participation.35

Deliberants also worried that data in an MIC could 
be used to unfairly target or penalize groups of people 
such as racial minorities, rather than benefit them. 
Within particular CAP sites and local communities, 
we observed the legacy of historical betrayals of trust, 
leading to persistent distrust of researchers and insti-
tutions. Therefore, building trust, as well as being 
aware of and addressing distrust, is critical for MIC 
designers and managers.

The current project advances understanding of 
how to structure public participation in governance 
by specifically recommending inclusion of commu-
nity representatives with equal voting rights on MIC 
governing boards. Deliberants also endorsed transpar-
ent procedures for selecting community representa-
tives and modest compensation to cover participation 
costs. However, deliberants cautioned against paying 
community members at the same level as experts, to 
avoid the possibility of monetary payments becoming 
the prime motivator for participation on the governing 
board. In addition, deliberants agreed that public rep-

resentatives had an obligation to reflect the broad inter-
ests of their community and should conduct surveys or 
town halls to better reflect community priorities.

Although CAP deliberants hoped that sharing their 
information with an MIC would help bring about 
medical advances, their substantial concerns reflect 
a sense of loss of control over their data and a lack 
of trust in institutions and private sector companies 
to ensure privacy and protect against data misuse, 
a trend that has been observed nationally.36 During 
the deliberations, deliberants described their frustra-
tion with the fact that they have little control over or 
understanding of how their individual data are being 
collected, shared, and used in other contexts such 
as social media, financial transactions, and internet 
searches. Deliberants’ frustration with their general 
lack of control over their own data and negative expe-
riences with medical record accuracy contributed to a 
general mistrust of institutions. 

Trust has been identified as an important predictor 
of willingness to participate in a biobank.37 However, 
recent assessments of trust in biobanks reveal that, as 
the boundaries between research and practice become 
more fluid, trust becomes a multi-dimensional con-
struct between trustor, trustee, and the particular 
data-sharing context.38 We observed this complex-
ity as part of the CAP recommendations, suggesting 
that a trustworthy MIC will need directly to address 
the full burden of the public’s mistrust of medical 
research and the larger health care system in general. 
The CAP deliberations also aligned with a recent con-
ceptualization of trust in the precision medicine con-
text that emphasizes the need for trust facilitators.39 
Specifically, trust facilitators endorsed by deliberants 
included technological innovations (to ensure data 
security and minimize risk of re-identifying MIC 
data), governance practices that explicitly address the 
public’s desire for transparency, respect for autonomy 
through opt in permission, and participant engage-
ment.40 To achieve these goals will require ongoing 
public education regarding data sharing trade-offs 
in both research and health care delivery, as well as 
respect for and attention to the diverse sources of 
community mistrust.

Limitations
Although we recruited racially and socioeconomically 
diverse deliberants, we included only English-speak-
ing deliberant groups, therefore our results may not 
reflect interests and values of non-English speakers. 
Also, the topic of MICs is complex and given that 
each group met only for two days, some deliberants 
felt there was not enough time to fully address each 
of the topics during the sessions. We also do not know 
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whether their views as expressed would be sustained 
or would change if another meeting were held a few 
months later.41 

There is also the possibility of recruitment bias 
given the recruitment firm’s reliance on social media 
sites to locate potential deliberants. While attempts 
were made to diversify recruitment strategies by 
posting flyers in public venues such as libraries and 
senior centers, deliberants were primarily recruited 
online. While a review of health policy research and 

public health deliberations found that the most com-
monly used recruitment method involved a profes-
sional recruiter or market research company,42 other 
deliberations regarding biobanks have stressed the 
value of random digit dialed recruitment strati-
fied for demographic categories derived from census 
data.43 We attempted to achieve a balance of these two 
approaches, providing the professional recruiter with 
recruitment targets based on regional census data. 
The impact of recruitment bias among CAP delib-
erants versus the general population is most likely 
modest as currently the majority of U.S. adults access 
social media sites.44

Finally, because we did not require deliberants to 
reach consensus in an effort to maximize free-ranging 
discussion, policy recommendations were developed 
by combining individual CAP recommendations and 
deliberations. Although we obtained final review and 
approval from six CAP representatives, not all deliber-
ants voted for these recommendations. Nevertheless, 
the iterative process used to develop the final recom-
mendations ensures that the sentiments of the delib-
erants are captured in the final recommendations.

Conclusion
An ecosystem of biomedical big data organized as an 
MIC holds great potential for both research and clini-

cal care, but also requires data contributed voluntarily 
by individuals with diverse community affiliations. 
The fulfillment and sustainability of this ecosystem is 
dependent on participant engagement and trust. Rec-
ommendations from CAPs, based on public engage-
ment informed by theories of deliberative democracy, 
demonstrate how MIC stakeholders can develop poli-
cies that recognize and account for high levels of pub-
lic mistrust, while also catalyzing socially responsible 
advancement of precision medicine.
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Table 1
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Yes
No
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Hopes Concerns
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privacy

Lead to ground-breaking medical advances (e.g. cure for cancer) Accuracy and completeness of MIC data

Use for public health initiatives (e.g. monitoring disease 
outbreaks)

Interest groups and entities with money that could unduly 
influence MIC decisions concerning data uses

Result in health care cost savings Unequal distribution of benefits resulting from a lack of diversity 
in participation

Provide participants information about their own health Discriminatory uses of health information by employers or 
insurers

Ensure individual control of data uses, including opt-in consent 
process

Burdensome requirements, pressure or even coercion for 
participants to share their information allowed by MIC 
governing board

Require diverse community representation that would 
represent the publics interests

Stigmatization of individuals or communities

Offer direct benefits/incentives to deliberants when possible People would be charged for accessing their information
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